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Gürkan Doğan1 · Burhan Ergen2

Received: 1 January 2023 / Revised: 25 September 2023 / Accepted: 29 November 2023 / Published online: 23 February 2024
© The Author(s) 2024

Abstract
Semantic segmentation is themost important stage ofmaking sense of the visual traffic scene for autonomous driving. In recent
years, convolutional neural networks (CNN)-based methods for semantic segmentation of urban traffic scenes are among the
trending studies. However, the methods developed in the studies carried out so far are insufficient in terms of accuracy
performance criteria. In this study, a new CNN-based semantic segmentation method with higher accuracy performance is
proposed. A new module, the Attentional Atrous Feature Pooling (AAFP) Module, has been developed for the proposed
method. This module is located between the encoder and decoder in the general network structure and aims to obtain multi-
scale information and add attentional features to large and small objects. As a result of experimental tests with the CamVid
data set, an accuracy value of approximately 2% higher was achieved with a mIoU value of 70.59% compared to other
state-of-art methods. Therefore, the proposed method can semantically segment objects in the urban traffic scene better than
other methods.

Keywords Autonomous vehicles · Street scenes · Traffic scenes · Pixel-wise semantic segmentation · Deep learning ·
Computer vision

1 Introduction

The ability of vehicles to perceive the surrounding envi-
ronment with high performance is a very critical task for
the transition to fully autonomous driving systems. Espe-
cially in crowded urban traffic scenes, there is a very diverse
ecosystem such as pedestrians, vehicles, road boundaries,
trees, buildings, etc. Accident-free travel of vehicles in a
fully autonomous manner within this complex ecosystem
is very important in terms of driving and vehicle safety,
pedestrian safety, and continuity of traffic flow. In order for
autonomous vehicles to drive accident-free, that is, safely,
in a real traffic environment, software subsystems must be
designed perfectly. An autonomous vehicle has a minimum
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of 5 software subsystems [1, 2]; localization, perception,
planning, vehicle control and systemmanagement. Localiza-
tion is responsible for estimating vehicle location. Perception
derives amodel of the driving environment frommulti-sensor
fusion-based information. Based on localization and per-
ception information, the planning subsystem determines the
vehicle’s maneuvers for safe vehicle navigation. The vehi-
cle control subsystem follows the command requested from
the planning subsystem by steering, accelerating and braking
the autonomous vehicle. Finally, system management over-
sees the overall autonomous driving system. Perception, one
of these software subsystems, carries out the tasks of iden-
tifying, detecting and segmenting objects in the dynamic
environment around the vehicle using sensor components
such as cameras, radars and laser scanners. The informa-
tion obtained by this subsystem is very important in terms of
planning the behavior of the autonomous vehicle, providing
navigation and control of the vehicle. However, in a dynamic
and complex traffic environment, it is a big problem for the
perception subsystem to identify, detect and segment objects
with high accuracy. This problem can only be solved by
autonomous vehicles detecting objects with high accuracy,
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because incorrect object detection is the factor that increases
the risk of accidents.

Nowadays, semantic segmentationmethods based on deep
learning are used for the detection of objects in urban traf-
fic scenes [3–5]. Semantic segmentation aims to perform
pixel-wise image classification detailed enough to assign pre-
defined labels corresponding to each pixel in an input image.
At the same time, semantic segmentation is one of the main
challenging tasks in the field of computer vision, as it requires
pixel-by-pixel accuracy and implements multi-scale contex-
tual reasoning. However, due to the rich hierarchical features
and detailed object information provided by semantic seg-
mentation, it is an important method for the knowledge of
the urban traffic environment and for making sense of the
relationship between objects. Also, semantic segmentation
can predict the category, position and shape of each element
[4]. In particular, it is widely used in applications that require
estimating the precise boundaries of an object [6–9].

Traditional methods for semantic segmentation often rely
on handcraft methods such as [10–12]. However, the per-
formance of such traditional methods is not satisfactory
compared to modern methods. Modern methods used today
are based on deep learning and even when these meth-
ods are applied for different data sets, their performance is
very high. Most modern methods are based on fully con-
volutional networks (FCN) [13]. This method uses the full
convolutional layer and directly predicts probability maps
for each class. Besides, a deep learning-based semantic seg-
mentation algorithm usually consists of an encoder and a
decoder. The encoder is the network that extracts the low-
resolution features, while the decoder is the network that
generates the multi-dimensional features from the features
extracted by the encoder [14, 15]. SegNet [15] proposed by
Badrinarayanan et al. [16] only stores the maximum pooling
indices of attribute maps and uses them in the decoder net-
work to reduce memory and time complexity at the expense
of accuracy. In the U-Net method proposed by Ronneberger
et al., it adds the feature maps obtained from each layer of
the encoder to the decoder and thus improves the perfor-
mance. The Atrous Spatial Pyramid Pooling module was
developed in theDeepLabv3+ [17]methodproposed byChen
et al. [18]. Thanks to this module, object boundaries are bet-
ter determined by coding multi-scale contextual information
and using spatial information gradually. Besides, semantic
segmentation algorithms such as DeepLabv3+ , Global Con-
volutional Network (GCN), dense upsampling convolution
(DUC) [19], and PSPNet [20], etc., use dilated convolution
or a large convolution kernel to further preserve spatial posi-
tion information. The RefineNet [21] algorithm proposed by
Lin et al. uses a multi-path refinement network that leverages
all available information along with downsampling to gen-
erate high-resolution predictions. The DCNN-based method
[3] proposed by Dong et al. provides a good balance between

accuracy and speed, while it is claimed by the authors to be
real time and high performance. The proposed method uses
atrous convolution, a convolutional attention module, and a
lightweight network to extract features efficiently and obtain
dense feature maps. It also uses rich semantic information to
overcome themulti-scale problem of semantic segmentation.
A newmethod has been proposed inwhich theGlobal Encod-
ing Module (GEModule) and the Dilated Decoder Module
(DDModule) developed by Fan et al. [4] are used together.
GEModule is used to select distinctive feature maps, while
DDModule combines dilated convolution and dense con-
nections to improve prediction results. In the JPANet [5]
method proposed by Hu et al., a joint feature pyramid mod-
ule was developed to capture the shallow networkmulti-level
local features, improving pixel classification performance,
and a spatial detail extraction module to preserve geometric
information lost during the downsampling phase. In addi-
tion, they developed the bilateral feature fusion module to
fuse high-level semantic features and low-level spatial fea-
tures with information complementarity by establishing the
dependencies of feature information in channel dimension
and position dimension. However, one of the main difficul-
ties for these methods proposed in the literature is that, due
to the similarity between objects and the existence of multi-
scale objects, there were great errors in the prediction results
between objects. Therefore, althoughmanymethods are pro-
posed in different architectures, the accuracy performance is
insufficient for pixel-based detection of objects.

In this article, Attentional Feature Pooling (AFP) Mod-
ule and Attentional Atrous Feature Pooling (AAFP) Module
are proposed specifically for the general architecture to over-
come this difficulty. The AFP Module basically consists of
three stages. In the first stage, the feature map taken as
input is passed through the maximum and average pool-
ing blocks three times in order to create different sizes and
obtain important features. Then, the features extracted from
the maximum and average pooling are combined. In the sec-
ond step, these combined features are multiplied with one
feature obtained from them through the sigmoid block. In
this way, attentional features are obtained. In the third stage,
the attentional features obtained in 3 different dimensions
are applied upsampling to obtain the input size. The AAFP
Module consists of two stages. In the first stage, convolu-
tion blocks with different dilated ratios (dr; 1, 6, 12, 18) are
applied. Dilated convolution is used to obtain multi-scale
information. In the second step, the AFP Module is applied
and the three outputs of the AFP Module and the outputs
of the convolution blocks are combined and passed through
the convolution block once again. In the general architecture
of the proposed method, the ResNet50 CNN model, which
was pre-trained with ImageNet, was used as the encoder.
The decoder has learned from the features obtained from the
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middle and last layers of ResNet50. In the proposed architec-
ture, the AAFP Module is used to learn the detailed texture
information from the features obtained from the last layer of
ResNet50 and transfer it to the decoder. The decoder con-
sists of upsampling, dropout, convolution, concatenate, and
convolution block structures/operators.

In summary, the contributions of this study are as follows;

a. The Attentional Feature Pooling (AFP) Module is pro-
posed to obtain information of smaller objects and to
draw attention to the attributes of these objects.

b. The Attentional Atrous Feature Pooling (AAFP) Mod-
ule has been developed by adding dilated convolution
blocks to the AFPModule to obtain multi-scale informa-
tion about objects.

c. The overall architecturewas designed based on theAAFP
Module for semantic image segmentation in urban traffic
scenes.

d. The proposed architecture also contributes to reducing
the risk of accidents of autonomous vehicles as it pro-
vides higher segmentation accuracy than state-of-the-art
methods.

e. A series of experimental tests were conducted to demon-
strate the effectiveness of the proposed architecture. And,
the comparison of the proposedmethod/architecturewith
respect to other methods/architectures wasmadewith the
CamVid dataset.

The remainder of the paper is organized as follows. In
chapter 2 contains information about the dataset, encoder of
the proposed network model, learning rate scheduling, and
dice loss. In the 3rd chapter, the proposed method and in the
4th chapter, the experiments and analysis are given. Finally,
the general conclusions are presented in the 5th chapter.

2 Materials andmethods

In this section, the CamVid dataset and learning rate schedul-
ing used in the training and testing of the proposed model
and other state-of-the-art models are introduced. ResNet50,
which is used to extract features in the encoder network of
the proposed model, is briefly introduced. Finally, Dice Loss
is introduced to calculate the losses of the proposed model
and other state-of-the-art models during training.

2.1 CamVid dataset

The CamVid Dataset [22] is a publicly available dataset con-
taining street scenes captured from the perspective of a car
driver. The original images of the dataset contain 32 semantic
categories and 701 images with a resolution of 960 × 720.
Of the 701 images, 367 are reserved for training, 101 for

Fig. 1 Skip/residual connection

validation, and 233 for testing. The resolution of the images
in the CamVid dataset was set to 256 × 256 to perform the
performance measurements of the proposed method. Twelve
semantic categories were used, namely sky, building, pole,
road, pavement, tree, sign symbol, fence, car, pedestrian,
bicyclist, and unlabeled.

2.2 ResNet50 encoder

In order to ensure that the performance of the pro-
posed method is strong, transfer learning Residual Network
(ResNet50) [23], which is a good classification solution, is
used. ResNet50 tries to solve the vanishing gradient prob-
lem, which is one of the difficulties in the training process
of deep CNN models. During backpropagation, the gradient
value is significantly reduced and therefore there is almost no
change in weights. ResNet50 uses skip/residual connection
to overcome this. With this connection, the original output
is added to the output of the convolutional block. That is, it
is a link that directly bypasses some layers of the network
model.

The skip connection is schematized in Fig. 1. As can be
seen in this figure, with residual links, layers are allowed to
fit a match and the desired fundamental match is expressed
as H(x). The stacked nonlinear layers are also allowed to fit
another match, expressed as F(x): = H(x) − x. Thus, the
original mapping is recast as H(x): = F(x) + x. In this way,
shortcut identity mapping ensures that no additional parame-
ters are added to the model and the computation time is kept
under control.

The residual networks used in this study have 50 layers and
this network model is called ResNet50. The general archi-
tecture of ResNet50 is presented in Fig. 2. As can be seen
in this figure, a 7 × 7 size and 64-kernel convolution oper-
ation are performed in the first layer. Then comes the 3 ×
3 maximum pooling layer. These first two layers are used
× 1 times, while the third layer block uses 1 × 1 size and
64-kernel convolution, 3 × 3 size and 64-kernel convolu-
tion, and 1 × 1 size and 256-kernel convolution layers ×
3 times, respectively. Therefore, there are 9 layers in total
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Fig. 2 ResNet50 architecture

in this layer block. Other layer blocks have similar use. It
also has residual connections given in Fig. 1, although not
expressed in the network architecture. On the other hand,
the last layer of the ResNet50 model used in the proposed
method is “conv4_block6_2_relu”. While the top blockless
structure of a standard ResNet50 with a 256 × 256x3 input
has a total parameter number of 23.58Million, the ResNet50
used in the proposed method has 8.32 Million parameters.
The reason why the number of parameters is less in the pro-
posed method is the selection of “conv4_block6_2_relu” as
the last layer of ResNet50.

2.3 Learning rate scheduling

In this study, Adam [24] was used as the optimizer. Adam
optimizer is a stochastic gradient descent algorithm based
on the estimation of first-order and second-order moments.
The reason for choosing this optimizer is that it is compu-
tationally efficient and requires less memory consumption
and is more suitable for problems with a large number of
parameters. On the other hand, the "ReduceLROnPlateau"
function of the Keras deep learning API [25] is used for
learning rate scheduling together with the Adam optimizer.
This function reduces the learning rate by a multiple of the
factor parameter determined when the learning of the net-
work model stagnates. The stagnation of learning is decided
by monitoring the validation loss parameter as much as the
number of patience. In this way, learning of a network model
is more efficient.

The parameters used in the proposed method are given in
Table 1. Accordingly, validation loss, patience 20, factor 0.3,
and minimum learning rate 1e-5 for learning rate scheduling
are set.

2.4 Dice loss

Dice loss is derived from a statistically based Sørensen–Dice
coefficient developed in the 1940s to measure similarity
between two objects [26]. It was developed in 2016 by
Milletari et al. [27] for three-dimensional medical image seg-
mentation.Dice coefficient (DC) is a function that determines
the similarity measure in binary classification tasks. Since
DC ∈ is [0, 1], the value of the dice coefficient varies in
this range, including 0 (zero) and 1 (one). The dice coeffi-
cient for binary classification in image segmentation tasks is
calculated by the following equation;

DC = 2
∑N

i pi gi + ε
∑N

i p2i + ∑N
i g2i + ε

(1)

In Eq. (1), pi , the predicted probability of the i-th
pixel/voxel, gi , the ground truth of the i-th pixel/voxel, N , the
number of pixels/voxels and i denotes index of pixel/voxel.
ε is the minimum value that prevents the zero denominators
from occurring.

∑N
i pi gi is the probability of intersection

of predicted and ground truth pixels/voxels.
∑N

i p2i is the
sum of squares of the probabilities of the predicted pix-
els/voxels.

∑N
i g2i is the sum of squares of the ground truth

pixels/voxels. In a binary image segmentation task, it can be
expressed as gi ∈ {0, 1}. The dice loss equation is expressed
as follows.

DCloss = 1 − DC (2)

The reason for using theDice Loss function in this study is
that it is easy in terms of computation and has extensive and
effective use in applications such as intelligent transportation
systems and medical image processing.

Table 1 Details about parameters of the proposed method

Parameters Epoch Batch Optimizer Learning Rate Sche Monitor Patience Factor Min LR

Values 300 8 Adam ReduceLRonPlateau val. loss 20 0.3 1e-5
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Fig. 3 Architecture of the proposed method

Fig. 4 Attentional Atrous Feature Pooling Module

3 The proposedmethod

In the proposed method, the detection of objects for
autonomous driving in urban traffic scenes is considered as
a pixel-wise classification task and the architecture of the
proposed method is given in Fig. 3. As seen in this figure,
the pre-trained ResNet50 CNN model, whose success in
classification is known, is used in the encoder blockof the net-
work architecture. The convolution block, upsampling layer,
dropout layer, and convolution layers are used in the decoder
block. A newly developed Attentional Atrous Feature Pool-
ing (AAFP)Module is used between the encoder and decoder
blocks. The AAFP module is presented in Fig. 4.

The AAFP Module is used to obtain multi-scale informa-
tion and to add attentional features to objects in large and
small feature maps. The AAFP Module consists of two dif-
ferent structures. The first structure is the dilated convolution
block. In this structure, convolution blocks are applied at dif-
ferent dilated ratios such as 1, 6, 12, and 18. If the dilated

rate is 1, this structure is also called a standard convolution
block. Dilated convolution block is used to obtainmulti-scale
information. The second structure used in the AAFP Mod-
ule is the Attention Feature Pooling (AFP) Module in Fig. 5.
This structure is used to add attentional features to objects
in large and small-size feature maps. The AFP Module basi-
cally consists of three stages. In thefirst stage, the featuremap
taken as input is passed through the maximum and average
pooling blocks given Fig. 6, three times to create different
dimensions and obtain important features. The purpose of
creating featuremaps of different dimensions is to reach even
more detailed information of small and large size objects.
Then, the features extracted from the maximum and average
pooling are combined. In the second stage, these combined
features are multiplied with one feature obtained from them
through the sigmoid block given in Fig. 6. In this way, the
objects in the feature maps are clarified and attentional fea-
tures are obtained. In the third stage, the attentional features
obtained in 3 different dimensions are applied upsampling to
obtain the input size. Thus, it is ensured that the input size
of the AFP Module is the same as the output size. The block
structures of the AFPModule are presented in Fig. 5. In addi-
tion, the outputs of the dilated convolution blocks used in the
AAFPModule and theAFPModule are combined and passed
through the convolution block once again. At this point, the
reason for using the convolution block again is to reduce the
number of combined features and predict new features.

Additionally, in the proposed method, L1

(conv2_block3_2_relu), one of the middle layers of
ResNet50 in the encoder block, is transferred to the
decoder block by passing through the convolution block
with a skip connection, while L2 (conv4_block6_2_relu),
the last layer of ResNet50, is transferred to the decoder block
after passing through the AAFP Module. On the other hand,
the number of outputs and parameters obtained according to
the operators, hyperparameters and inputs used in the block
structures of the proposed method are given in Table 2.
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Fig. 5 Attentional Feature
Pooling Module

Fig. 6 Block structures used in the proposed method

4 Experiments and analysis

In this study, training and testing of the proposed method
for the semantic segmentation of urban traffic scenes were
performed with the CamVid dataset. No data augmentation
method was applied for this data set. The reason for this is
to better observe the effect of the proposed method on per-
formance. While the batch size is set to 8 for the training
processes of the model, the epoch is set to 300. Adam opti-
mizer and ReduceLRonPlateau functions were used together
to optimally realize the learning rate of the model and reduce
the number of computational complexities. The software and
hardware technologies used in the training and testing pro-
cesses of the model are as follows; Intel(R) Xeon(R) CPU@
2.30 GHz, 24 GB RAM, Tesla P100-PCIE-16 GB, Python
version 3.7.13, Tensorflowversion 2.8.2,Keras version 2.8.0.

On the other hand, mean intersection over union (mIoU),
the number of parameters (NP), and frame per second (FPS)
metrics were used for the performance tests of the proposed
method.

mIoU is a metric used to measure the percentage of over-
lap of pixels between the predictedmask and the actualmask.
If the value of the mIoU metric is close to 1 (i.e. 100%), the
mask predicted by the network model is very similar to the
actual mask. If the value of this metric is close to 0 (i.e. 0%),
there is little similarity between the mask predicted by the
networkmodel and the actualmask. InFig. 7, the IoU formula
and its schematic representation are expressed [28]. Accord-
ingly, TP denotes true-positive, FN false-negative, and FP
false-positive.
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Table 2 The block structures in the Attentional Atrous Feature Pooling Module (AAFP), k denotes kernel filter size, sp pooling size, c channel
number, s stride size, dr dilation rate, and n denotes the number of times the operator

Blocks Inputs Operators Outputs n Parameters

Conv. Block h x w x c1 1 × 1,Conv2d,s = 1 h x w x c2 1 c2x (c1 × 1x1)

h x w x c2 BatchNorm, Relu h x w x c2 4 × c2

Dilated Conv. Block h x w x c1 3 × 3,Conv2d,s = 1,dr = [6, 12, 18] h x w x c2 3 c2x (c1 × 3x3)

h x w x c2 BatchNorm, Relu h x w x c2 4 × c2

Avg. Pooling Block h x w x c1 3 × 3,Conv2d,s = 1 h x w x c2 3 c2x (c1 × 3x3 + 1)

h x w x c2 AvgPooling2d,sp = 2 (h/sp) x (w/sp) x c2 0

(h/sp) x (w/sp) x c2 BatchNorm, Relu (h/sp) x (w/sp) x c2 4 × c2

Max. Pooling Block h x w x c1 3 × 3,Conv2d,s = 1 h x w x c2 3 c2x (c1 × 3x3 + 1)

h x w x c2 MaxPooling2d,sp = 2 (h/sp) x (w/sp) x c2 0

(h/sp) x (w/sp) x c2 BatchNorm, Relu (h/sp) x (w/sp) x c2 4 × c2

Sigmoid Block h x w x (2 × c2) 5 × 5,Conv2d,s = 1, Sigmoid h x w × 1 3 1 x ((2xc2)x5 × 5)

- (h/sp) x (w/sp)x(2xc2) Upsampling2d, sp h x w x (2 × c2) 3 0

Conv. Block h x w x (10 × c2) 1 × 1,Conv2d,s = 1 h x w x c2 1 c2x ((10xc2)x1 × 1)

h x w x c2 BatchNorm, Relu h x w x c2 4 × c2

Fig. 7 Schematic representation of the iou formula

Another metric, FPS, indicates the number of frames the
network model predicts per second. This is another metric
used to measure device performance.

When the proposed method is trained with the CamVid
dataset, accuracy, loss, dice, and Jaccard coefficient charts
are generated as in Fig. 8. While the accuracy value for the
validation set in the accuracy chart was approximately 90%,
it reached approximately 96% for the training set. In the loss
chart, the loss value for the validation set was approximately
0.1, while it reached approximately 0.04 for the training set.
In the dice coefficient graph, while the dice coefficient was
approximately 90% for the validation set, it reached approx-
imately 96% for the training set. In the Jaccard coefficient
chart, while the Jaccard Coefficient was approximately 82%
for the validation set, it reached approximately 92% for the
training set. The Jaccard Coefficient is also important to use
during training as it is a metric that measures the similarity
between two images.

The class-based mIoU comparison of the proposed
method with other methods is given in Table 3. Unet, PSP-
Net and DeepLabV3+ methods from other methods were
re-implemented, and the same configuration settings and data
set as the proposed method were used. In this way, only the
impact of network architectures in terms of mIoU metric
could be clearly observed. Furthermore, the proposedmethod
was approximately 2%more successful in class-based mIoU
than its closest competitor, DeepLabV3+. On the other hand,
in order to demonstrate the effect of the AAFPmodule devel-
oped in the proposed method, experimental training and tests
were carried out by removing the AAFP module in the pro-
posed method. The impact of the AAFP module removed
from the proposed method is given in Table 3. Accordingly,
the AAFP module increased the segmentation accuracy of
the proposed model by approximately 0.5%.

The comparison of the proposed method with the start of
the art methods in the literature is given in Table 4. On the
other hand, JPANet-M method has the best FPS value with
256, and the FSSNet method has the best parameter num-
ber with 0.2 Million. However, the proposed method has an
approximately 2.3% higher mIoU score than the JPANet-M
method, while it has an approximately 12% higher mIoU
score than the FSSNet method. The proposed method has
increased the accuracy success (mIoU) without compromis-
ing the number of parameters and FPS values too much at
the expense of accuracy. However, the proposed method is
advantageous as the number of parameters is less than meth-
ods such asUnet, SegNet and ICNet. Likewise, the FPS value
of the proposed method is higher than the methods such as
SegNet, Unet and ICNet.
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Fig. 8 Accuracy, loss, jaccard, and dice coefficient curves of the proposed method

Table 3 Class mIoU scores on the CamVid test set for the per-class

Method Sky Buil Pole Road Pav Tree Sign Fen Car Ped Bic Unl mIoU

Unet [16] 93.76 77.73 49.41 92.37 83.48 73.33 49.49 49.41 80.22 49.68 49.90 48.10 66.41

PSPNet [20] 93.24 80.41 49.41 91.78 82.26 78.24 49.49 49.41 82.43 49.68 49.90 48.10 67.03

DeeplabV3+ [17] 93.48 79.79 49.41 93.85 84.46 79.25 53.26 49.41 83.29 49.68 49.90 60.87 68.89

Prop. Method without
AAFP

93.63 81.10 49.41 93.97 85.13 80.43 65.81 49.41 82.82 49.68 49.90 59.68 70.08

Prop. Method 93.49 81.24 49.41 94.41 85.44 80.10 58.65 57.70 85.41 49.68 49.90 61.64 70.59

Figure 9 shows the qualitative visual results of the
proposed method and other methods that have been re-
implemented, including successful and unsuccessful predic-
tions with the CamVid test data set. As seen in this figure,
the proposed method was able to correctly assign labels
for different objects in a complex urban traffic environment
(multi-scale variations, illumination changes, occlusions,
etc.). Examples of this situation are objects such as roads,
buildings, sky, and pavements. However, sometimes incor-
rect segmentation estimates can be made for objects, i.e.
objects can be sub-segmented or over-segmented. Examples
of this situation are the car image in the first row and the
bicycle objects in the second row, respectively. The main
reason for the occurrence of this condition is that the appear-
ance inside objects differs significantly. The fact that an
object has different appearances is thought to be largely due

to the difference in its illumination. For such reasons, the
problem of over-segmentation arises. Conversely, it causes
sub-segmentation problems.

5 Conclusion

In this article, a new semantic segmentation method with
higher accuracy performance is proposed so that vehicles
can travel autonomously in an urban traffic environment. A
new module, Attentional Atrous Feature Pooling (AAFP),
has been developed for the proposed method. This module
is located between the encoder and decoder in the overall
network structure and has been developed to reach more
detailed information about objects. In particular, it can obtain
multi-scale information and adds the attentional capability to
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Table 4 Comparison of
segmentation performance
between the most advanced
methods on the CamVid test set

Method Input Size No. of Param(M) FPS Class mIoU

ENet [29] 360 × 480 00.36 227.0 51.30

SegNet [15] 360 × 480 29.50 46.00 55.60

FSSNet [30] 360 × 480 00.20 179.0 58.60

ERFNet [31] 360 × 480 02.06 164.0 63.70

DFANet [32] 720 × 960 07.80 120.0 64.70

SwiftNet [33] 720 × 960 12.90 – 65.70

Unet [16] 256 × 256 31.05 35.63 66.41

ICNet [34] 720 × 960 26.50 27.80 67.10

PSPNet [20] 256 × 256 00.58 87.65 67.03

JPANet-M [5] 360 × 480 03.05 256.0 68.29

DeeplabV3+ [17] 256 × 256 11.85 68.36 68.89

Prop. Method without AAFP 256 × 256 09.62 – 70.08

Prop. Method 256 × 256 15.70 64.45 70.59

Bold values highlight the best value

Fig. 9 Visual comparison of state-of-the-art methods with the CamVid test set

objects large and small. Thanks to this module, the proposed
network model was able to realize more effective learning.
The training and testing of the proposed network model
were carried out with the CamVid dataset. As a result of
experimental tests, the average IoU value with the proposed
network model was 70.59%, while this value was approxi-
mately 2% higher than other state-of-art network models. In
addition, the number of parameters and frames per second
(FPS) metrics were worth 15.7 million and 64.45, respec-
tively. These values are not a problem given current hardware
technologies. However, future studies are planned to further

consider the balance between the accuracy of the method and
the amount of consumption of hardware resources.
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