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Abstract

The current concept of smart cities influences urban planners and researchers to provide modern, secured and sustainable
infrastructure and gives a decent quality of life to its residents. To fulfill this need, video surveillance cameras have been
deployed to enhance the safety and well-being of the citizens. Despite technical developments in modern science, abnormal
event detection in surveillance video systems is challenging and requires exhaustive human efforts. In this paper, we focus
on evolution of anomaly detection followed by survey of various methodologies developed to detect anomalies in intelligent
video surveillance. Further, we revisit the surveys on anomaly detection in the last decade. We then present a systematic
categorization of methodologies for anomaly detection. As the notion of anomaly depends on context, we identify different
objects-of-interest and publicly available datasets in anomaly detection. Since anomaly detection is a time-critical application
of computer vision, we explore the anomaly detection using edge devices and approaches explicitly designed for them. The
confluence of edge computing and anomaly detection for real-time and intelligent surveillance applications is also explored.

Further, we discuss the challenges and opportunities involved in anomaly detection using the edge devices.

Keywords Video surveillance - Anomaly detection - Edge computing - Machine learning

1 Introduction

Computer vision (CV) has evolved as a key technology in
the last decade for numerous applications replacing human
supervision. CV has the ability to gain a high-level under-
standing and derive information by processing and analyzing
digital images or videos. These systems are also designed to
automate various tasks that the human visual system does.
There are numerous interdisciplinary fields where CV is
used; Automatic Inspection, Modelling Objects, Controlling
Processes, Navigation, Video Surveillance, etc.

Video surveillance is akey application of CV whichis used
in most public and private places for observation and moni-
toring. Nowadays, intelligent video surveillance systems are
used to detect, track and gain a high-level understanding of
objects without human supervision. Such intelligent video
surveillance systems are used in homes, offices, hospitals,
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malls, parking areas depending upon the preference of the
user.

There are several computer vision-based studies that
primarily discuss on aspects such as scene understanding
and analysis [118,148], video analysis [74,129], anomaly/
abnormality detection methods [149], human-object detec-
tion and tracking [36], activity recognition [121], recognition
of facial expressions [27], urban traffic monitoring [169],
human behavior monitoring [96], detection of unusual events
in surveillance scenes [82], etc. Out of these different aspects,
anomaly detection in video surveillance scenes has been dis-
cussed further in our review. Anomalies can be contextual,
point, or collective. Contextual anomalies are data instances
that are considered anomalous when viewed against a certain
context associated with the data instance [56]. Point anoma-
lies are single data instances that are different with respect
to others [9]. Finally, collective anomalies are data instances
that are considered anomalous when viewed with other data
instances, concerning the entire dataset [12]. Examples of an
anomaly in video surveillance scenes are shown in Fig. 1;
vehicles moving on the footpath, pedestrian walking on the
lawn, incorrect parking of vehicle, etc.
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Fig.1 Anomaly detection in video surveillance scenes. a A truck mov-
ing on the footpath (UCSD Dataset); b Pedestrian walking on the lawn
(UCSD Dataset); ¢ A person throwing an object (Avenue); d a per-

Intelligent video surveillance systems track unusual suspi-
cious behavior and raise alarms without human intervention
[96]. The general overview of the anomaly detection is shown
in Fig. 2. In this process, visual sensors in the surveil-
lance environment collect the data. This raw visual data
is then subjected to pre-processing and feature extraction
[31]. The resulting data is provided to a modeling algo-
rithm, in which a learning method models the behavior of
surveillance targets and determines whether the behavior is
abnormal or not. For anomaly detection, various machine
learning tools use cloud computing for data processing and
storage [32]. Cloud computing requires large bandwidth
and has longer response time because of inevitable network
latency [126,155]. Anomaly detection in video surveillance is
a delay-sensitive application and requires low latency. Cloud
computing in combination with edge computing provides
a better solution for real-time intelligent video surveillance
[116].

The research efforts in anomaly detection for video
surveillance are not only scattered in the learning meth-
ods but also approaches. Followed initially, the researchers
broadly focused on the use of different handcrafted spa-
tiotemporal features and conventional image processing
methods. Recently, more advanced methods like object-level
information and machine learning methods for tracking, clas-
sification, and clustering have been used to detect anomalies
in video scenes. In this survey, we aim to bring together all
these methods and approaches to provide a better view of
different anomaly detection schemes.

Further, the choice of surveillance target varies accord-
ing to the application of the system. The reviews done so far
have disparity in the surveillance targets. We have catego-
rized the surveillance targets primarily focusing on five types:
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son carrying a suspicious bag (Avenue); e Incorrect parking of vehicle
(MDVD); f people fighting (MDVD); g a person catching a bag (Shang-
haiTech); h vehicles moving on the footpath (ShanghaiTech)

automobile, individual, crowd, object, and event. Anomaly
detection is a time-sensitive application thus, network latency
and operational delays make cloud computing inefficient
for delay-sensitive applications such as anomaly detection.
Thus, this survey discusses the application of Edge Comput-
ing (EC) with cloud computing which enhances the response
time for anomaly detection. This survey also presents recent
techniques in anomaly detection using edge computing in
video surveillance. None of the previous surveys address
the convergence of anomaly detection in video surveillance
and edge computing. In this study, we provide a review on
anomaly detection in video surveillance and also its evolu-
tion with edge computing. This review will also address the
challenges and opportunities involved in anomaly detection
using edge computing.

The research contributions of this review article are as
follows:

1. Presented review attempts to connect the disparity in the
problem formulations and suggested solutions for the
anomaly detection.

2. Review presents a detailed categorization of anomaly
detection algorithms based on surveillance targets and
methodologies.

3. Discussion of anomaly detection techniques in the con-
text of application area, surveillance targets, learning
methods, and modeling techniques.

4. We explore anomaly detection techniques used in vehi-
cle parking, automobile traffic, public places, industrial
and home surveillance. The emphasis in these surveil-
lance scenarios is on humans (individual/crowd), objects,
automobiles, events, and their interactions.
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Fig.2 General block diagram
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5. The review also focuses on modern-age edge comput-
ing technology employed to detect anomalies in video
surveillance applications and further discusses the chal-
lenges and opportunities involved.

Further, to the best of our knowledge anomaly detection
using edge computing paradigm in video surveillance sys-
tems is less explored and not surveyed.

We present this survey from the aforementioned perspec-
tives and organize it into eleven sections; Sect. 2 presents the
evolution of anomaly detection techniques, Sect. 3 focuses
on the prior published surveys, Sect. 4 presents categoriza-
tion based on different surveillance targets in correspond-
ing application areas. Section 5 explores and categorizes
methodologies employed in anomaly detection, and Sect. 6
elaborates about popular datasets and evaluation parame-
ters. Section 7 talks about the adoption of edge computing,
its overview, challenges, and opportunities in video surveil-
lance and anomaly detection, Sect. 8 presents empowering
anomaly detection with edge devices using machine learning
models, Sect. 9 discusses the challenges and future opportu-
nities regarding anomaly on the edge, and lastly, observation
followed by the conclusion is discussed in Sects. 10 and 11,
respectively.

2 Evolution of anomaly detection techniques

Over a period of time, different researchers used various
methods for the purpose of anomaly detection. Handcrafted
methods for outlier detection were the most commonly used
approach in earlier times. These methods include Histogram
of Oriented Gradient (HOG), Histogram of Optical Flow
(HOF) [45], Trajectory based [55], etc.

With the advancements in machine learning, spatiotempo-
ral features were automatically learned by machine learning
algorithms using neural networks. The issue with neural net-
works was the problem of vanishing gradient. In 2011, [33]
proposed the Deep Sparse Rectifier Neural Network using
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ReLu as the activation function to solve the problem of van-
ishing gradient. This was one of the major breakthroughs
in the history of neural networks. With this milestone, con-
volution neural networks (CNNs) were designed to learn
spatiotemporal features automatically. Since 2012, CNNs
have become the primary choice for many image-processing
problems and are extensively used for anomaly detection
[43]. This neural network computational model uses a vari-
ation of multilayer perceptrons and contains one or more
convolutional layers that can be either entirely connected or
pooled. These convolutional layers create feature maps that
record a region of the image which is ultimately broken into
rectangles and sent out for nonlinear processing [117].

To extract more features and increase the accuracy of
prediction, Deep CNN networks are employed which have
multiple hidden layers [37]. The deep learning approaches
typically fall within a family of encoder—decoder models: an
encoder that learns to generate an internal representation of
the input data, and a decoder that attempts to reconstruct the
original input based on this internal representation. While
the exact techniques for encoding and decoding vary across
models, the overall benefit they offer is the ability to learn
the distribution of normal input data and construct a measure
of anomaly.

Table 1 shows the Evolution of Anomaly Detection tech-
niques over recent years. Figure 3 shows the Timeline for
Anomaly Detection Techniques.

As far as sequential data is concerned, the results of the
CNN network are not the same. Temporal information or
data that comes in sequences is well processed by a Recur-
rent Neural Network (RNN) [164]. When we compare CNNs
with RNNs, CNNs are faster as they are designed to handle
images, while RNNs are designed to handle text and audio.
While RNNs can be trained to handle images, it is difficult for
them to separate contrasting features that are closer together
[141]. With the fall-outs of RNN, long short-term memory
(LSTM) is implemented for anomaly detection [138]. LSTM
networks are a special type of RNN that includes a mem-
ory cell that can maintain information in memory for a long
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Table 1 Evolution of anomaly detection techniques over the recent years

Year Handcrafted methods CNN DNN LST™M GAN
2021 [18,53,102,112] [10,37,52,152] [4,10,106,138,139] [111,113,156,165]
[98]

2020 [13,17,19,128] [31,50,109,129,167] [13,105] [25,30,44,54]
[67]

2019 [82,83,89,135] [75,127,148] [28,57,84,170] [125,147]

2018 [153] [69,87,88,90] [20,65,81,108,163] [73]
[35,48] [122]

2017 [39,107,117] [136]

2016 [21,22,40]

2015 [12,45] [32]

2014 [158]

Features manually
engineered, HoG, HoF,
trajectory-based, popular
for anomaly detection in
the 2000s

DNN: Handle high
dimension data.

GANs became popular
for anomaly detection
since 2018

" Handcrafted Features CNN
4 4

b’
DNN . LSTM > GAN >
4

CNN: Multi-layer
perceptron with layers that
can be connected or
pooled. Popular for
anomaly detection since

LSTM: make predictions
given sequences of data,
popular for anomaly
detection since 2015

We estimate that the year
2022 will facilitate
reconstruction and

prediction-based
methods for anomaly

the late 2000s detection
2014 2020 T
2012 2015 2018 2022
2000s
201
Combat for 2020 has seen
Vanishing Gradient 2014 development in the use of
Birth of GAN DNN, GAN, and LSTM

Fig.3 Timeline for evolution of anomaly detection techniques

period. LSTM is used to process and make predictions given
sequences of data and is a very useful tool in anomaly detec-
tion [170].

In recent years, DNNs have attained great success in han-
dling high-dimensional data, especially images. However,
generating realistic images containing enormous features
for different tasks like image detection, classification and
reconstruction continue to be difficult tasks. In 2014, Ian
Goodfellow et al. designed a model using the concept of
generative modeling which has the potential to learn any
kind of data distribution in an unsupervised manner [34].
Generative adversarial network (GAN) is composed of two
sub-networks: the generator and discriminator where the gen-
erator generators authentic images [165]. The generated and
real images are shuffled and given to the discriminator. The
network losses are then determined from the prediction of the
discriminator. The two sub-networks essentially fight with
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each other through what is called adversarial training and
hence these networks are called generative adversarial net-
works [156]. Table 1 shows that GANs have become popular
in the research community since 2018 and their implemen-
tation for anomaly detection has achieved optimum results
[111].

Handcrafted methods were extensively used in the late
2000s. With the advancements in neural networks and
the combat for vanishing gradient, CNN becomes popular
within the research community and still dominates the field
of anomaly detection. Later deep convolutional networks
showed optimum results for data with higher parameters.
Currently, LSTMs and GANSs are largely used for abnormal
event detection.

Another technique studied in the literature is the One-
Class Classification (OCC), which tries to identify objects
of a specific class [90]. SVM-based one-class classification
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(OCCQ) is a popular formulation that identifies the smallest
hyper-sphere consisting of all the data points [94]. As the
information regarding negative class is unavailable, OCC
focuses on maximizing the boundary with respect to the ori-
gin [148]. Predominantly used for outlier detection, anomaly
detection, and novelty detection, OCC can be further catego-
rized as: boundary methods [18,19] which define a specific
margin, generative approaches [37] which mainly use gen-
erative adversarial networks, and Discriminative approaches
[90] which depend on the loss function.

3 Recent surveys for anomalies in different
context

In recent years, remarkable surveys have been done in the
respective fields of video surveillance and anomaly detection;
however, the convergence of both the fields is less reviewed.
The context of an anomaly in this review can broadly be
categorized into anomalies in road traffic and human or
crowd behavior [1,63,68,96,124,159]. The advances in vehi-
cle detection using monocular, stereo vision, and active
sensor—vision fusion for the on-road vehicle are surveyed
in [123]. Automobile detection and tracking are surveyed
in [133]. The performance dependency of a vehicle surveil-
lance system on traffic conditions is also discussed and a
general architecture for the hierarchical and networked vehi-
cle surveillance is presented. The techniques for recognizing
vehicles based on attributes such as color, logos, license
plates are discussed in [119]. The anomaly detection method-
ologies in road traffic are surveyed in [56]. As the anomaly
detection schemes cannot be applied universally across all
traffic scenarios, the paper categorizes the methods according
to features, object representation, approaches, and models.

Table 2 Recent surveys for anomalies in different context

Unlike anomaly detection in-vehicle surveillance, anoma-
lies in human or crowd behavior are much more complex.
Approaches to understanding human behavior are surveyed
in [63,96,124] based on human tracking, human—computer
interactions, activity tracking, and rehabilitation. The recog-
nition of complex human behavior and various anomaly
detection techniques are discussed in [68]. Further, the use
of moving object trajectory-clustering [159], and trajectory-
based surveillance [1] to detect abnormal events are observed
in the literature. In [124], the learning methods and clas-
sification algorithms are discussed considering crowd and
individuals as separate surveillance targets to detect the
anomaly. However, the occlusions and visual disparity in the
crowded scenes reduce the accuracy in detecting the anoma-
lies. [63] focuses on the aforementioned aspects and learns
the motion pattern of the crowd to detect abnormal behavior.
[135] showcases various techniques based on convolutional
neural networks (CNNs) for anomaly detection in crowd
behavior, whereas [99] opts for the analysis of a single scene
in videos. With the recent advancements in deep learning
(DL), [101] presents a real-time analysis of crowd anomaly
detection in video surveillance and [85] provides a review
of the techniques used in deep learning for anomaly detec-
tion. The recent surveys on anomaly detection and automated
video surveillance are listed in Table 2.

4 Categorization of anomalies according to
surveillance targets

Surveillance targets are those entities on which the anomaly
detection method aims to detect anomalies. In the context
of anomaly, the surveillance targets can be categorized as:
the individual, crowd, automobile traffic, object and event,

Year Existing work Broad topics

2021 Khosro Rezaee et al. [101] DL-based real-time crowd anomaly detection
2021 Rashmiranjan Nayak et al. [85] DL-based methods for video anomaly detection
2020 Bharathkumar Ramachandra et al. [99] A survey of single-scene video anomaly detection
2019 Gaurav Tripathi et al. [135] CNN for crowd behavior

2019 Ahmed et al. [1] Trajectory-based surveillance

2018 Shobha et al. [119] Vehicle detection, Recognition and tracking
2016 Yuan et al. [159] Moving object trajectory clustering

2016 Xiaoli Li et al. [68] Anomaly detection techniques

2015 Lietal. [63] Crowded scene analysis

2014 Tian et al. [133] Vehicle surveillance

2013 Sivaraman et al. [123] Vehicle detection, Tracking,

2012 Popoola et al. [96] Abnormal human behavior recognition

2012 Angela A. Sodemann [124] Human behavior detection
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the interaction between humans and objects, etc. The cor-
relation of surveillance, surveillance targets, and associated
anomalies is illustrated in Fig. 4.

4.1 Individual

Anomaly detection is deployed to ensure the safety of indi-
viduals in public places like hospitals, offices, public places,
or at home. It recognizes patterns of human behavior based
on sequential actions and detects abnormalities [60]. Visual
rhythms are extracted from videos to generate a Histogram
of Oriented Gradients (HOG) and train a classifier to detect
abnormal actions like running, walking, hopping, jumping,
waving a hand [134]. Several approaches have been proposed
to detect anomalies in behavior involving breach of security
[97], running [170], lawbreaking actions like robbery [59],
and fall of elderly people [72].

4.2 Crowd

This review distinguishes between individuals and crowd as
shown in Fig. 4. Both of these targets consist of a single entity,
the methods used to identify abnormalities are distinct for
individuals and crowd [62,135] . Any change in motion vec-
tor or density or kinetic energy indicates an anomalous crowd
motion [107,108]. In [158], this change in motion is captured
by Structural Context Descriptor, [21] incorporates a feature
descriptor based on optical flow information, whereas [45]
uses Histogram of Swarms (HoS) where both motion and
appearance information is captured by the descriptor. In [68],

Fig.4 Correlation of surveillance, surveillance targets, and associated
anomalies
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behavior such as people suddenly running in different direc-
tions or the same direction is considered anomalous. A crowd
cannot only be a crowd of individuals but a fleet of taxis as
well; [7] allows the scene understanding and monitoring on
a fleet of taxis.

4.3 Automobiles and traffic

The automobile and traffic surveillance intends to moni-
tor and understand automobile traffic, traffic density, traffic
law violations, and safety issues like; accident or parking
occupancy. In smart cities, automobiles become impor-
tant surveillance targets and extensively surveyed for traffic
monitoring, lane congestion, and behavior understanding
[7,11,47,48,56,144,169]. In metro cities, [87] allows drivers
to find a vacant parking area. Moreover, for better accessibil-
ity, security, and comfort of the citizens, studies also focus
on traffic law violations which include vehicles parked in
an incorrect place [49], predicting anomalous driving behav-
ior, abnormal license plate detection [69], detection of road
accidents [122] and detection of collision-prone behavior of
vehicles [105].

4.4 Inanimate objects and events

The target in this category is divided into events and inani-
mate objects. Some of the examples of abnormal events are;
an outbreak of fire, which is a common calamity in indus-
tries [82] and needs automatic detection and quick response.
Similarly, it is challenging to detect smoke in the foggy
environment; [83] presents smoke detection in a foggy envi-
ronment which plays a key role in disaster management.
Further, there are defects in the manufacturing system that are
tedious for humans to examine considering them as anoma-
lies; [65] proposes a scheme for detecting manufacturing
defects in industries.

4.5 Interaction between humans and objects

In this category, anomaly detection schemes are associated
with the interaction between humans and objects. Both indi-
viduals and objects together give the potential benefits of
detecting interaction between them such as an individual car-
rying a suspicious baggage [84], individual throwing a chair
[3]. Some studies attempt to account for both pedestrians
and vehicles in the same scene such as cyclists driving on a
footpath, pedestrians walking on the road [84,120,147,153].
In [107], abnormal behavior is identified by objects like a
skateboarder, a vehicle, or a wheelchair on the footpath.
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5 Anomaly detection methodologies in
video surveillance

To detect anomalies in automated surveillance, advanced
detection schemes have been developed over a decade
[9,12]. In this survey, we categorize them broadly into
learning-based and modeling-based approaches and further
sub-categorize for a clear understanding as shown in Fig. 5.

5.1 Learning

Any event or behavior that deviates from the normal is called
an anomaly. The learning algorithms learn anomalies or nor-
mal situations based on the labeled and unlabeled training
data. Depending upon the data and approach, the learning
methods for anomaly detection can be classified broadly as

1. Supervised Learning,
2. Unsupervised Learning and
3. Semi-supervised Learning.

The anomaly detection classification based on learning is
shown in Table 3.

5.1.1 Supervised learning

Supervised learning uses labeled dataset to train the algo-
rithm to predict or classify the outcomes. It gives a categorical
output or probabilistic output for the different categories.
The training data is processed to form different class for-
mulations; single class, two-class or multi-class. When the
training data contains data samples either of normal situa-
tions or anomalous situations only, it is called single class
formulation [124]. In a single class approach, if the detector
is trained on normal events, then the events that fall outside
the learned class are classified as anomalous [4]. Various
approaches to classify and model anomalies with such train-
ing data use a 3D convolutional neural network model [43],
stacked sparse coding (SSC) [149], adaptive iterative hard-
thresholding algorithm [170].

Apart from single and two-class formulation, an approach
where multiple classes of events are learned is called multi-
class formulation. In this approach before anomaly detection,
certain rules are defined regarding behavior classification.
Anomaly detection is then performed using these set of rules
[59,110]. However, this approach has a drawback that the
events that are learned can only be reliably recognized and
the events that do not span the learned domain are incorrectly

Anomaly Detection in Video Surveillance

Learning

Unsupervised
Learning

Fig.5 Anomaly classification

Semi-supervised

Learning

Modeling Algorithms

e

Statistical Based <> Proximity Based

Classification Based Reconstruction Based

Prediction based =g Other Approaches

Table 3 Anomaly detection

classification Type of learning

Reference

Supervised

Unsupervised

Semi-supervised

[4,43,59,110,149,170]
[17-20,22,28,37,55,58,84,111,113,125,128,148,165]
[5,95,100,104]

[10,25,70,112,135,147,168]
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classified. Thus, the multi-class approach may not provide
optimum results outside a scripted environment.

5.1.2 Unsupervised learning

In unsupervised learning, given a set of unlabeled data, we
discover patterns in data by cohesive grouping, association,
or frequent occurrence in the data. In this approach, we
consider both normal and abnormal training data samples
do not have any label. An algorithm discovers patterns and
groups them together with an assumption that the training
data consist of mostly normal events and occurs frequently,
while rare events are termed as anomalous [124,148]. Deep
CNNs are widely used for anomaly detection in video
surveillance applications to capture the local spatiotemporal
patterns [17,20]. Because of the non-deterministic nature of
anomalous events and insufficient training data, it is chal-
lenging to automatically detect anomalies in surveillance
videos. To address these issues, [125] presents an adversarial
attention-based auto-encoder network to detect anomalies.
Such generative adversarial networks (GANs) aim to learn
the spatiotemporal patterns and train the auto-encoder by
using the de-noising reconstruction error and adversarial
learning strategy to detect anomalies without supervision
[22,111,113,128,165].

To distinguish between new anomalies and normality that
evolve, a prediction-based approach of long short-term mem-
ory (LSTM) is adopted which is principally used for sequence
data [28]. [84] makes use of incremental spatiotemporal
learner (ISTL) to remain updated about the changing nature
of anomalies by utilizing active learning with fuzzy aggre-
gation. For action recognition in surveillance scenes, [104]
proposes a Gaussian mixture model called universal attribute
modelling (UAM) using an unsupervised learning approach.
The UAM is also been used for facial expression recognition
where it captures the attributes of all expressions [95].

One-class classifiers [18,19] have evolved as state of the
art for anomaly detection in the research community in recent
years. One-class classification (OCC) is a technique where
the model is trained using only one class that is positive class
[37,148]. [90] proposes a feature extractor network and a
CNN-based OCC to detect anomalies using binary cross-
entropy as the loss function.

Along with the methods mentioned prior, clustering-based
[58], histogram of magnitude and momentum (HoMM) [5],
trajectory-based [55], and support vector data description
(SVDD) [100] methods are widely used for anomaly detec-
tion.

5.1.3 Semi-supervised learning

Semi-supervised learning falls between supervised learning
and unsupervised learning. It combines a small amount of
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labeled data with a large amount of unlabeled data during
training. Semi-supervised learning is used where less variety
of labeled training datasets is available. In some applications,
GANSs are used, where different combinations of labeled
and unlabeled data are used in the process of training to
obtain misclassified events [168]. [25] uses Dual discrimi-
nator GAN, while [147] uses SaliencyGAN to distinguish
real samples from the abnormal ones. In some applications,
Laplacian support vector machine (LapSVM) utilizes unla-
beled samples to learn a more accurate classifier [70]. It is
observed that there is a considerable improvement in learning
accuracy when unlabeled data is used in conjunction with a
small number of labeled data [10,112,135].

5.2 Modeling algorithms for anomaly detection

In the last 10 years, the modeling algorithms for anomaly
detection have undergone a drastic transition from traditional
handcrafted methods to deep neural networks (DNNs). The
detailed categorization of anomaly detection techniques is
discussed below, and the technique and highlights of each
method are listed in Table 4.

5.2.1 Statistical based

In a statistical-based approach, the parameters of the model
are learned to estimate anomalous activity. The aim is to
model the distribution of normal-activity data. The expected
outcome under the probabilistic model will have a higher
likelihood for normal activities and a lower likelihood for
abnormal activities [6]. Statistical approaches can further be
classified as parametric and nonparametric methods. Para-
metric methods assume that the normal-activity data can be
represented by some kind of probability density function
[56]. Some methods use Gaussian mixture model (GMM)
which works only if the data satisfies the probabilistic
assumptions implicated by the model [12]. The nonpara-
metric statistical model is determined dynamically from the
data. Examples of nonparametric models are histogram of
gradients (HoG)-based [45] models, histogram of magnitude
and momentum (HoMM)-based models [5], Bayesian mod-
els [42,86]. Recently, efficient way to detect and localize
anomalies in surveillance videos is to use fully convolu-
tional networks (FCNs) [108], spatiotemporal features [67]
and structural context descriptor (SCD) [158].

5.2.2 Proximity based

When the video frame is sparsely crowded it is easier to detect
anomalies, but it becomes a tedious job to find irregularities
in a densely crowded frame. The proximity-based technique
utilizes the distance between the object and its surroundings
to detect anomalies. In [21], a distance-based approach is
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used that assumes normal data has dense neighborhoods and
anomalies are identified by their proximity to their neighbors.
Further, density-based approaches identify distinctive groups
or clusters depending upon the density and sparsity, to detect
the anomaly [41,58,71].

5.2.3 Classification based

Another commonly used method of anomaly detection is a
classification based which aims to distinguish between events
by determining the margin of separation[109]. In [80], sup-
port vector machine (SVM) uses a classic kernel to learn a
feature space to detect the anomaly. Further, a nonlinear one-
class SVM is trained with histogram of optical flow (HOF)
orientation to encode the moving information of each video
frame [143]. Aiming at intelligent human object surveillance
scheme, Harr-cascade and HOG+SVM are applied together
to enable a real-time human-object identification [88]. Some
approaches utilize object trajectories estimated by object
tracking algorithms [92,93,153] to understand the nature of
the object in the scene and detect anomalies. Trajectory-based
descriptors are also widely used to capture long-term motion
information and to estimate the dynamic information of fore-
ground objects for action recognition [117]. Moreover, PCA
[32], K-means [47], video restoration [53], 3D neural net-
work [112] are observed in the literature for detection of
anomaly.

5.2.4 Reconstruction based

In reconstruction-based techniques, the anomalies are esti-
mated based on reconstruction error. In this technique, every
normal sample is reconstructed accurately using a limited
set of basis functions, whereas abnormal data is observed
to have larger reconstruction loss [56]. Depending on the
model type, different loss functions and basis functions are
used. Some of the methods use hyperspectral image (HSI)
[61,150] and 3D convolution network [20] to estimate recon-
struction loss. A deep neural network (DeepOC) in [148] can
simultaneously train a classifier and learn compact feature
representations. This framework uses the reconstruction error
between the ground truth and the predicted future frame to
detect anomalous events. Another set of methods use genera-
tive adversarial network (GAN) [54,111,113,165] tolearn the
reconstruction loss function [44]. GAN-based auto-encoder
proposed in [125] produces reconstruction error and detects
anomalous events by distinguishing them from the normal
events [111]. Further, an adversarial learning strategy and
denoising reconstruction error are used to train a 3D convo-
lutional auto-encoder to discriminate abnormal events [128]

Another paradigm to detect anomalous events is by
exploiting the low-rank property of video sequences. Depend-
ing on low-rank approximation, a weighted sparse recon-

@ Springer

struction method is estimated to describe the abnormality
in the testing samples [157,162]. Various researches include
GAN using self attention [165], U shaped GAN [113],
deep spatiotemporal translation [30], dual discriminator [25],
Bidirectional Retrospective Generation Adversarial Network
(BR-GAN) [156]. Moreover, [98] uses the combination of
prediction-based and reconstruction-based methods to con-
struct a U-shaped GAN.

5.2.5 Prediction based

Prediction-based approach uses known results to train a
model [102,168] and predicts the probability of the target
variable based on the estimated significance from the set of
input variables. In [28], the difference between the actual
and predicted spatiotemporal characteristics of the feature
descriptoris calculated to detect the anomaly [73]. Nawaratne
et al. proposed incremental spatiotemporal learning (ISTL)
with fuzzy aggregation to distinguish anomalies that evolve
[84]. Long short-term memory (LSTM) is very powerful as
they store past information to estimate future predictions.
LSTM networks are used to learn the temporal representation
to remember the history of the motion information to achieve
better predictions [57]. To enhance the approach, [13] inte-
grates autoencoder and LSTM in a convolutional framework
to detect video anomalies. Another technique of learning spa-
tiotemporal characteristics is estimating an adaptive iterative
hard-thresholding algorithm (ISTA) where a recurrent neural
network is used to learn sparse representation and dictionary
to detect anomalies [170]. Lately, Bidirectional LSTM (BD-
LSTM) has been extensively used to provide better prediction
accuracy [106]. Waseem Ullah et al. study a deep bidirec-
tional LSTM [136], attention-based residual block concept
[138] and multi-layer LSTM [139] to reduce redundancy and
time complexity in videos. [10] uses BD-LSTM to analyze
anomalies in UAV real-world aerial datasets.

5.2.6 Other approaches

To handle complex issues in traffic surveillance, [64] esti-
mates a fuzzy theory and proposes a traffic anomaly detection
algorithm. To perform the state evaluation, virtual detection
lines are used to design the fuzzy traffic flow, pixel statistics
are used to design fuzzy traffic density, and vehicle trajectory
is used to design the fuzzy motion of the target. To recognize
abnormal events in traffic such as accidents, unsafe driving
behavior, on-street crime, traffic violations, [80] proposes
an adaptive sparsity model to detect such anomalous events.
Similarly, [66] estimates sparsity-based background subtrac-
tion method and shrinkage operators. Other approaches also
include high-frequency correlation sensors [36], particle fil-
tering [132], redundancy removal [142] to detect vehicle
anomaly.



International Journal of Multimedia Information Retrieval (2022) 11:85-110

97

6 Evaluation parameters and datasets

Detecting the abnormal events from videos is very chal-
lenging due to the ambiguous nature of anomalies, lack of
enough training data, and circumstances at which events
took place. Along with these other factors include illumi-
nation conditions (day/night), scene of surveillance, number
of entities in the scene, variation in environmental conditions
and most importantly working status of capturing cameras.
There are many publicly available datasets for training and
validating anomaly detection. Table 5 gives the detailed list
of datasets categorized according to surveillance targets.
Depending upon the application, researchers have chosen
specific datasets and evaluation parameters to work with, as
the impact and the result of each dataset are different. The
popular evaluation parameters observed are area under the
curve (AUC), receiver operating characteristics (ROC), equal
error rate (EER), precision, recall, and detection rate (RD). It
is observed that there AUC and EER are effectively used for
quantifying the anomalies in UCSD, Avenue, Subway, and
ShanghaiTech datasets. Precision and recall are both exten-
sively used in information extraction providing maximum
precision of 95.6% [170] on Avenue dataset and maximum
recall of 100% [170] for UCSD dataset. Moreover, maximum
AUC of 96.9% and minimum EER of 8.8% are observed
on UCSD dataset [148]. We present the breakthroughs and
attainments of evaluation parameters by various algorithms
on different datasets in Table 6.

6.1 UCSD

UCSD is an extremely popular dataset, widely used by
anomaly detection researchers. Videos in the UCSD dataset
include events captured from various crowd scenes that range
from sparse to dense. The dataset represents different sit-
uations like; walking on the road, walking on the grass,
vehicular movement on the footpath, unexpected behavior
like skateboarding, etc. Pedl consists of 34 training video
samples and 36 testing video samples and Ped?2 has 16 train-
ing video samples and 12 testing video samples [79]. From
Table 6, we observe that UCSD has been deployed using
DNNs, CNNs, LSTMs, and GANSs throughout the years. The
year 2021 has seen the use of GAN and LSTM modules for
anomaly detection at a great extent. UCSD has acquired the
highest accuracy of 94.8% for LSTM [106] and 98.5% for
DeepGAN [30] using Ped1 and while LSTM and GAN offer-
ing an accuracy of 96.5% [106] and 97.1% [98] respectively
using Ped?2.

6.2 Avenue

Publicly released in 2013, Avenue is another popular dataset
used for abnormal event detection [77]. The 16 training

and 21 testing video clips are captured in CUHK Campus
Avenue with 30652 (15328 training, 15324 testing) frames
in total. The anomalies in the dataset include a random per-
son running, any abandoned object, person walking with a
suspicious object. As given in Table 6, LSTM outperforms
other machine learning methods with an accuracy of 98%
[138], followed by GAN with 89.82% [111] accuracy.

6.3 ShanghaiTech

The above datasets are restricted to a sparse crowd. The
ShanghaiTech dataset offers is a large-scale crowd counting
dataset consisting of 1198 (Part-A: 482; Part-B:716 images)
crowd images where each individual is annotated with one
point close to the center of the head [166]. As compared
to a sparse crowd, anomaly detection in the crowded scene
becomes onerous and it is noticeable in the results manifest-
ing the highest accuracy as 78.43% [111] using the GAN
model (Table 6).

6.4 Subway

Subway dataset captures the view of underground train sta-
tion both at entrance and exit where anomalous situations
include walking in the wrong way (people entering the exit
gate), loitering, suspicious interactions, avoiding turnstiles
[21]. Table 6 implies that the majority of the machine learn-
ing algorithms including GAN, DNN, CNN, and handcrafted
features show optimum results for accuracy greater than 90%.

6.5 Mini-Drone video dataset

The anomaly detection dataset discussed heretofore was
using a stationary camera. Mini-Drone Video Dataset
(MDVD) offers drone-based surveillance with privacy pro-
tection filters that offer an aerial view of a car parking lot.
With a resolution of 960x540 MDVD consists of 21 dif-
ferent video sequences for assessment [8]. This UAV-based
surveillance dataset has anomalies that include bad parking,
car stealing, people quarreling, suspicious activities [19]. The
quantitative results obtained by [18] using this challenging
dataset are impressive with an AUC of 0.93.

6.6 Other datasets

Other datasets that are often found in the literature are Bad-
minton [21] Behave [12] and QMUL Junction [42] , Mind’s
Eye [22] and Vanaheim dataset [22]. These datasets include
normal videos and abnormal videos for training and test-
ing purposes depending upon the application. UCSD dataset
includes individuals and vehicles, while DAVIS dataset is
composed of various objects (human, vehicles, animals) to
obtain the class diversity [164]. The Uturn dataset is a video
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Table 5 List of Datasets

Dataset Usage in literature Surveillance target

UCSD [12,121,128,148,149,170]
[20,73,84,107,108,125]

Automobile, Individual, Crowd (Public Places)

Avenue, CUHK

[21,110,157,158]
[13,84,148,149,170]

Individual, Crowd, Object (Public Places)

[20,73,125]
UMN [107,110,121,157,170] Individual, Crowd (Public Places)
Subway [12,45,125,128,148,149] Individual, Crowd (Entrance and Exit of Subway
[20-22,108,110] Stations)
Uturn [110] Objects (Vehicles), Individuals (Pedestrians)
Vanaheim [22] Individual, Crowd (Metro Stations)
Mind’s Eye [22] Individual, Crowd, Objects (Vehicles) (Parking Area)
UVSD, DAVIS [164] Individuals, Objects (Vehicles)
Shanghai [73,76,125,128] Individual, Crowd, Objects (Vehicles) (Public Places)
Badminton [21] Individual, Crowd (Badminton Game)
Behave [12] Individual, Crowd Public Places)
ABU dataset [44,61] Objects (Aerial View)
MDVD [18,19] Objects (Aerial View)
IEEE SP Cup-2020 [16,17] Objects (Lobby, Parking Area)
AU-AIR [9] Objects (Aerial View)
Facial expression 2] Individuals (Facial Expressions)
2013 (FER-2013)
ISLD-A [3] Individuals, Objects (Human Action Recognition)
Self-deployed [43,57,65,69,87,167] Individuals, Objects, Crowd, Automobiles
[47,49,59,70,122]
[23,64,71,161]
[78,151]
STONE [150] Objects (Grassy Scene)
AVIRIS [150] Objects (Aerial View)
SkyEye [105] Objects (Aerial View)
UCF101 [104] Individual (Action Videos)
HMDB51 [104] Individual (Action Videos)
THUMOS 14 [35,104] Individual (Action Videos)
BP4D [95] Individual (Facial Expressions)
AFEW [95] Individual (Facial Expressions)
CAVIAR [80] Individuals, Objects (Vehicles)
PASCAL VOC [88,89,147,169] Objects (Vehicles)
DS1, DS2 [82] Events (Fire/Smoke/Fog)
SFpark [7] Object (Taxis)
LISA 2010 [169] Objects (Vehicles)
ImageNet [83] Events (Fire/Smoke/Fog)
QMUL junction [12,42] Objects (Vehicles)
HockeyFight [4] Individuals
ViolentFlow [4] Individuals
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Table 6 Breakthroughs and attainments on different datasets (FL=frame level; PL = pixel level, NA = not applicable, Ent=Entrance)

Dataset Year Ref AUC EER Method
UCSD (Ped1) 2021 [106] 94.8% NA LSTM
2021 [113] 85.3% 23.6% GAN
2021 [111] 73.26% 28.75% GAN
2021 [156] 84.7% 22.5% GAN
2020 [128] 90.2% 11.6% Adversarial 3D CNN Autoencoder
2020 [5] 82.31% 21.43% HoMM
2020 [30] FL=98.5%; PL=77.4% FL=5.2%; PL=27.3% Deep GAN
2019 [84] 75.2% 29.8% Deep Learning ISTL Autoencoder
2019 [170] FL=83.5% ; PL=452 % 25.2% LSTM
2019 [125] 90.5% 11.9% GAN
2019 [148] FL=83.5; PL=63.1% 23.4% DeepOC
2018 [20] 90.6% 16.2% Deep Learning
2018 [149] FL=94.1% ; PL = 74.8% FL = 11.4; PL=28.8% SVM
2017 [107] 99.6% FL =9.1; PL= 15.18 Deep Cascade
2016 [21] 72.7% 33.1% HOF
UCSD (Ped2) 2021 [106] 96.5% NA LSTM
2021 [113] 95.7% 12% GAN
2021 [111] 76.98% 23.46% GAN
2021 [98] 97.1% NA GAN
2021 [156] 94.6% 7.6% GAN
2020 [128] 91.1% 10.9% Adversarial 3D CNN Autoencoder
2020 [5] 94.16% 13.25% HoMM
2020 [30] FL = 95.5%; PL=83.1% FL=9.4%; PL=21.8% Deep GAN
2020 [67] NA FL = 10.5%; PL=13.8% CNN
2020 [25] 95.6% NA GAN
2019 [84] 91.1% 8.9% Deep Learning ISTL Autoencoder
2019 [170] FL = 94.4% ; PL=52.8% 10.3% LSTM
2019 [125] 90.7% 11.3% GAN
2019 [148] FL=96.9%; PL=95.0% 8.8% DeepOC
2018 [20] 90.2% 17.3% Deep Learning
2018 [149] PL=89.2% PL=16.7% SVM
2018 [108] NA FL= 11%; PL=15% Fully CNN
2017 [107] NA FL=8.2; PL= 19 Deep Cascade
2016 [21] 87.5% 20.0% HOF
Avenue 2021 [165] 89.2% NA GAN
2021 [113] 86.9% 20.2% GAN
2021 [138] 98% NA LSTM
2021 [98] 85.8% NA GAN
2021 [156] 88.6% NA GAN
2021 [111] 89.82 % 21.55% GAN
2020 [128] 88.9% 18.2% Adversarial 3D Autoencoder
2020 [30] 87.9% 20.2% DeepGAN
2020 [53] 84.9 % NA DNN
2019 [84] 76.8% 29.2% DL ISTL Autoencoder
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Table 6 continued

Dataset Year Ref AUC EER Method
Avenue 2019 [170] FL=86.1%; PL= 94.1% 22% LST™M

2019 [125] 89.2% 17.6 GAN

2019 [148] 88.6% 18.5% DeepOC

2018 [20] FL=82.1; PL=93.7% NA Deep Learning
ShanghaiTech 2021 [165] 75.7% NA GAN

2021 [113] 73% 32.3% GAN

2021 [111] 78.43% 25.16% GAN

2021 [98] 73.7% NA GAN

2021 [156] 74.5% 31.6% GAN

2020 [25] 73.7% 32% GAN

2020 [128] 74.6% 27.6% Adversarial 3D Convolution Autoencoder

2019 [125] 70% 36.5% GAN
Subway 2020 [128] Ent=90.5%; Exit= 94.8% Ent = 22.7%; Exit=9.6% Adversarial 3D

2020 [67] Ent=NA; Exit=NA Ent=10.1%; Exit=15.9% 3D CNN

2019 [125] Ent=90.2%; Exit=94.6% Ent=22.67%; Exit=9.3% GAN

2019 [148] Ent=91.1%; Exit=89.5% Ent=NA; Exit=NA DeepOC

2018 [108] Ent=90.4%; Exit=90.2% Ent=17%; Exit=16% FCNN

2016 [21] Ent=81.6%; Exit=84.9% Ent=22.8%; Exit=17.8% HOF

of a road crossing with trams, vehicles, and pedestrians on
the scene. The abnormal activity videos cover illegal U-
turns and trams [110]. Vanaheim Dataset consists of videos
containing people passing turnstiles while entering/exiting
stations recorded in metro stations [22]. The abnormal events
encountered were a person loitering, a group of people
suddenly stopping, a person jumping over turnstiles. Some
authors have also used live videos for the implementation of
their respective methods [148]. Anomalous events from live
videos like an accident, kidnapping, robbery, and crime (a
man being murdered) are seen in the literature. Various algo-
rithms have been developed to tackle challenges in video
surveillance in different datasets. Table 5 gives a detailed list
of datasets with surveillance targets.

7 Overview of edge computing

Edge computing has seen remarkable growth in recent years
proving its potential in data processing at the edge of the
network, thereby reducing latency and saving cost [114].
Feature of computing the data where is it generated remark-
ably eases the growth of latency-sensitive applications [116],
thereby reducing data traffic in the network and saving the
bandwidth and system cost. These benefits of edge comput-
ing facilitate remarkable progress, especially in time-critical
real-time applications such as anomaly detection [140]. With
the advancement in the terminal or edge devices, few con-
tributions are observed in detecting anomalies at the edge

@ Springer

or terminal devices. Schneible et al. present a federated
learning approach in which autoencoders are deployed on
edge devices to identify anomalies. Utilizing a centralized
server as a back-end processing system, the local models are
updated and redistributed to the edge devices [115]. Despite
the rapid development in learning methods and edge comput-
ing devices, there is a gap between software and hardware
implementations [131].

The general architectural overview of the edge computing
paradigm is shown in Fig. 6. The top-level entities are cloud
storage and computing devices which comprise data centers
and servers. The middle level represents fog computing. Any
device with compute capability, memory, and network con-
nectivity is called a fog node. Examples of fog devices are
switches, routers, servers, controllers. The bottom-most part
of the pyramid includes edge devices like sensors, actuators,
smartphones, and mobile phones. These terminal devices par-
ticipate in processing a particular task using a user access
encryption [46].

7.1 Edge computing paradigms
7.1.1 Low latency computing and decentralized cloud

As far as anomaly detection using the cloud is concerned, the
data is captured on the device and is processed away from
the device leading to a delay. Moreover, if the cloud centers
are geographically distant, the time response is hampered
further. Edge computing has the capability of processing
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the data where it is produced thereby reducing the latency
[88,155]. Other conventional methods focus on improving
either transmission delay or processing delay, but not both.
Service delay puts forth a solution that reduces both [103].

7.1.2 Security and accessibility

In edge computing, a significantly large number of nodes
(edge devices) participate in processing tasks and each device
requires a user access encryption [46]. Also, the data that
is processed needs to be secured as it is handled by many
devices during the process of offloading [36].

7.1.3 Quality of service

The quality of service delivered by the edge nodes is deter-
mined by the throughput where the aim is to ensure that the
nodes achieve high throughput while delivering workloads.
The overall framework should ensure that the nodes are not
overloaded with work; however, if they are overloaded in the
peak hours, the tasks should be partitioned and scheduled
accordingly [103,130].

7.1.4 Distributed computing

Edge computing uses the technique of dividing computation-
ally expensive tasks to other nodes available in the network
thereby reducing response time. The transfer of these inten-
sive tasks to a separate processor such as a cluster, cloud-let,
or grid is called computation offloading. It is used to acceler-
ate applications by dividing the tasks between the nodes such

as mobile devices. Mobile devices have physical limitations
and are restricted in memory, battery, and processing. This
is the reason that many computationally heavy applications
do not run on such devices. To cope with this problem, the
anomaly detection task is migrated to various edge devices
according to the computing capabilities of respective devices.
Xu et al. tried to optimize running performance, responsive
time, and privacy by deploying task offloading for video
surveillance in edge computing enabled Internet of Vehicles
[151]. Similarly, a Fog-enabled real-time traffic manage-
ment system uses a resource management offloading system
to minimize the average response time of the traffic man-
agement server [24,144,154]. The resources are efficiently
managed with the help of distributed computing or task
offloading [144,145,167].

8 Anomaly detection at edge devices using
machine learning

In recent years, the research community has witnessed exten-
sive development and growth in the field of edge computing
and anomaly detection respectively. Fortunately, the latest
quantum leap in anomaly detection using machine learn-
ing elucidates on the edge application scenarios, providing
proficiency in big data management, cost-saving, delay man-
agement, etc. The confluence of anomaly detection and edge
computing can further create momentum, empowering the
development of imminent applications. To fully unleash the
underlying capabilities of edge computing, we present a
detailed survey of the recent integration of anomaly detection
techniques with edge computing. We also summarize them in
Table 7 and categorize them based on the methodology used.

8.1 Handcrafted features on edge

Handcrafted Features such as feature-based classification
approaches are noticeable candidates for edge application. As
discussed earlier, the features that are manually engineered
by data scientists using techniques such as histogram of ori-
ented gradients (HOG), histogram of optical dlow (HOF),
etc., are called handcrafted features. For human-object detec-
tion, [153] uses HOG to extract spatiotemporal features and
support vector machine (SVM) with kernelized correlation
filters (KCF) for classification. On similar lines, a Kerman
algorithm which is a combination of kernelized Kalman fil-
ter, Kalman filter (KF), and background subtraction (BS) is
proposed by [89] to achieve enhanced performance on edge.
To implement a low source enabled edge computing device,
[2] proposes a lightweight quantized neural network based on
the FPGA Platform. Here, quantization refers to techniques
for performing computations and storing tensors at lower
bit widths in order to yield a high throughput. The author

@ Springer
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implements binary neural network (BNN) on FPGA to track
facial expressions of passengers classified into six categories,
namely: fear, happy, sad, anger, surprise, and disgust.

8.2 Convolutional neural network on edge

A Convolutional neural network (CNN) is a type of artifi-
cial neural network which is specifically designed to process
pixel data. Many researchers have introduced a lightweight
convolutional neural network (L-CNN) to train the network
using Harr-Cascade and HOG feature [88]. Such mod-
els are pretrained using VOCO7, MobileNet V2 [83]. To
provide real-time object detection, YOLO—a neural net-
work algorithm comprising convolution layers—is used for
faster object detection. Further, [152] evaluates a fast and
lightweight YOLO named FL-YOLO comprising depth-wise
separable convolution layers. To migrate the tasks to the edge
some kind of pre-processing is required. [142] proposes a
technique to discard redundant frames and divide the video
into segments of interest-based into spatiotemporal inter-
est points (STIP), thereby decreasing the total number of
video frames. [18] uses a pretrained CNN using the tech-
nique of one-class classification to extract the features from
UAV videos. These videos are obtained from a very compli-
cated dataset called MDVD where the videos are captured
through drones in a parking area. Further [91] proposes a
CPU-only edge device to detect complex anomalies in video
scenes by extracting spatiotemporal features and for trajec-
tory association and re-identification. In order to migrate the
tasks to the edge devices, the author uses Raspberry Pi 4B
as the edge node and 433MHz LoRa Module as the link to
connect the edge node with the MobileNet architecture.

8.3 Deep neural networks on edge

Compared to the convolutional neural network (CNN), deep
neural network (DNN) is a fully connected neural network
where each input layer is connected to hidden layers with
activation functions and bias. DNNs are widely used in smart
industries to detect manufacturing anomalies [65]. DNNs are
a popular choice for smart city [160] including intelligent
parking systems [49], vehicle classification and traffic flow
prediction [11], to prevent vehicle accidents [36].

As the processing capacity of the edge devices is less
there needs to be some kind of video pre-processing to
make the videos compatible on the edge. For this purpose,
video analytics system is used to increase the performance
and efficiency of the application with proper utilization of
resources. [51] addresses the curbs of current video analytics
systems which are inefficient to process the video analyt-
ics of multiple video streams and proposes a DNN-based
GPU-enabled edge server to process large data streams. The
module was trained using VIRAT 2.0 Ground dataset and the

results show reduced accuracy degradation in various scenar-
ios. On similar grounds, [127] conducts video analytics on
video streams by using a mobile edge computing scheme.
The aim is to utilize available resources by task partitioning
and pre-processing the video data using a DNN model. [52]
proposes a solution for real-time videos by designing a Front-
CNN consisting of a Shallow 3D CNN and pre-trained 2D
CNN as the Back-CNN. This end-to-end trainable architec-
ture is capable of learning both spatiotemporal information of
videos thereby achieving state-of-the-art performance. The
shallow lightweighted module is trained on NVIDIA Jetson
Nano Developer as an edge-computing device to show its
real-time video recognition, especially in edge-computing
habitat.

Due to the outbreak of the COVID-19 pandemic, the
World Health Organization (WHO) has recommended pre-
ventive measures one of them is mask-wearing. To help
prevent the pandemic, real-time detection of face masks
becomes an urgent need. Keeping this most effective non-
pharmaceutical measure of mask-wearing in practice, [53]
designed a framework that detects face masks based on real-
time edge computing devices. The framework consists of
three stages: video restoration, face detection, and mask
detection using Intel’s Neural Compute Stick 2 (NCS) as the
edge computing device and tested efficiency and accuracy of
the model on the Bus Drive Monitoring dataset and public
dataset.

The deep learning platform well integrates with the edge
devices providing benefits of reduced network occupancy,
low time response [167] and reduced communication over-
head [144].

8.4 Long short-term memory on edge

Different from DNNs and CNNs which are profound in
abstracting spatiotemporal features in the data, long short-
term memory (LSTM) is thoughtfully designed to process
sequential data. LSTM networks are well-suited to make a
prediction, classification, and processing of data based on
time series [57]. [137] utilizes a two-stream neural network
strategy where stream one performs instant anomaly detec-
tion at the edge using lightweight CNN and then stream two
performs detailed anomaly detection at the cloud using bidi-
rectional LSTM (BD-LSTM) to detect anomalous events like
abuse and assault. LSTMs efficiently deal with the problem
vanishing gradient and hence have a promising future for
anomaly-related problems [15].

8.5 Generative adversarial network on edge
The above-mentioned methods though performing well in

some scenarios are not as accurate as the reconstruction-
based learning approaches [54]. Generative adversarial
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network popularly called GANs are two neural networks that
contest with each other to attain optimum results. In practice,
the generative network learns to map a data distribution from
alatent space, while the discriminative network distinguishes
the data produced by the generator from the true data distri-
bution. GANs are well suited for anomaly detection as the
aim is to distinguish anomalies from normal events. In [147],
GAN in combination with Tesla K80 GPU with 12G memory,
a fog device is used to analyze anomalies. Though originally
proposed for unsupervised learning, GANs are also proved
useful for semi-supervised learning.

9 Anomaly detection on the edge:
challenges and future research directions

Despite the fact that the confluence of Edge Computing and
Anomaly Detection has divulged great potentials and brought
about the rapid development of many applications, there
still exist enormous hurdles in attaining steady, vigorous,
empirical usage which calls for the uninterrupted endeavor
in this area from many aspects. In the next section, we dis-
cuss some pivotal research challenges and favorable future
research directions.

9.1 Training of model

The execution of edge-enabled-anomaly-detection appli-
cations immensely depends on the way learning models
perform in an edge environment, where the model training is
a supreme process. It is well established that the training of
the model demands plenty of computation and thus consumes
enormous computer resources, principally for DNNs [31].
The servers at the edge are not economical to entirely lay hold
of the task of training the model. To resolve this issue, dis-
tributed learning [11], task offloading [144], resource sharing
[144], federated learning [115] are propitious solutions.

9.2 Application improvement

Though edge computing and machine learning integration
has accomplished exceptional improvement in numerous
applications, there are a few perilous time-sensitive appli-
cations like VR gaming, desiring for a quantum leap. Such
applications require less delay and vigorous computation.
In such scenarios, video analytics is performed at the edge
nodes and the outcomes are handed over to the cloud in real
time [51].

Another perspective to enhance the application is fed-
erated learning. Joseph Schneible et al. take the advantage
of the annually escalating potential of edge devices and
performs local analytics using federated learning to detect
anomaly [114]. For the detection of anomalous scenes in
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residential surveillance videos, [91] uses a CPU-only edge
device to apprehend object-level speculations. Even though
the fundamental foundation of feasibility is established, prac-
tical application is still far-flung and needs improvement.

9.3 Annotation of anomaly

The interpretation of anomaly is different in different sce-
narios. For example, riding a motorbike at a speed of 60
km/hr would be normal on a highway but abnormal on
a crowded street. Applying machine learning to anomaly
detection requires a good understanding of the problem,
especially in situations with unstructured data. Videos and
images encoded as a sequence of pixels carry little inter-
pretation and render the old algorithms useless until the data
becomes structured. Further, a founding principle of any good
machine learning algorithm is that a large dataset is neces-
sary for training the model [85]. Inferences can be made only
when predictions can be validated. Anomaly detection bene-
fits from even larger amounts of data because the assumption
is that anomalies are rare [85]. Researchers use benchmarks
to compare the performance of one algorithm to another. Dif-
ferent kinds of models use different bench-marking datasets
like image classification has MNIST and IMAGENET [88].
However, in anomaly detection, none of the datasets has yet
become a standard as the applications are varied. Despite the
varied applications of video surveillance, we observed that
UCSD, Avenue, and Subway are the widely used datasets
that provide an accuracy of over 90% when used with deep
neural networks [30,128,138].

9.4 Hardware-software optimization

Along with the enhancement of model training and applica-
tion improvement, hardware—software escalation is challeng-
ing yet propitious. Although the current hardware—software
environment is specially designed for the cloud, efforts have
been made to optimize them with the edge-computing plat-
form [116,140].

From the hardware architecture approach, [26] proposed
streaming hardware accelerator using TSMC 65nm technol-
ogy to enhance the performance of CNN in the edge-based
application. Furthermore, [2] studies FPGA system design
to support edge-computing-based platforms. For the real-
time video analysis, CNN layers are used in confluence with
NVIDIA Jetson TX1 is the edge device [152]. Similarly, [53]
uses Intel Neural Compute Stick 2 (NCS) as the edge device.
To accomplish higher processing speed for real-time applica-
tions, [91] utilizes Movidius Neural Compute Stick (MNCS)
as a hardware accelerator.

From the software approach, some of the firms have
proposed their private platforms regarding edge-computing.
AWS IoT Greengrass, an open-source edge and cloud service
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assists you to deploy intelligent software-based applica-
tions (https://aws.amazon.com/cn/greengrass/). Meanwhile
MXNet [14], Tensorflow Lite (https://www.tensorflow.org/
lite) are frameworks especially designed for edge environ-
ments. Despite the current frameworks, there is a need to
amalgamate them to attain a high-yielding, high-throughput
practical system for edge-computing applications.

10 Observations

After studying different paradigms of anomaly detection in
video surveillance systems, we observe that some approaches
intend to neglect background and focus only on foreground
features for anomaly detection [29]. We think that back-
ground information would be useful to model environmental
conditions like rainy, sunny, or snowy weather that can cause
anomalies [88,89]. Anomaly detection using CNN [142],
Deep Learning [148], LSTM [106] and GAN [30,54] has
a promising future as they offer higher accuracy in most of
the surveillance scenarios. Further, the performance depends
on the density of the crowd, as the crowd increases the per-
formance of the anomaly detection model decreases and it
works best when the crowd is sparse [62,107]. Moreover,
only benchmark data-set-based comparison may not be rel-
evant for all real-life situations, as they are not enough to
consider all real-life scenarios [146].

Out of the modeling algorithms discussed above, the
prediction-based approach used to process the data that
evolves is befitting for anomaly detection [15]. This approach
learns the temporal characteristics of the data and preserves
the representations to estimate future probabilities provid-
ing refined solutions [57]. The prediction-based model using
LSTM deals with the problem of vanishing gradient and is
suitable for processing time-series data that is suitable in
anomaly detection [136]. Another methodology that imparts
optimum results for anomaly detection is reconstruction-
based modeling where GAN models are predominantly used
to detect anomalies as they learn representations faster than
CNN models [38], whereas GANs generally face an issue
while dealing with a large number of distributions [54]. With
advanced techniques like self attention GAN [165], U shaped
GAN [113] and BR-GAN [156] this issue can be overcome.

For delay-sensitive applications like intelligent surveil-
lance and anomaly detection, edge computing is a promising
approach [145]. It offers more privacy and security as the
data is processed on the device itself [142]. With contin-
uous improvement in edge devices and task offloading the
workload is divided thereby improving the overall efficiency
[151]. The confluence of anomaly detection with edge com-
puting will bring new possibilities in the field of computer
vision [91].

11 Conclusion

As described herein, we explored and categorized various
anomaly detection techniques applied for different video
surveillance scenarios. As the context anomaly is subjec-
tive, we considered surveillance scenarios with pedestrian,
crowd, traffic, industries, and public places. We presented
the evolution of the anomaly detection techniques over the
years and the surveys done so far. We emphasized the
learning techniques, methodologies, approaches, and scenar-
ios for anomaly detection. This survey intends to provide
detailed insight and associated diversities in anomaly detec-
tion techniques. Out of the discussed modeling algorithms,
we estimate that the reconstruction and prediction-based
techniques will be dominant in the years to come. We inves-
tigate how the recent advances in anomaly detection can be
used with edge computing to provide real-time, time-efficient
video surveillance applications. In the future anomaly detec-
tion in combination with edge computing, using LSTMs and
GAN:Ss has great potential in the future. We also establish that
anomaly detection using edge devices is less explored and
has a large scope of improvement to achieve state-of-the-art
anomaly detection and intelligence surveillance.
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