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et al. 2022) and energy storage systems. But, precisely 
because of their infiltration into modern technology and 
infrastructure, base metals remain critical elements for their 
preservation and further development, as confirmed by the 
US Department of Energy in their critical materials assess-
ment (Bauer et al. 2023), which in turn spurs their future 
demand (Backman 2008; Watari et al. 2021).

The prices of base metals are forged in exchange markets 
such as the London Metal Exchange (LME) and are mainly 
determined by market dynamics (Dooley and Lenihan 
2005). On the supply side, disruptions in the supply chain, 
such as natural disasters or commodity-specific unforeseen 
events, may cause an increase in base metals prices, given 
the same level of demand. On the demand side, in times of 
economic downturn and reduced overall industrial produc-
tion, the need for base metals may be reduced, leading to a 
price decrease. Due to this sensitivity to market dynamics 
and global economic conditions, base metals prices have 
historically exhibited periods of volatility, especially dur-
ing major socio-economic global events (e.g., the mortgage 
crisis in the US and the COVID-19 pandemic) (Ahmed and 
Sarkodie 2021; M.-H. Chen 2010).

Introduction

Due to their diverse properties, base metals and their alloys 
have been extensively used in a multitude of applications. 
For example, aluminum is used in applications ranging from 
modern aeronautics to packaging, while copper is used in 
sectors spanning from electronics to architecture. Among 
others, nickel is used as an alloying element in steels, zinc 
as a galvanizing agent, and lead-tin alloys are used for sol-
dering applications. Moreover, non-ferrous metals play a 
crucial role to decarbonisation and clean energy transition, 
as they are essential components in a wide array of related 
technologies, ranging from electric vehicles (Dhar et al. 
1997; Wang et al. 2023a) and solar/wind based power gen-
erators (Lacal-Arántegui 2015) to modern batteries (Zhou 
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Base metals prices and the volatility they exhibit are 
critical for many of those involved in their production, con-
sumption, and trading, and the knowing, or at least having 
an estimate, of their future behaviour in advance is of utmost 
importance. First, countries with ore-rich deposits base a 
large part of their annual income on exports or tax revenues 
of these primary base metals (Alam et al. 2022; Sánchez 
Lasheras et al. 2015). Zambia (Chipili 2016), Chile (Medina 
and Soto 2007), and Peru (Lust 2019) have been reliant on 
copper, Mozambique on aluminum (Castel-Branco and 
Goldin 2003) and Indonesia on nickel (Krustiyati et al. 
2022), just to name a few. Likewise, mining and metallurgi-
cal companies anticipate sales prices sufficient to cover the 
initial investment and generate profits, particularly when the 
primary production of base metals requires substantial capi-
tal and operating expenditures for exploration or operational 
activities (Dooley and Lenihan 2005; Du et al. 2020). Fur-
thermore, the prices of base metals are critical for industries 
that use these goods as inputs in their production processes, 
as the cost of purchasing raw materials is proportional to 
them (Rossen 2015). Last, base metals prices are important 
to institutional investors that may enrich their portfolio with 
base metals futures (Watkins and McAleer 2004).

Hence, accurate forecasts can be used by governments 
of countries whose revenues are heavily dependent on the 
export of these metals to better plan their country’s budget 
and fiscal policies. For instance, in cases where prices are 
temporarily at a higher level but are projected to fall, gov-
ernments may decide to save the surplus revenues to support 
economic activity when this occurs (Kabundi et al. 2022). 
In addition, accurate forecasts can prevent phenomena 
whereby over-optimism about future prices of a commodity 
can lead to over-taxation of the industry that may result in 
its contraction in the long term (Radetzki & Wårell, 2020). 
Similarly, accurate price forecasts are important for mining 
and metallurgical companies to better estimate future rev-
enues, as prices directly affect them. Thus, in cases where 
prices are expected to fall, these companies may decide to 
implement cost reduction policies, control their debt levels 
(MacDiarmid et al. 2018), or contemplate investment deci-
sions (Foo et al. 2018). As for the companies using base 
metals for their end products, accurate forecasts can facili-
tate more precise forward cost estimation, sound inven-
tory management, and better overall production planning. 
Finally, investors may use forecasts either for speculative 
purposes, portfolio optimization, or risk mitigation.

Due to the wide range of factors that can affect the 
dynamics of the base metals market, forecasting their prices 
is challenging, especially in the long term (Dooley and 
Lenihan 2005). Both univariate and multivariate forecasting 
methods have been proposed in the literature, with mixed 
results. Examples of univariate methods include work from 

Dooley and Lenihan 2005 that employed an ARIMA model 
to forecast zinc and lead prices and found that it performed 
marginally better than a lagged forward forecasting method. 
Kahraman and Akay 2023 experimented in forecasting base 
metals prices with variations of models belonging to the 
exponential smoothing family and Sánchez Lasheras et al. 
2015 used artificial neural networks to forecast copper spot 
prices, showing better results compared to the ones obtained 
by a standalone ARIMA model. Kriechbaumer et al. 2014 
used wavelet decomposition in combination with ARIMA 
to show significantly better results in base metals prices 
forecasting compared to an ARIMA benchmark. Chen et al. 
2016 examined the forecasting performance of a modified 
grey wave method when forecasting aluminum and nickel 
prices and found that it outperformed the random walk and 
the ARMA benchmarks. In addition, univariate forecasting 
work has been extended to ferrous markets, for example Xu 
and Zhang 2023 utilized Gaussian process regressions to 
forecast price indices for ten major steel products in China, 
outperforming traditional econometric models and machine 
learning approaches.

Examples of the use of multivariate models are the work 
of Liu et al. 2017 who, by using the price lags of other com-
modities and indices as explanatory variables in regres-
sion trees, created forecasts at different horizons for copper 
prices, or the work of Díaz et al. 2020 who used the same 
variables in more complex models such as random forests 
and gradient boosted trees and achieved better results than 
simple decision trees though without being competitive to 
a random walk baseline for short and medium forecasting 
horizons. Khoshalan et al. 2021 used a number of param-
eters such as the prices of aluminum, crude oil, gold etc., 
as inputs into different artificial intelligent models in order 
to forecast copper prices and concluded that a neural net-
work model outperformed the rest of the proposed models. 
Finally, Pincheira Brown and Hardy 2019 used Chilean 
exchange rates to forecast LME returns of base metals.

The purpose of our study is twofold. First, to fill the gap 
found in the literature regarding pure autoregressive tree-
based algorithms used to short-term forecast base metals 
prices and their combination with classical time series mod-
els. This will be done by investigating the performance of 
an autoregressive LightGBM (henceforth, AutoRegLight-
GBM), trained to only use lags of the time series to produce 
forecasts both as a standalone and as part of an ensemble. 
We chose LightGBM, an algorithm that leverages gradient 
boosting trees to approximate (possibly non-linear) tem-
poral relationships present in the time series, motivated by 
the fact that this algorithm has proved its performance in 
both classification and regression tasks for various prob-
lems (Rufo et al. 2021; Tang et al. 2020; Wang et al. 2022), 
but most importantly because it was the algorithm that won 
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the M5 forecasting competition (Makridakis et al. 2022). 
In addition, we combine its forecasts with the ones of an 
ARIMA model, a model that is able to produce forecasts 
by approximating linear temporal dependencies in a time 
series. Ensembling models that employ diverse methods to 
approximate the underlying structure of a time series has 
been found to be a successful strategy (Bates and Granger 
1969; Petropoulos and Svetunkov 2020), and this can be 
attributed to the fact that this approach reduces the uncer-
tainty arising from model selection and parameter estimation 
(X. Wang et al. 2023a). Second, in contrast to the research 
done so far, we evaluate the forecasting accuracy through a 
more sophisticated evaluation methodology (i.e., evaluation 
on a rolling forecasting origin) that is more robust compared 
to the single train-test split approach. This is because the 
single train-test split approach may present good results just 
for a single validation period, and the model may not gener-
alize well for other periods (Tashman 2000). We show that 
when comparing RMSE scores, the AutoRegLightGBM 
exhibited better performance in forecasting aluminum and 
nickel returns 6 months ahead. In addition, the ensemble 
approach demonstrated better accuracy for copper and zinc 
returns as it outperformed the global mean, the exponential 
smoothing, the ARIMA model, and the AutoRegLightGBM. 
Neither of the proposed methods performed better than the 
ARIMA benchmark when forecasting lead and tin returns.

Methods

Data collection and transformations

Monthly LME price data were obtained from the World 
Bank database (https://www.worldbank.org/en/research/
commodity-markets) for the following commodities: alumi-
num, copper, lead, tin, nickel and zinc, from January 1990 
to August 2023. The timeseries were transformed into log 
returns using the formula:

rt = ln

(
pt
pt−1

)

Where pt  is the price of a given base metal at time t and rt  is 
the return at time t. Log transforming the initial time series 
is important for our analysis as it stabilizes the variance. 
In addition, converting the prices into returns detrends the 
series. Both transformations were chosen in order to induce 
stationarity, which is essential not only when applying 
ARIMA models but also when using tree-based algorithms 
for time series forecasting due to their inherent incapacity 
to extrapolate trends beyond the training period (Joseph 

2022). This resulted in each time series having a length of 
403 observations.

Global mean, exponential smoothing, ARIMA, 
LightGBM and Ensemble

In the present study, 5 models will be used to produce point 
forecasts of the returns of the base metals for 6 months ahead. 
The first three, namely global mean, exponential smoothing, 
and ARIMA will serve as the benchmark models, and the 
other two, the AutoRegLightGBM and the AutoRegLight-
GBM-ARIMA ensemble, will be compared to them.

Global mean method

There are many variations of simple forecasting models 
found in the literature. One of them that is applied to time 
series that do not exhibit trend or seasonality, as is the case 
for log returns, is the global mean method. This method 
assumes that all historical data are equally important in 
helping forecast the future (Hyndman and Athanasopoulos 
2018). Therefore, forecasts are nothing but a simple average 
of all the observations:

r̂T+h =
−
r=

1

T

T∑

i=1

ri

where {y1, y2, · · · yT}  is the training data and h  the fore-
casting horizon.

The global mean method is appropriate for white noise 
processes (Kolassa et al., 2023), that is, time series that do 
not exhibit autocorrelation and whose values move ran-
domly around a long-term average.

Exponential smoothing

Developed by Brown 1959; the simple exponential smooth-
ing (ES) model is based on the notion that recent observa-
tions will serve better in generating forecasts than those 
from the distant past (Pankratz 2009). As such, the forecasts 
created by ES are a weighted average of all observations, 
with the coefficients decreasing exponentially as we move 
away from the forecast origin. The smoothing rate is deter-
mined by the α  parameter, and the forecasts generated are 
of the form:

r̂T+h = αrT + (1− α) r̂T

where 0 ≤ α  ≤ 1.
Higher values of α  indicate a constantly changing level, 

and as α  approaches 0, the level resembles the long-run 
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AICc = −2log (L) + 2 (p + q + k + 1) [1 +
(p + q + k + 2)

T − p− q − k − 2
]

Where L  is the likelihood, p, q  are the orders of the autore-
gressive and moving average part of the model, respec-
tively, k = 1 if there is a constant term otherwise k = 0 and 
T  is the length of the time series. The idea behind the mini-
mizing the AICcin order to select the orders of the ARIMA 
model is that information criteria seek to optimize the trade-
off between goodness of fit and the number of estimated 
parameters (i.e., selecting a parsimonious model).

After model identification and estimation, the examina-
tion of the residuals is performed in order to evaluate if they 
exhibit two important statistical properties. First, the mean 
of the residuals is approximately zero, ensuring that the 
forecasts are unbiased and second, if there is any residual 
autocorrelation. For the latter, we check for independence 
using the Ljung-Box test (Ljung and Box 1978) that is based 
on the Q statistic:

Q = T (T + 2)

l∑

k=1

ρ̂2k
T − k

Where ρ̂k  is the autocorrelation at lag k , and l  is the maxi-
mum lag under consideration. Q  follows a χ2 distribution 
and for a significance level of α = 0.05 we can obtain the 
p-values and either reject the null hypothesis, stating that 
the residuals are independent or accept it.

AutoRegLightGBM

Gradient boosting algorithms (GBM) use weak learners 
(typically decision trees) in order to approximate a function 
to be used to solve a regression or a classification problem. 
More specifically, given a training set {(xi, yi)}ni=1 consist-
ing of explanatory variables x  and a response variable y , 
the objective of GBM is to estimate an approximation func-
tion F (x)that minimizes the expected value of a loss func-
tion L (y, F (x))  (common functions for regression are the 
squared error and the absolute error):

F̂ = argmin
F

Ex,y [L (y, F (x))]

This is achieved through an iterative process where decision 
trees are used to predict the pseudo-residuals that were cre-
ated in the previous steps. The pseudo-code explaining the 
algorithm is shown below (Friedman 2002):

Step 1: F0 (x) = argmin
γ

∑N
i=1 L (yi̇, γ)

Step 2: For m = 1 to M do:

average of the time series (Kolassa et al., 2023). The esti-
mation of the parameter α  is done by minimizing the sum of 
squared errors (SSE) between past values and past one-step 
ahead forecasts in the training set.

In its simplest form, the ES model is appropriate for 
modelling time series that do not exhibit trend or seasonal-
ity (Hyndman and Athanasopoulos 2018) and the forecasts 
created by the model are constant, meaning that the fore-
cast will have the same value for h = 1, . . . , n . ES has been 
extended so that it can be used for time series that have trend 
or seasonality by Holt 2004 and Winters 1960. In our analy-
sis, we will use the simple ES approach since the log returns 
do not exhibit trend or seasonality.

ARIMA

Autoregressive Integrated Moving Average (ARIMA) mod-
els are univariate time series models that exploit the auto-
correlation of past values and errors in order to forecast 
future values. In its general form, a non-seasonal ARIMA 
(p, d,q) model can be defined as (Pankratz 2009):

ϕ (B)∇drt = C + θ (B)αt

where B  is the backshift operator, αt
 is the error 

term, ϕ (B) = (1 − ϕ1B − ϕ2B
2 − · · · − ϕpB

p) 
the p-order autoregressive operator, 
θ (B) = (1− θ1B − θ2B

2 − · · · − θqB
q) the q-order mov-

ing average operator, ∇d =(1− B)d  the d-order differenc-
ing operator, and C  a constant term.

As suggested by Box et al. 2015 the ARIMA methodol-
ogy is implemented in three stages: identification, estima-
tion, and residual diagnostic checking. In the identification 
stage, the orders of an ARIMA model (or a set of tentative 
ARIMA models) are identified by visually examining the 
sample autocorrelation (acf) and sample partial autocorrela-
tion (pacf) functions and mapping them with the theoretical 
acf and pacf of known processes. According to the pacf and 
acf, the analyst may determine the order of the differenc-
ing as well as the orders of the autoregressive and moving 
average parts of the model. During estimation, estimates of 
the model’s coefficients identified previously are obtained 
through the maximum likelihood criterion. Last, diagnostic 
checking is performed to evaluate whether the residuals of 
the fitted model(s) are statistically adequate.

In our analysis, instead of examining the acf and pacf 
functions, we use an algorithmic approach to identify the 
orders of the ARIMA model proposed by Hyndman and 
Khandakar 2008. The algorithm performs unit root tests to 
identify the order of differencing, and in a repetitive fashion, 
searches for a model that minimizes the corrected Akaike 
Information Criterion (AICc):
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The hyperparameters and lags selected for the validation set 
were the ones of the model exhibiting the smallest MSE in 
the tuning period.

Ensemble

After fitting the ARIMA and the tuned LightGBM models to 
the training data, the ensemble model produced forecasts as 
the average of the forecasts of the two models for 6 months 
ahead:

r̂T+hEnsemble
=

1

2
r̂T+hARIMA

+
1

2
r̂T+hLightGBM

The use of equal weights ensures the equal contribution 
of two models with diverse characteristics: one that is 
parsimonious and able to capture linear relationships, and 
another that is able to approximate well non-linear relation-
ships that may exist in the time series. Even though aver-
aging the forecasts of the two estimators may seem like a 
simple approach when combining their forecasts and weight 
optimization could potentially give better results, in practice 
it has been shown that simple operators such as the mean or 
the median of forecast combinations tend to yield equally 
or even more accurate forecasts (Petropoulos & Svetunkov, 
2020; Spiliotis, 2023).

Framework and models’ evaluation

In this present study, the accuracy of 5 univariate models to 
point forecast 6 months ahead was evaluated and compared. 
The main reasons for limiting the horizon to 6 months have 
to do with the fact that it coincides with the maximum win-
dow of lags that the LightGBM algorithm will consider dur-
ing the hyperparameter tuning, and because we expect that 
some of the models under study will not provide additional 
information for longer horizons. For example, in the case of 
a stationary time series, an AR(1) model will converge to 
the mean after a few forecast steps and subsequent forecasts 
will remain constant. For horizons shorter than the selected 
horizon, the models under consideration may still be useful, 
as the future points of a shorter horizon are included in the 
horizon under study.

The price series of each base metal was divided into 
training-fitting data and test data, with the latest observa-
tions belonging to the test set and the earliest to the train-
ing set. For the ARIMA model, the training data was used 
to find the model’s order through the automated algorithm 
described earlier, while for the AutoRegLightGBM, the 
training data were re-divided into training and tuning data 
(in the same fashion as before) in order to search and select 
a good set of hyperparameters and lags through the rolling 

i)	 Calculate pseudo-residuals 
rim = −

[
∂L(yi,F(xi))

∂F(xi)

]

F(x)=Fm−1(x)
 for i = 1,…, n.

ii)	 Fit a regression tree to rim
 and create terminal nodes 

Rjm for j = 1,…, Jm.
iii)	 For j = 1,…, Jm calculate 

γjm =
∑

xi∈Rjm
L (yi,Fm−1 (xi) + γ)

iv)	 Set Fm (x) = Fm−1 (x) + v•γjm1 (x ∈ Rjm) where v  is 
the learning rate

Step 3: Output FM (x)

As the name suggests, LightGBM is a variant of algorithms 
belonging to the gradient boosting family that enhances the 
performance of standard gradient boosting through several 
innovations. First, it uses a histogram-based method to com-
pute the gradients, improving the speed and efficiency of 
the algorithm. Furthermore, the trees grow leaf-wise instead 
of depth wise, targeting more informative splits. Lastly, 
it employs the gradient based one side sample approach 
(GOSS) which helps sampling efficiency, and the exclusive 
feature bundling, (EFB) which reduces feature space spar-
sity (Ke et al. 2017).

LightGBM, as many other machine learning algorithms, 
can be further optimized through what is called hyper-
parameter tuning. This process involves the systematic 
search and selection of the hyperparameters (e.g., number 
of trees, learning rate, etc.) from a hyperparameter space 
and the evaluation of each using a cross-validation strat-
egy. Common methods of performing the search include the 
grid search, in which all the combinations of a given set 
of hyperparameters are evaluated, and the random search, 
in which random combinations are selected given the num-
ber of iterations provided by the analyst. In this analysis, 
we employed random search to perform the hyperparam-
eter tuning, mainly to avoid the higher computational time 
required for grid search for the same hyperparameter space. 
During tuning, we not only searched for appropriate hyper-
parameters but also looked for the number of lags to be 
included as input variables (a minimum of 1 lag and a maxi-
mum 6 lags). Thus, each set of hyperparameters and lags 
generated forecasts on a rolling forecasting origin (Hynd-
man and Athanasopoulos 2018) in a recursive manner for 
6-months-ahead over a 100-month period. Forecast errors 
were then calculated using the mean squared error (MSE) 
averaged across the tuning period:

MSE =
1

h

h∑

i=1

(rT+i − r̂T+i)
2
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where
−
∆

2

r =
1

T − 1

T∑

J=2

(
∆rJ

)2while∆rJ = rJ − rJ−1.

The selection of the metrics we used in our analysis was 
done in such a way as to highlight the different aspects of 
the error each one of them measures. We used two scale 
dependent metrics (RMSE and MΑE), one that gives more 
weight to larger errors (RMSE) by squaring them, and one 
that gives the same weight to all errors (MAE) (Willmott 
and Matsuura 2005). In addition, we evaluated all models 
using the RMSSE, a scale-independent metric that com-
pares the RMSE of a proposed model to the average RMSE 
a simpler model (in our case, a lag forward-naive model) 
would have when forecasting one step ahead in the train-
ing period. Thus, in cases RMSSE ≥ 1, the predictions of 
the proposed model are worse than the average one-step 
forecasts of a naïve model in the training period, and when 
RMSSE ≤ 1 the forecasts are better.

In line with many similar studies (Y. Chen et al., 2016; 
Díaz et al., 2020; Dooley & Lenihan, 2005), we do not test 
for statistical significance of the results, mainly for the rea-
sons described by Armstrong, 2007; Kostenko & Hyndman, 
2008. In addition, while we acknowledge that economic 
evaluation criteria could be useful as alternative measures 
for evaluating the proposed models, we have chosen to 
exclude them from the scope of this study.

forecasting origin evaluation strategy. Given their simplicity 
and widely acknowledged success we employed the global 
mean, exponential smoothing, and ARIMA as benchmark 
models. We then compared the performance of the two pro-
posed models against these benchmarks to ascertain their 
effectiveness (Fig. 1).

All models were evaluated using the rolling forecasting 
origin strategy (as in hyperparameter tuning) by refitting 
each model to the new window data and creating forecasts 
recursively for 6 months ahead. The total evaluation period 
was 80 months, leading to the generation of 75 forecasts 
in the testing period. The evaluation metrics used in this 
analysis were the root mean squared error (RMSE), the 
mean absolute error (MAE), as well as the scaled version of 
RMSE (RMSSE) proposed by Hyndman and Koehler 2006; 
averaged for the testing period.

RMSE =

√√√√1

h

h∑

i=1

(rT+i − r̂T+i)
2

MAE =
1

h

h∑

i=1

|rT+i − r̂T+i|

RMSSE =

√√√√√
1

h

h∑

i=1

(rT+i − r̂T+i)
2

−
∆

2

r

Fig. 1  Methodology of the current study
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were selected and the estimator had an MSE = 0.0048 and 
MSE = 0.0046, respectively. Last, a LightGBM of 100 trees 
using 5 lags was chosen for nickel returns (MSE = 0.0063) 
and a LightGBM of 300 trees using 1 lag was chosen for 
zinc returns (MSE = 0.0040).

Out-of-sample forecasts

Tables 3 and 4 presents the RMSE and MAE for the test 
period for the rolling point forecasts produced by the differ-
ent methods, respectively. As expected, the RMSE was larger 
compared to the MAE counterpart. In addition, Table 5 sum-
marizes the RMSSE of the different models showing that, in 
fact, all models perform better than a naïve method would 
in the training period. RMSE and RMSSE suggest the same 
models as more appropriate, which is expected since the lat-
ter is analogous to the former. The best performing model for 
aluminum log returns was the AutoRegLightGBM model, 
which had a RMSE = 0.04400 and a MAE = 0.03755. As 
far as copper returns is concerned, the AutoRegLightGBM-
ARIMA ensemble outperformed the GM, ES and AR(1) 
models as well as the AutoRegLightGBM (RMSE = 0.04330 

Results

Models’ identification, estimation and tuning

The algorithmic approach of ARIMA order identification 
selected an ARIMA(1,0,0) without constant term as the 
most appropriate model for all the time series except the one 
of tin, for which the algorithm identified an ARIMA(0,0,2) 
without constant. Since the algorithm outputted d = 0 for all 
the time series, it means that the log returns are already sta-
tionary and no additional differencing is required. The esti-
mated autoregressive coefficients of the first model fitting 
were all positive, indicating a positive relationship between 
the current price and the previous price/shocks. As for the 
diagnostic checking of the residuals, the mean was approxi-
mately zero, ensuring unbiased forecasts, and no autocorre-
lation was identified through the Ljung-Box test for the first 
10 lags, indicating that the residuals series are essentially 
white noise. Additional information regarding the maxi-
mum likelihood and AICc can be found in Table 1.

The tuning of hyperparameters and lags selection through 
validation on a rolling forecast origin revealed that the set 
of hyperparameters found through this process are different 
for each time series, possibly due to the unique characteris-
tics of each time series, and that the inclusion of additional 
lags in a non-linear approximator may be beneficial for their 
forecasting. Specifically, as shown in Table  2, for alumi-
num returns, the algorithm used 6 lags as input variables, 
50 trees, with a maximum tree depth of 20 and a learning 
rate of 0.01 having MSE = 0.0027. A LightGBM using 6 
lags, 200 trees with a maximum depth of 5 and a learning 
rate of 0.01 was found to be the most appropriate for cop-
per returns (MSE = 0.0039). For lead and tin returns, 3 lags 

Table 1  Results of ARIMA model identification, estimation and diagnostic checking
Metal Model Lag Coef Log Likelihood AICc Mean resid LBQ LBQ p-val
Alum AR (1) 1 0.26 523.63 -1043.23 ∼ 0 8.22 0.51
Copp AR (1) 1 0.39 459.37 -914.71 ∼ 0 11.16 0.26
Lead AR (1) 1 0.21 399.56 -795.09 ∼ 0 4.62 0.87
Tin MA (2) 1 0.23 486.37 -966.68 ∼ 0 9.62 0.29

2 0.18
Nick AR (1) 1 0.30 364.64 -725.26 ∼ 0 5.31 0.81
Zinc AR (1) 1 0.31 450.74 -897.45 ∼ 0 5.41 0.80

Table 2  Results of hyperparameter tuning and lag selection using vali-
dation on a rolling forecasting origin
Metal Lags N trees Max depth Learning rate MSE
Aluminum 6 50 20 0.01 0.0027
Copper 6 200 5 0.01 0.0039
Lead 3 100 3 0.01 0.0048
Tin 3 300 30 0.001 0.0046
Nickel 5 100 9 0.01 0.0063
Zinc 1 300 5 0.001 0.0040

Table 3  Root mean squared error averaged across the testing period 
for all models

RMSE
Metal GM ES ARIMA LightGBM Ensemble
Aluminum 0.04474 0.04474 0.04411 0.04400 0.04402
Copper 0.04400 0.04505 0.04396 0.04399 0.04330
Lead 0.04477 0.04477 0.04461 0.04499 0.04472
Tin 0.05807 0.06228 0.05711 0.05825 0.05754
Nickel 0.07487 0.07487 0.07427 0.07376 0.07393
Zinc 0.05986 0.06226 0.05982 0.05990 0.05976

Table 4  Mean absolute error averaged across the testing period for all 
models

MAE
Metal GM ES ARIMA LightGBM Ensemble
Aluminum 0.03816 0.03816 0.03772 0.03755 0.03758
Copper 0.03509 0.03608 0.03476 0.03547 0.03466
Lead 0.03806 0.03806 0.03813 0.03857 0.03822
Tin 0.04816 0.05105 0.04743 0.04824 0.04772
Nickel 0.06186 0.06186 0.06123 0.06079 0.06093
Zinc 0.05029 0.05315 0.04996 0.05030 0.05006
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the time series (note that the number of lags selected during 
tuning was 6 for copper returns).

Figure  3 shows the rolling forecasts of the AutoReg-
LightGBM-ARIMA ensemble for the test period. The addi-
tion of the ARIMA model forecasts appears to impart two 
additional features to the LightGBM predictions. The first 
is that it enhances the direction of the first few steps ahead 
forecasts and the second is that it intensifies the mean rever-
sion. The former is particularly evident in the aluminum, 
nickel, and zinc returns, while the latter is evident in the 
copper returns. Enriching LightGBM forecasts with the 
aforementioned ARIMA forecast characteristics appears to 
be beneficial when forecasting copper and zinc returns. In 
contrast, it does not seem to help in improving LightGBM 
forecasts of aluminum and nickel returns.

Discussion

The prices of base metals have a significant impact on the 
participants in their market. Thus, a significant part of the 
literature related to mineral economics has been devoted to 
the development of tools designed to forecast base metals 
prices. A variety of different models have been employed, 
from univariate ARIMA models (Dooley and Lenihan 2005) 
to multivariate decision trees (Liu et al. 2017). Although 
the use of independent variables in forecasting models 
can be useful in understanding how these variables affect 
the dependent variable, more often than not, future values 
of these variables are unknown, and in order to generate 
authentic forecasts of the dependent variable, one needs 
to first obtain forecasts for the independent variables or 
resort to scenario forecasting (Hyndman and Athanasopou-
los 2018). In addition, if lags of the independent variables 
are used for forecasting, then this may raise constraints on 
the horizon we can forecast (or it still requires forecasting 
models to be built for the independent variables for time 
steps beyond the horizon covered by the lags). Thus, the 
complexity and uncertainty of such a problem are likely to 
increase. On the other hand, univariate forecasting models 
in their basic forms (ARIMA, exponential smoothing, etc.) 
do not take into account external information and work by 
learning systematic patterns of the time series (autoregres-
sion, seasonality, trend, etc.) and reproducing them into the 
future.

In our study, we followed the second approach to cre-
ate forecasts of the future values of the prices of base met-
als. We chose this approach mainly because the univariate 
methodology reduces complexity and does not require addi-
tional forecasts of the independent variables. Our findings 
demonstrate that autoregressive tree-based algorithms, in 
this case LightGBM, are capable of producing forecasts at 
a level of accuracy equal to or better than the one obtained 

and MAE = 0.03466). Lead and tin returns were forecasted 
better by the ARIMA model, which had a RMSE = 0.04461 
and RMSE = 0.05711, respectively, even though the MAE 
of the GM model was smaller (0.03806) for lead returns. 
The AutoRegLightGBM had a smaller RMSE and MAE for 
nickel returns (0.07376 and 0.06079, respectively). Last, the 
ensemble model forecasted better in terms of RMSE, zinc 
returns (0.05976), although the MAE of the AR(1) bench-
mark was slightly smaller (MAE = 0.04996).

It is worth noting that the ensemble model was still more 
accurate than the three benchmark models for the base met-
als that had lower RMSE and MAE with the standalone 
AutoRegLightGBM. Moreover, for aluminum, lead, and 
nickel returns, the alpha parameter estimated through the 
minimization of SSE of the in-sample predictions for the ES 
model led to a model that produced forecasts nearly identi-
cal to the global mean method. This explains why the error 
metrics are essentially the same for the two models.

The fact that different error metrics suggest different mod-
els is common in this type of analysis and it is the prefer-
ence of researchers to choose which is the most appropriate 
for their applications. Furthermore, the fact that LightGBM 
was tuned using MSE as the error metric does not necessar-
ily mean that the set of parameters selected minimizes the 
MAE. Finally, as for the tuning of the LightGBM hyperpa-
rameters, it is possible that this could have led to even bet-
ter results if a finer hyperparameter space was explored or 
a different tuning approach was selected (i.e., grid search).

Figure 2 shows the rolling forecasts for the test period 
of the AutoRegLightGBM model. It is interesting to note 
the fact that the first few steps ahead resemble the ones an 
ARIMA (as the ones identified for each time series before) 
would produce and that the generated forecasts of all base 
metals, except copper, seem to converge to the mean, again 
as one would expect from a stationary ARIMA model. The 
phenomenon is particularly evident in the returns of lead, 
tin, nickel, and zinc. Aluminum forecasts also follow this 
behaviour but seem to produce additional patterns. Finally, 
copper forecasts do not seem to mean revert (at least on 
a 6-month forecasting horizon) but produce patterns that 
often coincide with reality. This phenomenon may be attrib-
uted to possible longer memory non-linear effects present in 

Table 5  Root mean squared scaled error across the testing period for 
all models

RMSSE
Metal GM ES ARIMA LightGBM Ensemble
Aluminum 0.75767 0.75767 0.74701 0.74496 0.74531
Copper 0.64523 0.66095 0.64475 0.64479 0.63493
Lead 0.51198 0.51198 0.51026 0.51466 0.51154
Tin 0.87620 0.93942 0.86167 0.87883 0.86810
Nickel 0.78483 0.78483 0.77863 0.77320 0.77497
Zinc 0.81199 0.84470 0.81147 0.81253 0.81066
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can be beneficial as it reduces the uncertainty associated 
with the assumptions for the models selected (X. Wang et 
al. 2023a). Finally, it confirms the notion that higher model 
complexity is not necessarily associated with better out-of-
sample performance (Makridakis et al. 2018a, b) since for 
lead and tin returns, the most accurate method was found to 
be a simple ARIMA model.

by established time series models, given the appropriate 
transformations. This can be attributed to the fact that the 
LightGBM algorithm can approximate longer memory, 
non-linear temporal relationships that are likely to exist in 
the time series of base metals prices in contrast to linear 
models such as ARIMA. In addition, it highlights that the 
combination of forecasts produced by different methods 

Fig. 2  Test data (black) and rolling forecasts (red) of the tuned AutoRegLightGBM algorithm (a) aluminum, (b) copper, (c) lead, (d) Tin, (e) 
Nickel, (f) Zinc
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study, should not necessarily be used as standalones. Their 
forecasting capability can be further enhanced by expert 
judgement as this has been found to be a promising strategy 
in the literature (Franses and Legerstee 2011; Lawrence et 
al. 1986). Thus, the forecasts generated by the combination 
of exogenous and endogenous information can prove useful 
for stakeholders to reduce the uncertainty arising from base 
metals prices.

Nevertheless, the study comes to support the idea that 
forecasting the prices of base metals is a challenging task 
(Dooley and Lenihan 2005) and that, in fact, only a fraction 
of the future can be explained from the past. The dynamic 
nature of the base metals markets and the stochasticity that 
characterizes these systems underscore the limitations of 
models to accurately forecast, especially at longer horizons. 
That being said, tools like the ones developed under this 

Fig. 3  Test data (black) and rolling forecasts (red) of the tuned LightGBM-ARIMA ensemble (a) aluminum, (b) copper, (c) lead, (d) Tin, (e) 
Nickel, (f) Zinc
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such ensembles are created, it would be of value to study 
the strategy of selecting and optimizing the weights of the 
models that make up the ensemble in order to investigate 
how weighting affects the out-of-sample accuracy.
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