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Abstract We present the theory of twisted L? estimates for the Cauchy—Riemann
operator and give a number of recent applications of these estimates. Among the appli-
cations: extension theorem of Ohsawa—Takegoshi type, size estimates on the Bergman
kernel, quantitative information on the classical invariant metrics of Kobayshi,
Caratheodory, and Bergman, and sub elliptic estimates on the 3-Neumann problem. We
endeavor to explain the flexibility inherent to the twisted method, through examples
and new computations, in order to suggest further applications.

1 Introduction

Holomorphic functions of several complex variables can be defined as those functions
that satisfy the so-called Cauchy—Riemann equations. Because the Cauchy—Riemann
equations form an elliptic system, holomorphic functions are subject to various kinds
of rigidity, both local and global. The simplest striking example of this rigidity is the
identity principle, which states that a holomorphic function is completely determined
by its values on any open subset. Another simple yet profound rigidity is manifest
in the maximum principle, which states that a holomorphic function that assumes
an interior local maximum on a connected open subset of C" must be constant on
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that subset. As a consequence, there are no non-constant holomorphic functions on
any compact connected complex manifold. A third striking kind of rigidity, present
only when the complex dimension of the underlying space is at least 2, is the Hartogs
Phenomenon: the simplest example of this phenomenon occurs if €2 is the complement
of a compact subset of a Euclidean ball B, in which case the Hartogs Phenomenon is
that any holomorphic function on €2 is the restriction of a unique holomorphic function
in B.

Because of their rigidity, holomorphic functions with specified geometric properties
are often hard to construct. A fundamental technique used in their construction is the
solution of the inhomogeneous Cauchy—Riemann equations with estimates. If the
right sorts of estimates are available, one can construct a smooth function with the
desired property (and this is often easy to do), and then correct this smooth function
to be holomorphic by adding to it an appropriate solution of a certain inhomogeneous
Cauchy—Riemann equation.

While the most natural estimates one might want are uniform estimates, they are
often very hard or impossible to obtain. On the other hand, it turns out that L estimates
are often much easier, or at least possible, to obtain if certain geometric conditions
underlying the problem are satisfied.

Close cousins of holomorphic functions are harmonic functions, which have been
the subjects of extensive study in complex analysis since its birth. Not long after the
concept of manifolds became part of the mathematical psyche (and to some extent
even earlier), mathematicians began to extract geometric information from the behav-
ior of harmonic functions and differential forms. In the 1940s, Bochner introduced his
technique for getting topological information from the behavior of harmonic forms.
Around the same time, Hodge began to extract topological information about alge-
braic varieties from Bochner’s ideas. In the hands of Kodaira, the Bochner Technique
saw incredible applications to algebraic geometry, including the celebrated Kodaira
Embedding Theorem.

About 20 years earlier, mathematicians began to study holomorphic functions from
another angle, more akin to Perron’s work in one complex variable. Among the most
notable of these was Oka, who realized that plurisubharmonic functions were funda-
mental tools in bringing out the properties of holomorphic functions and the natural
spaces on which they occur.

In the late 1950s and early 1960s, the approaches of Bochner—Kodaira and Oka
began to merge into a single, and very deep approach based in partial differential
equations. The theory was initiated by Schiffer and Spencer, who were working on
Riemann surfaces. Spencer defined the d-Neumann problem, and intensive research
by Andreotti and Vesentini, Hormander, Morrey, Kohn, and others began to take hold.
It was Kohn who finally formulated and solved the 3-Neumann problem on strictly
pseudoconvex domains, after a crucial piece of work by Morrey. Kohn’s work, which
should be viewed as the starting point for the Hodge Theorem on manifolds with
boundary, provided L? estimates and regularity up to the boundary for the solution of
the Cauchy—Riemann equations having minimal Z? norm. In the opinion of the authors,
Kohn’s work is one of the incredible achievements in twentieth century mathematics.

Shortly after Kohn’s work, Hormander and Andreotti-Vesentini, independently
and almost simultaneously, obtained weighted L? estimates for the inhomogeneous
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Cauchy-Riemann equations. The harmonic theory of Bochner—Kodaira and the
plurisubharmonic theory of Oka fit perfectly into the setting of weighted L? esti-
mates for the inhomogeneous Cauchy—Riemann equations. The theorem also gave
a way of getting interesting information about the Bergman projection: the integral
operator that orthogonally projects L? functions onto the subspace of holomorphic L2
functions.

The applications of the Andreotti-Hormander—Vesentini Theorem were fast and
numerous. There is no way we could mention all of them here, and neither is it our
intention to do so. Our story, though it will have some elements from this era, begins
a little later.

In the mid 1980s, Donnelly and Fefferman discovered a technique that allowed
an important improvement of the Bochner—Kodaira technique, which we call “twist-
ing”. Ohsawa and Takegoshi adapted this technique to prove a powerful and general
extension theorem for holomorphic functions. Extension is a way of constructing holo-
morphic functions by induction on dimension. The L? extension theorem, as well as
the twisted technique directly, has been used in a number of important problems in
complex analysis and geometry, but it is our feeling that there are many more appli-
cations to be had.

Thus we come to the purpose of this article: it is meant to lie somewhere between
a survey and a lecture on past work, both by us and others.

The paper is split into two parts. In the first part, we shall explain the Bochner—
Kodaira—Morrey—Kohn-Hormander technique, and its twisted analogue. In the second,
considerably longer part, we shall demonstrate some of the applications that these
techniques have had. We shall discuss improvements to the Hérmander theorem, L
extension theorems, invariant metric estimates, and applications to the 9-Neumann
problem on domains that are not necessarily strictly pseudoconvex (though they are
still somewhat restricted, depending on what one is proving). We do not provide all
proofs, but where we do not prove something, we provide a reference.

There are many topics that have been omitted, but which could have naturally been
included here. We chose to focus on the analytic techniques that lie behind these
results, with the goal of equipping a reader with the understanding needed to easily
learn about these topics from the original papers, and to apply these techniques to
other problems.

After this paper was written, we received the interesting expository paper [7], which
has some overlap with our article. In both papers, the aim is to explain L? estimates
on d that have been derived after the work of Andreotti—-Hormander—Vesentini and
to apply them to certain problems. But the differences between Blocki’s and our
paper are significant. We discuss the basic apparatus of the 9 estimates in differential-
geometric terms, which allows us to present the estimates on (p, g)-forms with
values in holomorphic bundles over domains in Kéhler manifolds starting in Sect. 2.3,
and continuing thereafter. This generality of set-up yields L? extension theorems of
Ohsawa-Takegoshi type of much wider applicability in Sect. 5, e.g., in Sect. 5.2.4.
There is no doubt, however, that such alevel of generality could also have been achieved
in [7], had the author wanted to include it. A more significant difference between the
two papers is conceptual: we view the idea of twisting the 3 complex as a basic method,
one that has led to new L? estimates and provides a framework to obtain additional
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estimates. The point of view taken in Btocki’s paper is that the Hormander (or more
correctly, Skoda) estimate is primary and can be manipulated, ex post facto, to yield
new inequalities. Btocki writes that our methods are “more complicated”, but we do
not agree with this characterization, which seems to be a matter of taste. Indeed, the
methods we use are equal in complexity to the methods needed to prove Hérmander—
Skoda’s estimates, so it seems to us that any mathematician who wants to understand
the entire picture will find no greater economy in one or the other approaches.

While it is certain that both approaches have their pedagogical benefits, we wanted
to highlight how our approach shows that certain curvature conditions lead directly
to useful new estimates. The path from the curvature hypotheses to the estimates that
uses Hormander—Skoda’s Theorem as a black box seemed to us to be more ad hoc.
We also give an extended discussion in Sect. 4.6 about how the new inequalities—
whether derived via twisting or by manipulating Hérmander’s inequality—do give
estimates that are genuinely stronger than Hormander’s basic estimate alone. In terms
of applications, aside from our homage to Btocki’s and others’ work on the reso-
lution of the Suita conjecture (cf. Sect. 5.6) the overlap of the two papers is only
around the basic Ohsawa—Takegoshi extension theorem. Blocki’s very interesting
applications go more in the potential theory direction—singularities of plurisbhar-
monic functions and the pluricomplex Green’s function—while ours go more towards
the 3-Neumann problem—compactness and subelliptic estimates, and pointwise esti-
mates on the Bergman metric. There is no doubt in our mind that the present article
and Blocki’s paper supplement each other, providing both different conceptual points
of view and different applications.

Part I: The basic identity and estimate, and its twisted relatives

2 The Bochner-Kodaira—Morrey—Kohn identity

We begin by recalling an important identity for the d-Laplace Beltrami operator. We
shall first state it in the simplest case of (p, ¢)-forms on domains in C", and then for
the most general case of (p, g)-forms with values in a holomorphic vector bundle over
a domain in a Kihler manifold.

2.1 Domains in C"

Let us begin with the simplest situation of a bounded domain 2 CC C". We assume
that 2 has a smooth boundary 9€2 that is a real hypersurface in C". We fix a function
p in a neighborhood U of 9€2 such that

UNQ={zeC"; pz) <0}, 0Q={ze€C"; p(z) =0} and |dp| = 1o0n0d<.

(A function satisfying the first two conditions is called a defining function for 2, and a
defining function normalized by the third condition is called a Levi defining function.)
Suppose also that e~% is a smooth weight function on €.

Here and below, we use the standard summation convention on (p, g)-forms, which
means we sum over repeated upper and lower indices (of the same type). We employ

@ Springer



L2 estimates for the 3 operator 183

the usual multi-index notation
dzl =dz" A+ AdZ? and dZ) =dZV Ao AdZH

and write

1J _ il il kll/Tl k, /_
o —O‘KL‘S L 9trtrS N

We define

) i 2
(a,B) :=a; 7B and |o|” = o, ja’l.

Using the pointwise inner product (-, -) and the weight function e =%, we can define
an inner product on the space of smooth (p, g)-forms by the formula

(o, B)y = /Q @ fre=*dV.

We define L%p’ q)(Q, ¢~ %) to be the Hilbert space closure of the set of all smooth

(p, g)-forms o = oz”-dz’ A dz’ on a neighborhood of . As usual, these spaces
consist of (p, g)-forms with coefficients that are square-integrable on €2 with respect
to the measure e~ ?dV.

On a smooth (p, ¢)-form one has the so-called 3 operator (also called the Cauchy—
Riemann operator) defined by

o, 7 doy 5
Ja = 22 g2k p gl p a7 = (1) S gl A g7k A gz
o7k azk

- - 8a -
(—1)1’8’;5’?’,(’4&’ Adz¥,

where ¢ % denotes the sign of the Permutation taking M to N . Evidently d maps smooth
(p, g)-forms to smooth (p, g + 1)-forms and satisfies the compatibility condition
3> =0.

We can now define the formal adjoint 5:; of 3 as follows: if « is a smooth (p, ¢)-form
on €2, then the formal adjoint satisfies

(05, B) = (. IB)

for all smooth (p, g — 1)-forms B with compact support in €2. A simple integration-
by-parts argument shows that

- < 8
(33e),; = (—1)P—1e¢5’<1ﬁ (e_‘palﬁ) . (1
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If « is a smooth form, one can directly compute that

Bzgo

B q
Ak A% _ Sijg*y . is
(33 +3:0) o = 6 V; v,a+];5 T2k

XL ey @)

where V = % and V* is the formal adjoint of V.

Remark 2.1 The geometric meaning of the important formal identity (2) will be
expanded on in the next paragraph. For the time being, we would like to make the
following comment. The tensor « can either be thought of as a differential form, or
a section of the vector bundle Ag’q — 2. (We view both of these bundles as having
a non-trivial Hermitian metric induced by the weight ¢~%.) As a differential form,
one can act on it with the d-Laplace Beltrami operator 39* + 9*3, but as a section
of Ag’q, one has to use the “covariant 9 operator V., because the latter bundle is not
holomorphic and therefore doesn’t have a canonical choice of 8 operator. The main
thrust of the formula (2) is that these two, a priori nonnegative d-Laplace operators
are related by the complex Hessian of ¢ (as it acts on (p, g)-forms).

If in (2) we assume « has compact support in €2, then taking inner product with «
and integrating-by-parts yields

a% 2 P 2 = 2 —
||8(poz||(/,+||8a||¢ _/Q|Va| e~ %dvV

9 2 o
i 8 QD
LS 1 ...... (p
+/S228 22970k Sty Nedidae™0d V. (3)
k=1

In particular, if there is a constant ¢ > 0 such that

82
; (p_ 2 C(S- ’
07107/ Y

then we get the inequality
105el[5 + 19l [5 = clle|® )

for all smooth (p, ¢)-forms « with compact support But since smooth forms with
compact support do not form a dense subset of L? (Q e~ %) with respect to the
so-called graph norm ||«|| 4+ ||D«||, we cannot take advantage of this estimate. In
fact, the estimate is not true without additional assumptions on 2.

To clarify the situation, we must develop the theory of the 8 operator a little further,
and in particular, extend it to a significantly larger subset of the space L%p’ 2 (2,e7%).
Such a development requires some of the theory of unbounded operators and their
adjoints, which we now outline in the case of 9.

The operator 9 is extended to L%p’ q)(Q, e~ %) as follows. First, it is considered as

an operator in the sense of currents. But as such, the image of L%p 2 (R2,e7?)is aset
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of currents that properly contains L? +) (2, e=?). We therefore limit the domain of

(p.q
d by defining

Domain(3) := {a €Ll Qe ) daell, (R e—¢’)}.

Of course, this Hilbert space operator extending d (which we continue to denote by 9)
is not bounded on L%p 0 (2, e~?), but nevertheless it has two important properties.

(i) Itisdensely defined: indeed, Domain(d) is a dense subset of L%p’ @ (22, e %) since
it contains all the smooth forms on a neighborhood of €.

(i) Itis aclosed operator, i.e., the Graph {(a, de) ; @ € Domain(d)} of 9, is a closed
subset of L2 22, e79) x L(p g1, e79).

Much of the theory of bounded operators extends to the class of closed, densely defined
operators. For example, the Hilbert space adjoint of a closed, densely defined operator
is itself a closed densely defined operator.

Though we will not define the Hilbert space adjoint of a closed densely defined
operator in general, the definition should be clear from what we do for 9. First, one
defines the domain of 5{; to be

Domain(é;f) = {oeeL%p’q)(Q, e )ly: B> (5;3,04)¢ is bounded on Domain(é)].

Since Domain(d) is dense in L%p q_l)(Q, e~ %), the linear functional ¢, extends to a
unique element of L( g 1)(9, e~ %)*. By the Riesz Representation Theorem there is

aunique yy € L? )(SZ, e~ %) such that

(p.g—1
B, Ve)g = (0B, ).

We then define

3y = Vo

A natural and important problem that arises is to characterize those smooth forms
on a neighborhood of €2 that are in the domain of the Hilbert space adjoint 8:;. If we

take such a smooth form «, then it is in the domain of 5; if and only if
(av aﬂ)(ﬂ = (a(:a9 ﬁ)w

for all smooth forms p. Indeed, since compactly supported B are dense in

(SZ e~ ¥), the Hilbert space adjoint must act on « in the same way as the formal
ad_]omt On the other hand, if B does not have compact support, integration-by-parts
yields

(@.38), = (37a. B) Gy By
TR e U oplg - D! Jaq o 8z '
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It follows that a smooth form « is in the domain of 5; if and only if

P
5”8—;0(,;]50011 Q. (5)

Definition 2.2 The boundary condition (5) is called the 3-Neumann boundary condi-
tion.

For smooth forms satisfying the 3-Neumann boundary condition, the identity (3)
generalizes as the following theorem, proved by C.B. Morrey for (0, 1)-forms, and
generalized to (p, g)-forms by J.J. Kohn.

Theorem 2.3 Let Q2 be a domain with smooth real codimension-1 boundary with Levi
defining function p, and let e=% be a smooth weight function. Then for any smooth
(p, q)-form a in the domain of 3%, one has the so-called Bochner—Kodaira—Morrey—
Kohn identity

q 2 —
_ _ - 07 T
* 112 2 _ is - oy liteJkedg o9
132l + [ldel| /Q;_lja L IR e P4V

+/ IVal?e ?dV
Q

4q 2

= 0°p .

s~ " o= S 5 T —¢

+/BQZ‘S 91970k L@ Jidkedae™?dSyq.  (6)
k=1

In addition to the Bochner—Kodaira—Morrey—Kohn identity, we need two pieces of
information. The first is the following theorem.

Theorem 2.4 (Graph norm density of smooth forms) The smooth forms in the domain
of 8:; are dense in the space Domain(9) N Domain(a;f) with respect to the graph norm

ellly = llelly + 19y + [105e -
Remark Theorem 2.4 relies heavily on the smoothness of the weight function ¢.

Our next goal is to obtain an estimate like (4) from Theorem 2.3 under some
assumption on the Hermitian matrix
3%¢
— ) @)
az'0z/

for example, that it is positive definite. It is reasonable to believe (and not hard to verify)
that the first term on the right hand side of (6) can be controlled by such an assumption,
and the second term is clearly non-negative. But the third term, namely the boundary
integral, can present a problem. And indeed, it is here that the 8 Neumann boundary
condition enters for a second time, to indicate the definition of Pseudoconvexity.

@ Springer



L2 estimates for the 3 operator 187

To understand pseudoconvexity properly, it is useful to look again at the complex
structure of C", thought of as a real 2n-dimensional manifold. If z', ..., 7" are the
complex coordinates in C" and we write

then multiplication by +/—1 induces a real linear operator J that acts on real tangent
vectors by

a a d a .
J— = — and J—.Z——., 15151’1
ax! ay’ ay! dx!

To diagonalize J, whose eigenvalues are £+4/—1 with equal multiplicity (as can be
seen by the fact that complex conjugation commutes with J), we must complexify the
real vector space T¢n, i.e., look at Tgn = Tcr ®r C. Then we have a decomposition

~ 71,0 0,1
Ten =Ton ® Ten
ith 2 =12 _ /=12 9 19 4 /T8
where, with 57 = 250 layi) and 5 =25 + layi)’

0 0
T(é;,o = Spang [ ] and TO;,1 = Spang [— el f] .

azl,...,azn

The reader can check that Jv = /—1v forv € T5% and Jv = —/—1v forv € T2

Let us now turn our attention to real tangent vectors in C" that are also tangent
to the boundary 02, i.e., vectors that are annihilated by dp. In general, given such a
vector v, Jv will not be tangent to 9<2. In fact, if we write

1,0
Ty =Ty N JTyq,
then a computation shows that
1,0
T, = Ker(dp).

Definition 2.5 We say that (the boundar?/ of) Q is pseudoconvex if the Hermitian form
/—100p is positive semi-definite on Tas’zo‘ If this form is positive definite, we say 2
is strictly pseudoconvex.

It is now evident that if a smooth (p, ¢)-form « satisfies the 3-Neumann boundary
conditions, then it takes values in

Ag’o A A%
a0

ION
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where

0,9 ._ 204 1,0x) _ 1,0% 1,0%
A = A (T ) = o A ATy

g times

That is to say, the (1, 0)-covectors are unrestricted, but the (0, 1)-covectors must be
complex-tangent to the boundary.
Putting this all together, we have the following theorem.

Theorem 2.6 (Basic Estimate) Let Q2 be a domain in C" with pseudoconvex boundary,
and let ¢ be a function on 2 such that the Hermitian matrix (7) is uniformly positive
definite at each point of 2. Then for all (p, q)-forms « € Domain(d) N Domain(f_)j;),
we have the estimate

13l + [135ell = Cllell.
where C is the smallest eigenvalue of (7).

Remark The hypothesis of pseudoconvexity of 92 and positive definiteness of the
complex Hessian of ¢ in Theorem 2.6 is sharp when ¢ = 1, but can be improved when
q > 2. We will clarify this point in the next paragraph, when we look at the notion of
positivity of the action induced by a Hermitian form on a vector space V on the space
of (p, g)-multilinear forms on V.

2.2 A remark: some simplifying algebra and geometry

There are some geometric and algebraic insights that can make the identity (6) easier
to digest. These ideas will also make a simple transition to the geometric picture in
the next paragraph.

The first, and simpler, issue, is to understand the action of the Hessian of a function
on forms. To have a coordinate-free definition of this action, we use multilinear algebra.
If we have a Hermitian form .7 on a finite-dimensional Hermitian vector space V
of complex dimension n and with “background” positive definite Hermitian form o7,
then the form 7 acts on vector spaces obtained from V by multilinear operations.
The only case we are interested in here is the case E ® A%4(V*), where E is a vector
space on which JZ acts trivially, and

AP (VF) = VEA AV,
—_—

q times

where V* is the dual vector space of V. (Here with think of a Hermitian form as an
element Z € A1 (V*) satisfying

B=2A and (B,vV—1xAX)eR forallx € V.
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Let us examine how the Hermitian form .5 acts on E ® A%4(V*) relative to
the positive definite Hermitian form 7. First, we diagonalize # on V relative to
<. That is to say, there exist real numbers A; < --- < A, and independent vectors
V1, ..., 0 € V (where r = dimc(V)) such that

H(vi, vi) = A (vi, v;).
We can choose v; such that .7 (v;, v;) = 2 for all i, as we assume from now on.
Definition 2.7 We say that a Hermitian form 7 is g-positive with respect to a back-
ground Hermitian form .7 if the sum of any ¢ eigenvalues of .7# with respect to <7,

counting multiplicity, is non-negative. If the sum is positive, we say ¢ is strictly
g-positive with respect to .o7.

Let us denote by al, ..., o the basis of V* dual to vy, ..., v, i.e., (v;, ozj) = 8{.
Writing
al =@t A A
we define

{j‘f}e@aj: {f%ﬁ}%e®aj = (A +-~-+qu)e®aj,

where J = (ji, ..., jg), and extend the action to £ ® AO"I(V*) by linearity.
This definition of the action of .7Z, applied to the case V = Tg(z): i orV = Taos’zl’ " and

the Hermitian form /7 = /—13d¢ or 7 = /—19dp restrictedto T, aog’zl , respectively,
shows us that in fact, the psuedoconvexity and positive definiteness ’hypotheses in
Theorem 2.6 can be replaced by the weaker assumptions of positivity of the sum of
the ¢ smallest eigenvalues of 39¢ (and of 39 p restricted to Taléo).

Remark Of course, g-positivity holds if and only if the sum of the g smallest eigen-
values, counting multiplicity, is positive. Thus

(1) 27 is 1-positive if and only if # is positive definite,
(i1) positive-definiteness is a stronger condition than g-positivity for g > 2, and
(iii) the notion of 1-positive is independent of the background form .7, but, as soon
as g > 2, g-positivity is not independent of ..

The multi-linear algebra just discussed gives us a way to understand the Hermitian
geometry of the terms in the basic identity on domains in C”, and our next task is to
import this understanding to more general domains in Kédhler manifolds, and (p, ¢)-
forms with values in a holomorphic vector bundle. To accomplish this task, we will
need a notion of § for such sections, and also of curvature of vector bundle metrics.

Given a holomorphic vector bundle E — X or rank » over a complex manifold X,
one can associate to E a E_)-operator, defined as follows. If eq, . . ., e, is a holomorphic
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190 J. D. McNeal, D. Varolin

frame for E over some open subset U of X, then any (not necessarily holomorphic)
section f of E can be written over U as

f=rfle
for some functions f 1, f" on U. We then define
If =@f) ®e.

Because a change of frame occurs by applying an invertible matrix of holomor]i)hic
functions, the operator d is well-defined, and maps sections of E to sections of T)?’ ®
E.

In general, we may wish to differentiate sections of E. The way to do so is through
a choice of a connection, i.e., a map

v:any»r@J§®E)

where T)(? := Tx @gr Cis the complexified tangent space. In general, there is no natural
choice of connection, but if the vector bundle has some additional structure, we are
able to narrow down the choices significantly. For example, if E is a holomorphic
vector bundle, then in view of the decomposition TS = TX’0 ® T)(()’1 into C-linear and
C-linear components, we can split any connection as

V=v0q vl

We can then ask that VO! = 3. If E is also equipped with a Hermitian metric, we
can ask that our connection be compatible with the Hermitian metric in the following
sense:

d(f. 8)(&) =(Vef.g) +(f. Veg). §eTx.

A connection V that is compatible with the metric of E — X and satisfies V®! = 9
is called a Chern connection. The following theorem is sometimes called the Funda-
mental Theorem of Holomorphic Hermitian Geometry.

Theorem 2.8 Any holomorphic Hermitian vector bundle admits a unique Chern con-
nection.

Remark 2.9 The Chern connection is in particular uniquely determined for the Her-
mitian vector bundle T)%’O, the (1, 0)-tangent bundle of a Hermitian manifold (X, w).
Now, the assignment of a (1, 0)-vector & to twice its real part gives an isomorphism
of T;’O with Ty, and this isomorphism associates to a Hermitian metric the under-
lying Riemannian metric. Thus we obtain a second canonical connection for TI’O,
namely the Levi-Civita connection. In general, these two connections are different.
They coincide if and only if the underlying Hermitian manifold is Kéhler.
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L2 estimates for the 3 operator 191

We can also discuss the notion of the curvature of a connection. Indeed, thinking of
V is an exterior derivative, we see that in general VV # 0. The miracle of geometry
is that the next best thing happens: VV is a 0" order differential operator, and this
operator is called the curvature of the connection V. In general, locally the curvature
is given, in terms of a frame for E, by a matrix whose coefficients are differential
2-forms with values in E:

O(V):=VV:I'(X,E) - T (X, E® AZTX) .
In the case of the Chern connection, we have
V2 = (V92 4 105 4 av0 4 52 = (v10)2 4 105 4 v 0,

but because the Chern connection preserves the metric (i.e., it is Hermitian) we must
have (V1:0)2 = 0. We therefore have the formula

O(V) = [v‘~°, é]

for the Chern connection. (Here, because we are using differential forms, the com-
mutator is “graded” according to the degree of the forms. If we choose two tangent
(1, 0)-vector fields & and 7, then we have

o). m = V¢, 5]

where now the commutator is the usual one.)

The example of the trivial line bundle p; : @ x C — Q (where p; is projection to
the first factor) with non-trivial metric e~ ¥ is already interesting. In this case, a section
is the graph of a function f : Q@ — C, and the metric for the trivial line bundle is
given by

(f.8)@) = fDg@e P, zeQ.

The d-operator just corresponds to the usual d operator on functions. Imposing metric
compatibility gives

di{f,g) =dfge ?+ fdge ™ + fg(—dp)e ™ = (f — dof +df)ge
+f(3g — dpg — dg)e ¥,

so the Chern connection is given by
vi0r =af — fag.
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The curvature of this connection is

OV)f =00f)—0pAdf+d0f —dpf) =03 +00)f —dp ADdf
—0f Adp — f0dp = (309)f,

i.e., multiplication by the complex Hessian of ¢. This is precisely the Hermitian form
in (3) and (6). (The action of this Hermitian form on (p, g)-forms was discussed in
the first part of this paragraph.)

Finally, let us begin to clarify the remarks we made earlier regarding (p, ¢)-forms.
We note that while A’;’q — X is in general not a holomorphic vector bundle, it is
indeed holomorphic when ¢ = 0. Writing

Pqg _ AP0 0.9
AYT =AY @AY,

we can therefore treat (p, g)-forms as (0, ¢)-forms with values in the holomorphic
vector bundle A‘;’O. More generally, if E — X is a holomorphic vector bundle, then

we can treat E-valued (p, g)-forms as £ ® Af(’o—valued (0, g)-forms on X. For this
reason, it is often advantageous to assume p = 0.

Remark Interestingly, there is also an advantage to assuming p = n. We shall return
to this point after we write down a geometric generalization of Theorem 2.3, which is
our next task.

2.3 (p, q)-forms with values in a holomorphic vector bundle over domains
in a Kéhler manifold

Let (X, w) be a Kéhler manifold and let 2 CC X be an open set whose boundary is
a possibly empty, smooth compact real hypersurface in X. Let us write

where n is the complex dimension of X. We assume there is a smooth, real-valued
function p defined on a neighborhood U of 92 in X such that

Q={zeU; p(x) <0}, 9Q={z€U; p(z) =0} and |dp|y, =10n0dR2.

Suppose also that there is a holomorphic vector bundle £ — € with (smooth')
Hermitian metric 4. With this data, we can define a pointwise inner product on
E-valued (0, g)-forms, which we denote

(o0, B)ow.in-

! There are a few notions of singular Hermitian metrics for vector bundles of higher rank, but the theory of
singular Hermitian metrics, while rather developed for line bundles, is much less developed in the higher
rank case.
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To give this notion a more concrete meaning, let us choose a frame ey, ..., e, for E
and local coordinates z. If we write

o = a’jei ®dz’ and « = ,Bljei ®d7’,

as well as
. . — I
hij :=h(e;,e;) and w;; = w(azf’ 82!’)’
then
—igly Tl
(o, By = otI-,BJ-hl-ja) ,
where /' is the inverse transpose of @, 7 and w’/ = w/!'i ... w/a's. This pointwise

inner product is easily seen to be globally defined, and as in the case of domains
in C", it induces an L? inner product on smooth E-valued (0, ¢)-forms by the
formula

(@ Bop = / (@, B)p V.
Q

If we carry out the natural analogues of the ideas from Sect. 2.1, we are led to define
the domains of 8 and? 0y, the latter being given on smooth E-valued (0, ¢)-forms by
the formula

- e 9 -
@a); = —hilwy, o (hmga'j?La)Jka)LM det(a))) . (8)
We also have the analogue of the 3-Neumann boundary condition

-0p
a)”a—zsoz;_j =0 ondQ. 9)
The result for compactly supported forms (which in this setting can be useful if one
is working on compact Kéhler manifolds) goes through in the same way, as does the
modification to manifolds with boundary introduced by Morrey and Kohn. To keep
things brief, we content ourselves with stating the theorem that results.

Theorem 2.10 (Bochner—Kodaira—Morrey—Kohn identity) Let (X, w) be a Kdihler
manifoldand E — X a holomorphic vector bundle with Hermitian metric h. Denote by
Ricci(w) the Ricci curvature of w, and by © (h) the curvature of the Chern connection
for E. Then for any smooth E-valued (0, q)-form « in the domain of 9}, i.e., satisfying

2 Although the definition of Z_);l‘ also depends on w, we omit this dependence from the notation to keep
things manageable.
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the 8-Neumann boundary condition (9), one has the identity
q -
Sk 12 a2 is - i} J1esJ--Jg
95l o + 10allf, = /Q Zw (©(h) +R1001(w))i’jkajl e dv,
+ / Waﬁ),hde

o'F ol ) _jlu-jku-.iq
/ i 8z’8z/k i @y Swag. (10)

Remarks 2.11 A couple of remarks are in order.

(1) Some of the indices look to be in the wrong place; they are superscripts when they
should be subscripts, or vice versa. This is the standard notation for contraction
(which is also called raising/lowering) with the relevant metric.

(ii) Although the Ricci curvature of a Riemannian metric is a well-known quantity,
the Ricci curvature of a Kihler metric is even simpler. A Kihler form w induces
a volume form dV,,, which can be seen as a metric for the anticanonical bundle

—Kx =det Ty

The curvature of this metric is precisely the Ricci curvature of w. It is therefore
given by the formula

Ricci(w) = —+/—109 log det(w; 7).

The reader can check that Ricci(w) is independent of the choice of local coordi-
nates.

Finally, we come to the statement made at the end of the previous paragraph,
regarding the convenience of using (n, ¢)-forms instead of (0, g)-forms. An E-valued
(n, g)-form can be seen as an E ® K x-valued (0, g)-form. Locally, we can write such
a form as

a=de@dz' A Ad7".

We can use he metric ;i for £ ® Kx to compute that

n

—/—1
(C(, IB)CO’ dc}tla) - h”a ﬂ/

dz' AdZY A - A dZY A dT

which is a complex measure on €2, and can thus be integrated without reference to a
volume form.
Now, the metric Toto [ has curvature

®(h) — Ricci(w),
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and the second term cancels out the Ricci curvature in (11). We therefore get the
following restatement of Theorem 2.10

Theorem 2.12 (Bochner—Kodaira—Morrey—Kohn identity for (n, g)-forms) Let
(X, w) be a Kihler manifold and E — X a holomorphic vector bundle with Her-
mitian metric h. Denote by ©(h) the curvature of the Chern connection for E.
Then for any smooth E-valued (n, q)-form o in the domain of 5,’:, i.e., satisfying the
d-Neumann boundary condition (9), one has the identity

7 rTEre——
5*a 2 5(1 2 — E wif@ h - Oll— . CA o(_]I...jk...‘]q
|| h ”h,(D + ” ||h,a) Q ~ ( )l’./k ]1__.(“,)[(“.‘](] i

+/ Va2 , vV,
o :

detw

q -
i Yo L g i dSesn
0 = Azl 9z 1 kenidq detw
(11)

The notion of pseudoconvexity goes over to the case of domains in Kédhler manifolds
without change, but we can also introduce the notion of g-positive domains in a Kihler
manifold. Although the notion of g-positivity can be defined for a vector bundle, we
restrict ourselves to the case of line bundles, since this is the main situation we will
be interested in.

Definition 2.13 Let (X, w) be a Kdhler manifold.

(i) A smoothly bounded domain 2 CC X with defining function p is said to be
g-positive if the Hermitian form /=193 p, restricted to T, is g-positive with
respect to w restricted to Tflz’o.

(i) Let L — X be a holomorphic line bundle. We say that a Hermitian metric for
L — X is g-positively curved with respect to w if the Chern curvature /—199¢
is g-positive with respect to w.

Remark Although the notion of g-positive domain does depend on the ambient Kihler
metric w, it does not depend on the choice of defining function p, as the reader can
easily verify.

With these notions in hand, we can now obtain a generalization of Theorem 2.6 to
the setting of domains in Kéhler manifolds. Again we will stick to (0, ¢g)-forms with
values in a line bundle.

Theorem 2.14 (Basic Estimate) Let 2 be a smoothly bounded relatively compact
domain in a Kdhler manifold (X, w), and assume the boundary of 2 is q-positive with
respect to . Let L — X be a holomorphic line bundle with smooth Hermitian metric
e~ ¥ such that the Hermitian form

V=1(3d¢ + Ricci(w))
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is uniformly strictly q-positive with respect to . Then for all L-valued (0, q)-forms
o € Domain(d) N Domain(a;f), we have the estimate

30112 T 112 2
10ely, o, + 1135l = Clletlly, o

where C is infimum over Q of the sum of the q smallest eigenvalue of /—13d¢ +
«/—1Ricci(w) with respect to w.

3 The twisted Bochner-Kodaira—Morrey—Kohn identity

3.1 The identity; two versions
We stay in the setting of a Kidhler manifold (X, ) and a domain Q CC X with ¢-

positive boundary. Suppose we have a holomorphic line bundle L — X with Hermitian
metric e~ %. Let us split the metric into a product

e =tV

where T is a positive function and thus e~ is also a metric for L. In view of the
formula (8) we have

6_):;0{ = E_):;,oz — v grad®! (v)
where grado’1 (7) is the (0, 1)-vector field defined by

It =w (E,grado’l(r)) , EeTy.
We also have the curvature formula

- - 99t T A dT
00 = 00y — — + .
T

2

Substitution into (11) yields the following theorem, in which we use the more global,
and somewhat more suggestive, notation than that used in (11).

Theorem 3.1 (Twisted Bochner-Kodaira-Morrey—Kohn identity) For all smooth
L-valued (0, g)-forms in the domain of 33, one has the identity

/z|5:;ﬂ|we—1”de+/r|é,3|§ue—‘/fde
Q Q
=/ <{t\/—1(85(p+Ricci(a)))—«/—laér};3,,3> eVav,
Q w
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+/ erlie“”deJr/ ({rv=Tadp) p.8) e Vasia

Q R ]

+2Re / <5;;,3, grado’lrjﬂ> e Vdvg. (12)
Q 3]

On the other hand, we can also apply integration by parts to the term

/(é;;ﬂ, grado’lrJ,B> e Vv,
Q w
to obtain

/ <5;;ﬁ, grad®! IJ,B> e Vdve
Q w
— _/ T <55:;,,3, /3> e vav, +/ T35 Be Y dV,.
Q © Q
Substitution into (12) yields the following theorem, due to Berndtsson.

Theorem 3.2 (Dual version of the Twisted Bochner-Kodaira-Morrey—Kohn identity)
For all smooth L-valued (0, q)-forms B in the domain of 9%, one has the identity

2Re / r<z§é;;,6,5> e_dew+/ t13B12eVdV,
Q w Q

=/r|é;;ﬂ|we—"fde+/ <{rﬁ(aéw+Ricci(w))—J—_1351},3, ,3) eVav,
Q Q w

+/ rﬁﬁ@e*‘ﬂdeJr/ <{t\/—_182_),0},3,/3> eV dSsq. (13)
Q 90 »

3.2 Twisted basic estimate

By applying the Cauchy—Schwarz Inequality to the second integral on the right hand
side of (12), followed by the inequality ab < Aa®> + A~'b?, one obtains

2Re <é:;ﬂ, grado’ltjﬂ> < Al3; B2 + A <{«/—18r A ér} 8, ,3> .
w w
Thus, the following inequality holds:

Theorem 3.3 (Twisted Basic Estimate) Let (X, w) be a Kihler manifold and let L —
X be a holomorphic line bundle with smooth Hermitian metric e~V . Fix a smoothly
bounded domain Q2 CC X such that 92 is pseudoconvex. Let A and t be positive
functions on a neighborhood of Q with T smooth. Then for any smooth L-valued
(0, g)-form B in the domain of 2_9:; one has the estimate
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/Q(r + A BleVdV, +/Qr|5ﬁlie“/fde

> / ({J—T (r(aéw + Ricci(w)) — 83t — A~197 A 51)} B, Bwe Vdv,.
Q
(14)

3.3 A posteriori estimate

An application of the big constant-small constant inequality to the left-most term of
identity (13) in Theorem 3.2 yields the following estimate.

Theorem 3.4 (A posteriori estimate) Let (X, w) be a Kahler manifold and let L — X
be a holomorphic line bundle with smooth Hermitian metric e~V . Fix a smoothly
bounded domain Q@ CC X such that 0S2 is pseudoconvex. Let T be a smooth positive

function on a neighborhood of Q, and let /—1® be a non-negative Hermitian (1, 1)-
Sorm that is strictly positive almost everywhere. Then for any smooth L-valued (0, q +
1)-form B in the domain of 8; one has the estimate

/tlf_)é;‘,ﬁl%_)’we_‘/’de+/rléﬁlwe_‘/’de

Q Q

z/ r|é;ﬂ|§)e—‘”de+/({J—l(r(aéw+Ricci(w)—®)—aér)}ﬁ,ﬂ> eVdv,
Q JQ )

+/ rﬁmie*‘/’der/ <{rﬁaép}5,ﬁ> e VdSsa. (15)
JQ Q2 @

Remark 3.5 The norm | - |@ , appearing in (13) requires a little explanation. The
Hermitian matrix /—1© can be seen as a metric for X (almost everywhere), and this
metric induces a metric on (0, g¢)-forms. This is the metric appearing in the second
term on the second line of (13). Since the inequality is obtain from an application of
Cauchy-Schwarz and the big constant/small constant inequality, the metric | - |@ 4
corresponds to the “inverse metric”. However, the inverse transpose of the matrix of
2 produces a (1, 1)-vector. To identify this vector with a (1, 1)-form, we must lower
the indices, which we do using the form w. If we write the resulting (1, 1)-form as
@;1, then

@l = ({v=10;'} 8.8)

Note that if « is a (0, 1)-form, |°‘|%~),w = |oz|é, but for ¢ > 2, the two norms are
different.

Analogous statements hold for (0, g)-forms with values in a vector bundle. In that
case, we denote the resulting metric

2
|a|®,w;h’

noting that when the vector bundle has rank 1 and 7 = e~ %, then |oz|%,) oh =

|a|%)’we_‘/’.
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Part II: Applications

4 § theorems

Our next goal is to exploit the various basic estimates we have established so far.
We begin with deriving a Hérmander-type estimate from (11), and then proceed to
introduce twists and obtain other types of estimates in two ways. One method uses the
a priori twisted basic estimate (14), while a second method combines Kohn’s work on
the 9-Neumann problem with the a posteriori estimate (15). Finally, we will discuss
some examples showing what sorts of improvements one obtains from the twisting
techniques.

4.1 Hormander-type

The first result we present, which has seen an enormous number of applications in
complex analysis and geometry, is the so-called Hérmander Theorem. The statement
is as follows.

Theorem 4.1 (Hormander, Andreotti-Vesentini, Skoda) Let (X, w) be a Kéihler mani-
fold of complex dimensionn, and E — X a holomorphic vector bundle with Hermitian
metric h. Fix q € {1,...,n}. Let 2 CC X be a smoothly bounded domain whose

boundary is q-positive with respect to w. Assume there is a (1, 1)-form E on X such
that such that

V=1(®(h) + Ricci(w)) — E

is q-positive with respect to w. Then for any E-valued (0, q)-form f on Q such that

df =0 and /|f|25w_thw<+oo
o B

there exists an E-valued (0, g — 1)-form u such that

du=f and /m@)hdeg/ | £1% 0:nd Voo
Q Q

Remark 4.2 When E = cw for some positive constant ¢, Theorem 4.1 was proved
independently and almost simultaneously by Andreotti-Vesentini and Hérmander. The
general case is due to Skoda.

Proof of Theorem 4.1 The standard proof of Theorem 4.1 uses the so-called Lax—

Milgram lemma, but we will give an analogous, though less standard, proof that
passes through the d-Laplace—Beltrami operator.
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To this end, let us define the Hilbert space
L;(E) = [a measurable (0, g)-form ; / (Ea, o)y pd Ve < +oo] ,
Q

We have a vector subspace J7; C LS(E) defined by
Sy = Domain(d) N Domain(3;").

Because smooth forms are dense in the graph norm, the space 7, becomes a Hilbert
space with respect to the norm

_ _ 1/2
el = (116l + 155l },,)

In view of Theorem 2.10 and the hypotheses of Theorem 4.1 the inclusion of Hilbert
spaces

LMy > L, (E)

is a bounded linear operator.
Now let f be an E-valued (0, g)-form satisfying the hypotheses of Theorem 4.1.
Define the bounded linear functional A € Lé (E)* by

Apla) = (@, fo.h

We already know that A 7 € %”q*, but the estimate

IArp@)? < (/ Iflé,w;hde) (/ <Ea,a>w,hde) < (/ |f|é,w;,,de) et 13,
Q Q Q 4

tells us that

111 f/ﬂlflé,w;hde.

By the Riesz Representation Theorem there exists 8 € J7; representing A ¢, which is
to say

(éav 513)60,]1 + (5;:“’ élfﬂ)w’h = (av f)w,h’ o€ %
The last identity defines the notion of a weak solution g to the equation
(33 +337) B = .
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Thus we have found a weak solution 8 satisfying the estimate

/Q (EB. BondVa < [1BI, < /Q 12 0nd Vo

where in the first inequality we have used the appropriate modification of the basic
estimate adapted to E. Notice that this is the case even if d f does not vanish identically.

Finally, assume that d f = 0. Then f is orthogonal to the image of 9;, and thus we
have

0= (3;08, f) = (05;08.38),,, + (3,0:08. 9B),,,, = 11,0112,
and therefore
(. 5;:,3)&}[ = (@ fo.h-
But the latter precisely says that the (0, g — 1)-form
u:=;p
is a weak solution of the equation du = f. Moreover, since 5;‘5 B =0, we have

10811, = (9508, B),,, =0,

and therefore we obtain the estimate
2 a 2 a 2 a 2 2
Nl 5, = 113581125 = 135 BI2 , + 1138112, 5/ 1% 0 ndVers
Q

thus completing the proof. O

Remark 4.3 (Regularity of the Kohn Solution) Before moving on, let us make a few
remarks on the solution u obtained in the proof of Theorem 4.1. This solution was of
the form u = 5;‘ B for some (0, g)-form B. Since any two solutions of the equation
du = f differ by a 8-closed E-valued (0, ¢)-form, the solution u is actually the one of
minimal norm. Indeed, it is clearly orthogonal to all 9-closed E-valued (0, g)-forms.

This solution, being minimal, is unique, and is known as the Kohn solution. It was
shown by Kohn that if furthermore the boundary of €2 is strictly pseudoconvex, then
u is smooth up to the boundary if this is the case for f. We shall use this fact in the
second twisted method below.

Finally, we should note that the approach of Hormander, namely using the Lax—
Milgram Lemma instead of passing through solutions of the d-Laplace-Beltrami
operator, does not necessarily produce the minimal solution, but it does produce a
solution with the same estimate. Therefore, this estimate also bounds the minimal
solution, so that the outcome of the two methods is the same, as far as existence and
estimates of weak solutions is concerned.
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4.2 Singular Hermitian metrics

In many problems in analysis and geometry, there is much to be gained be relaxing
the definition of Hermitian metric for a holomorphic line bundle. Let us discuss this
more general notion, often called a singular Hermitian metric (though perhaps the
name possibly singular Hermitian metric is more appropriate).

Definition 4.4 Let X be a complex manifold and L — X a holomorphic line bundle.
A possibly singular Hermitian metric is a measurable section & of the line bundle
L* ® L* — X that is symmetric and positive definite almost everywhere, and with
the additional property that, for any nowhere-zero smooth section £ of L on an open
subset U, the function

¢®) 1= —logh(&, &)

1

is upper semi-continuous and lies in L,

(1, 1)-current

(U). In particular, if £ is holomorphic, the

Op = 85(0(5)
is called the curvature current of 4 = ¢~%, and it is independent of the section &.

If ®, is non-negative, then the local functions ¢¢) are plurisubharmonic. More
generally, if ®; is bounded below by a smooth (1, 1)-form then the local functions
are quasi-plurisubharmonic, i.e., a sum of a smooth function and a plurisubharmonic
function. Thus possibly singular Hermitian metrics are subject to the results of pluripo-
tential theory, including regularization. If one can regularize a singular Hermitian
metric in the right way, then many of the results we have stated, and will state, can be
extended to the singular case.

We shall not be too precise about this point here; it is well-made in many other
articles and texts, and though it is fundamental, focusing on it will take us away from
the main goal of the article. Suffice it to say that there are good regularizations available
on the following kinds of spaces:

(i) Stein manifolds, i.e., properly embedded submanifolds of C",
(ii) Projective manifolds, and
(iii) manifolds with the property that there is a hypersurface whose complement is
Stein.

We should mention that the recent resolution of the openness conjecture by Guan
and Zhou [19] has opened the door to new types of approximation techniques that
we will not have time to go into here. An interesting example can be found in [11].
Though the strong openness conjecture deserves a more elaborate treatment, we have
to make some hard choices of things to leave out, lest this article continue to grow
unboundedly. The reader should consult any of a number of articles on this important
topic, including for example [3,22,26] and references therein.

@ Springer



L2 estimates for the 3 operator 203

4.3 Twisted estimates: method I

A look at the twisted basic estimate (14) shows that there are two positive functions
we must choose, namely t and A (with t smooth). In this section, we will always
assume that A = % for some constant §. With this choice, the twisted basic estimate
becomes

1+ - _ F o
— Qr|a;;ﬁ|fue ‘Pde+/gr|aﬂ|§)e vav,

3/ <{r«/—l(aél/fntRicci(a)))—«/—laét—8«/—11_181 A 51} B, ﬁ>e—‘/fde.
Q
(16)

Using the estimate (16), we shall prove the following theorem.

Theorem 4.5 Let (X, w) be a Stein Kihler manifold, and L — X a holomorphic line
bundle with possibly singular Hermitian metric e™". Suppose there exists a smooth
functionn : X — R and a g-positive, a.e. strictly q-positive Hermitian (1, 1)-form ©
such that

V=1 (30K + Ricci(w) + (1 — 8)ddn + (1 + 8)(3dn — dn A In)) — O
is g-positive for some § € (0, 1). Then for all L-valued (0, q)-forms o such that

da =0 and / gy e dV,y < +00
X

there exists an L-valued (0, g — 1)-form u such that

_ 1+6
du=a and / lul2e™dV, < L/ |2 e dV,.
X § Jx o

Proof By the usual technique of approximation, we may replace X by a pseudoconvex
domain 2 C X, and we may assume that all metrics are smooth.
Let

t=¢ " and k=Y — 1.

14+6- _
T =,/ j; do+/T and S =4/T0d.

_ _ S _ _ _
eV (r(aaw + Ricci(w)) — 99t — =97 A Br) = ¢ (33 + Ricci(w) + 2007
T

Define the operators

Then

—(148)an A dn),
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so by (16) and the hypotheses we have the a priori estimate
ITBIG, +NISBIE, = | =(v=168,8) eVaV,,
Q 13}

for all smooth § in the domain of TJ; (which coincides with the domain of 517/). Since
the smooth forms are dense, the result holds for all 8 in the domain of TJ.
If we now apply the proof of Theorem 4.1, mutatis mutandis, to the operators T
and § in place of 9, and 9, respectively, we obtain a solution U of the equation
TU =«

with the estimate

/|U|2e—’/fde5/ o[y e d Ve
Q X

Letting u = lsi‘srU, we have du = « and
1+56 1+6
[wreav, =252 [ uPevav, = 250 [ el e v,
Q s Ja § Ja :
which is what we claimed. O

4.4 Twisted estimates: method 11

Theorem 4.6 Let (X, w) be a Stein Kdihler manifold, and L — X a holomorphic line
bundle with Hermitian metric e~ . Suppose there exists a smooth functionn : X — R
and a q-positive, a.e. strictly q-positive Hermitian (1, 1)-form ® such that

V=1 (33K + Ricci(w) + 3dn + (3dn — an A dn) — O)

is q-positive. Let a be an L-valued (0, q)-form such that « = du for some L-valued
0, g — D)-form u satisfying

/ lul2e=“tMav, < 4oo0.
X

Then the solution u, of du, = a having minimal norm satisfies the estimate

/|u0|3)e_KdVa,§/ o[y e d Ve
X X

Proof Since X is Stein, it can be exhausted by strictly pseudoconvex domains. If we
prove the result for a strictly pseudoconvex domain 2 CC X then the uniformity of
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the estimates will allow us, using Alaoglu’s Theorem, to increase €2 to cover all of X.
Therefore we may replace X by €.
Lety =« +nandt = e . Then

(r(33y + Ricci(w) — ©) — 3dt) eV
= (85/{ + Ricci(w) + 99 + (3dn — an A E_)n)) e .

By Kohn’s work on the 3-Neumann problem, on €2 the solution u,, g of minimal norm
is of the form

Mg’Q = 517/,3
for some L-valued d-closed (0, ¢)-form f that is smooth up to the boundary of

and satisfies the 3-Neumann boundary conditions. From (15) and the hypotheses, we
obtain the estimate

/ ol e dV,, > / o d Ve,
Q Q

and the proof is finished by taking the aforementioned limit as 2 7 X. O

4.5 Functions with self-bounded gradient
We denote by W,}O’f(M ) the set of locally integrable functions on a manifold M whose
first derivative, computed in the sense of distributions, is locally integrable. In [33] the

following definition was introduced.

Definition 4.7 Let X be a complex manifold. A function n € Welo’f(X ) is said to have
self-bounded gradient if there exists a positive constant C such that the (1, 1)-current

=180y — Cv/—1dn A dn

is non-negative. We denote the set of functions with self-bounded gradient on X by
SBG(X).

Writing ¢ = Cn, we get
V=100¢ — V—=13¢ A d¢p = C(v/—103dn — C/—10n A dn) = 0,

and thus we can always normalize a function with self-bounded gradient so that C = 1.
We write

SBG (X) := {n e WhA(X) : V=10dn = v/—1an A én}.
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Remark 4.8 The normalization C = 1 has the minor advantage that one can then
focus on the maximal positivity of V-1 8517 as n varies over SBG; (X). On the other
hand, for certain kinds of problems, such as regularity for the 3-Neumann problem,
one expects to find local functions with self-bounded gradient and arbitrarily large
Hessian, so in this case the normalization can have slight conceptual and notational
disadvantages. In any case, it is easy to pass between the normalized and unnormalized
notions, so we will not worry too much about this point.

It might be hard to tell immediately whether one can have functions with self-
bounded gradient on a given complex manifold. Indeed, the condition that the square
norm of the (1, 0)-derivative of a function give a lower bound for its complex Hessian
certainly appears to be a strong condition, but on the surface it does not immediately
give a possible obstruction to the existence of such a function. However, one can
rephrase the property of self-bounded gradient. To see how, note that

V=100(—e™") = e7"(v/—100n — dn A 7).

Thus n € SBG{(X) if and only if —e™" is plurisubharmonic. Since —e~"7 < 0, we
see that a complex manifold admits a function with self-bounded gradient if and only
if it admits a negative plurisubharmonic function.

Example 4.9 SBG(C") = {constant functions}.

Example 4.10 1In the unit ball B, c C”, one can take

1
7) =log ———.
n(z) g1—|Z|2

Then

VR~ iy = L

Asone can see from Hormander’s Theorem, if a complex manifold admits a bounded
plurisubharmonic function, then this function can be added to any weight function
without changing the underlying vector space of the Hilbert space in which one is
working, while doing so increases the complex Hessian of the weight, thus allowing
Hormander’s Theorem to be applied for a wider range of weights. One of the main
reasons for introducing functions with self-bounded gradient is that they achieve the
same gain in the complex Hessian of the weight, but are not necessarily bounded.

Example 4.11 Let X be acomplex manifold and Z C X ahypersurface. Assume there
exists a function T € O(X) such that

Z={xeX; T(x)=0} and sup|T|<1.
X
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Then the function
n(x) = —log(log |T|™%)

has self-bounded gradient. Indeed,

=——9 (1 T2).

1= o2 Uog! ')

and
iy 85(10 |T|2)+ dT AdT ~ dT AndT
"= log 270 08 IT2(og|T]-2)2 _ |T[P(og|T] 22"

where the latter equality follows from the Poincaré—Lelong Formula. Therefore
V—180n —/—1dn A dn = 0.

To see that n € W,Zl (ﬁ (X), one argues as follows. Obviously 7 is smooth away from
the zeros of T'. If the poles of =1 on A Z_?r/ have codimension > 2, then the Skoda—FEl
Mir Theorem allows us to replace /—13n A dn with the O current. Thus it suffices
to check local integrability near the smooth points of Z. At such a smooth point, one
can take a local coordinate system whose first coordinate is 7. By Fubini’s Theorem,
we are therefore checking the local integrability of |z|~%(log |z|~2)~2 near 0 in C
with respect to Lebesgue measure, and the latter follows from direct integration. Thus
n € SBG1(X).

Such a function, as well as some variants of it, will be used in the next section,
when we discuss theorems on L? extension of holomorphic sections from Z to X.

4.6 How twist gives more

In this section, we elaborate how the twisted 3 estimates given by Theorem 4.5 are
genuinely stronger than the 9 estimates given by Hormander’s theorem, Theorem 4. 1.
Of course, both theorems follow from the same basic method: unravel the natural
energy form associated to the complex being studied—the left-hand side of (12) for
the twisted estimates and the left-hand side of (11) for Hormander’s estimates—via
integration by parts. So in a very general sense, both sets of estimates on d might be
said to be “equivalent” to elementary calculus, and hence equivalent to each other. But
such a statement is not illuminating, especially in regard to the positivity needed to
invoke Theorems 4.5 and 4.1—the right-hand sides of (12) and (11), respectively.

In order to compare these two estimates, consider the simplest situation. Let @ c C”
be a domain with smooth boundary, equipped with the Euclidean metric, which is
pseudoconvex. Let ¢ € C2(£2) be a function, arbitrary at this point but to be determined
soon. Let f be an ordinary (0, 1)-form on Q satisfying @ f = 0. [Thus, in Theorems 4.5
and 4.1, ¢ = 1, w = Euclidean (which we’ll denote with a subscript ¢), E — X is
the trivial bundle, and & = ¢~% globally.]
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Theorem 4.1 guarantees a function u solving du = f and satisfying the estimate

/|u|2e—¢dves/ 1flge?dv, (17)
Q Q

as long as

E=:4/—133¢ >0 (18)

(and the right-hand side of (17) is finite). It seems to us that a 9-estimate can legiti-
mately be said to hold “by Hormander” only if ¢ can be chosen such that (18) holds
and then (17) is the resulting estimate.

On the other hand, Theorem 4.5 guarantees a solution to du = f satisfying

/|M|2€_¢dVe§C8/ |f15e?av, (19)
Q Q

as long as there exists a function 7 and a constant § € (0, 1) such that
© =: V/—1[30¢ + (1 —8)3dn + (1 +8)(3dn — dn A dn)] > 0 (20)

(and the right-hand side of (19) is finite). Inequality (20) is manifestly more general
than (18). And there are two somewhat different ways in which the estimate (19)
achieves more than estimate (17):

(i) when ¢ is specified, or
(i1) when the pointwise norm | f|@, appearing on the right-hand side of (19), is spec-
ified.

As a very elementary illustration, suppose one seeks a 9 estimate in ordinary L>
norms, i.e., ¢ = 0. No information directly follows “by Hormander” since (18) fails.
(Although, as we noted earlier, if 2 is bounded, we could add |z|2 to ¢ and obtain a
solution satisfying an L? estimate). Notice, however, that if € supports a function 7
with self-bounded gradient such that

V=1 (3dn — 3n A dn) = av/—133z* > 0, 1)

then (19) gives a solution to dv = f satisfying [, [v]*dV, < C [, |fI*dV, as
desired. And condition (21) can hold on some unbounded domains £2.

More generally, one may seek an estimate with a specified ¢, where this function is
not even weakly plurisubharmonic. This situation occurs in the L? extension theorems
with “gain” discussed in Sect. 5 below. In these cases, positivity of «/—1 (3917 —3dnAdn)
can be used to compensate for negativity of »/—139¢ in order to achieve ® > 0 and
get estimate (19).

However, the most significant feature of the twisted 9 estimates, to our mind, comes
when one needs to specify the “curvature” term occurring in the pointwise norm of f
on the right-hand side of the estimate, in order to assure that this integral is uniformly
finite. We refer to expressions like ® or E as “curvature terms” simply for convenient
shorthand; by “uniformly finite” we mean the integrals are bounded independently of
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certain parameters built into the functions 1 and/or . There are many natural problems
where large enough curvature terms of the form E can not be constructed without re-
introducing blow-up in the form of the density e =% in the integrals. The Maximum
Principle for plurisubharmonic functions is the obstruction.

To see this explicitly, consider the (simplest) set-up of the Ohsawa—Takegoshi exten-
sion theorem (stated below as Theorem 5.1): H is a complex hyperplane in C", Q2 is
a bounded pseudoconvex domain, and f is a holomorphic function on H N 2 with
finite L> norm. The point discussed below is perhaps the most important difficulty
in establishing L? extension, and the issue arises in other, more elaborate extension
problems as well.

To prove the Ohsawa—Takegoshi theorem, one first notes that it suffices to consider
the to-be-extended function, f, to be C* in an open neighborhood of H N Q2 in H.
This reduction is achieved by exhausting €2 by pseudoconvex domains €2, with smooth
boundaries (the domains €2, can be taken to be strongly pseudoconvex as well, but this
is inessential for the current discussion). This reduction is by now a standard result
in the subject. However, the size of this neighborhood, say U, is not uniform—it
depends on the parameter ¢ above or, equivalently, on the function f to be extended.
It is essential to obtain estimates that do not depend on the size of this neighborhood;
this is the heart of the proof of the Ohsawa—Takegoshi theorem.

If coordinates are chosen so that H = {z, = 0}, it is natural to extend a given
holomorphic function f(z1,...z,—1) simply by letting it be constant in z,,. But note
that extending f in this way does not necessarily define a function on all of 2. The
purpose of the first reduction is to circumvent this difficulty. If f is assumed defined
(and smooth) on U above, which sticks out of Q somewhat, then there exists an € > 0
such that all points in

{z=CE ) eQ: e HNQand |z,] < €}

have the property that (z,0) € H N U. Note that the size of € depends on the
unspecified neighborhood U, so can be small in an uncontrolled manner. One then
takes a cut-off function x (|z,|), whose support is contained in {|z,| < €} and which
is = 1 near H; a smooth extension of f to €2 is then given by f(m, e Zn—1,2n) =
xUzal) - f(z1s o 2p—1)- .

Defining o = 9(f), we now seek to solve du = o with estimates on u in terms of
the L2 norm of f alone. Note that [dx|> < eiz, where € is the thickness of the slab

above. This is the enemy of our desired estimate. In order the kill this term on the
right-hand side of the d inequality, we need a curvature term of size ~ 61—2 in an € collar
about {z, = 0}. Additionally, this curvature must be produced without introducing
perturbation factors which cause the perturbed L norms to differ essentially from the
starting L? structure. Using Hormander’s 9 set-up, this can only done by introducing

weights, ¢ = ¢, which

(1) are uniformly strictly plurisubharmonic and
(i1) are bounded functions, independently of €, while
(ili) ~/—190¢ > 6%«/—_ldzn A dz, on Support(x), for all sufficiently small € > 0
and some constant C > 0 independent of €.
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These requirements are incompatible, as we now show.

4.6.1 An extremal problem

Let SH(£2) denote the subharmonic functions on a domain 2 C C. Let D(p; a) denote
the disc in C! with center p and radius a. Define the set of functions

g:{MGSH(Dch(D): Ogu(z)fl,zeD},

where D = D(0; 1). For 0 < € < 1, consider the following extremal problem: how
large can K > 0 be such that

Au(z) > K VYzeD(;e) (22)

for some u € 4?
We first observe that it suffices to consider radial elements in .

Lemma 4.12 Leru € SH(D)NC2(D) satisfy (22). There exists a radial v € SH(D)N
C?(D) such that

@ llvllzepy < llullLoe(p)
@) Av(r) = Kif0<r<e.

Proof Define

v(r) = %/0271 u (re*m“) da.

The function v is clearly radial and satisfies (i). It is also a standard fact, “Hardy’s
convexity theorem”, see e.g. [16, Page 9], that v € SH(D).
To see (ii), recall that in polar coordinates (r, )

2 19 1 92

A= po 2y 2
arz  r or  r? 992

Thus

2
Av(r) = |:8_ + l i:| v(r)

arz  r or

1 [7ra? 19
= — — + - — (u(re 71“)) da
2 Jo orz  r or
1

= % 02n |:;—r22 + - aa—r + %%} (u (reﬂ"‘)) do

>K ifreV1% e D(0; ¢),

()
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since u satisfies (22). Note that to obtain equality (¥), the angular part of the Laplacian
was added to the integrand. Indeed,

2
Li/ 919 u (reﬁ“) do= ! 9 u (reﬁa)
2rr? Jy  da | da 2mr? da

=21

=0.

a=0

Let %,,q denote the radial functions in ¢.

Proposition 4.13 Suppose u € 4,44, 0 < € < 1, and Au(z) > K forall z € D(0; €).

Then
1 1\!
K S - (log —> s
€ €

where the estimate < is uniform in €.

Proof We use the standard notation f, = % Since u is radial and subharmonic on
D(O; D),

0
a—(rur(r)) >0 forall0<r <.
,

In particular, for e < s < 1 we have

/ D ) dr =0,
¢ Or

which implies
sur(s) >eu () Ve<s<l. (23)

On the other hand, Au > K on D(0; €) implies

0
8—[rur(r)]=rAu2Kr forO <r <e. (24)
,

Integrate both sides of (24) from O to € to obtain

Ke?
€ur(€) = —. (25)
2
Now combine (23) with (25) to get
Ke? 1
u,(s)ZT-— Ve<s<l. (26)
s
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However

u(s) = /S u(t)dt + u(e)

2

KTG - log (2) + u(e)

v

follows from (26). This, plus the fact that 0 < u < 1, gives

and thus

as claimed. O

Remark Note that fz (log é)’l < ELZ ase — 0.

Now return to the discussion before Sect. 4.6.1. The 9 data, «, associated to the

smooth extension of f, is large as € — 0: |ot|2 = |E_)X |2 |f|2 x ELZ on the support of

3 x. It follows from Proposition 4.13 that the +/—1dz, A dZ,, component of 4/ —1 99¢
is < Ce™? log(%)_l for any bounded plurisubharmonic function on 2. Thus, there is
no bounded psh function ¢ such that

|ot|25 e ? <K,

for K independent of €. Consequently, the Ohsawa—Takegoshi theorem does not follow
“by Hormander” in the sense described earlier.

As another example where the twisted estimates yield more than Hérmander, con-
sider the Poincare metric. Let D C C be the unit disc. The Poincare metric on D (up
to a constant) has Kéhler form

P ~—1ldz ANdz
(1—12P)*
i.e., the pointwise Poincare length of a form fdz is | fdz|p = | f| (1 — |z|2), where

| - | is ordinary absolute value.
A simple argument shows that P cannot arise from a bounded potential:

27)

Proposition 4.14 There is no » € L°°(D) such that

i V=Tdz A dZ
V1) = YRR o,

(1=1z)*
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Proof Suppose there were such a A. For 0 < r < 1,let D, = {z : |z|] < r} and

Ar(z) = A(rz). Integration by parts gives

92 2 2 2y
/D,ﬁ(’(zw — 1z =

/ Oy _
, 07

2
oLt
D, »p, 1zl +1Z]

< 27||Mloo-

But the lower bound on +/—193X implies

/8—2<x<)>(2—||2)>/ G S
p, 9zoz T TR = G T TR

r
1
22nr2/ ——pdp
o (r2—p?)

= 400,

which is a contradiction.

]

Therefore, it is not possible to conclude “by Hérmander” that we can solve du = f

with the estimate

/|u|2dvesc/ F13 dVe.
D D

(28)

But (28) is true and follows easily from (19): take ¢ = 0 and n = —log (1 — |z|2),

and compute that ® = P in (20).

Estimates like (28) for classes of domains in C" will be discussed in Sect. 6.

4.7 Some examples of estimates for 3 under weakened curvature hypotheses

In this section, we demonstrate the sort of improvements that we get from the twisted

estimates for 9 in a number of situations.
4.7.1 The unit ball

Let us begin with the unit ball B,,. We write

wp :=~/—133 log

1—|z|?

for the Poincaré metric. We begin by applying the twisted estimates of Method I. From

Theorem 4.5 and Example 4.10 we have the following theorem.
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Theorem 4.15 Let € L; ocBn) be a weight function, and assume there exists a

positive constant § such that
V—=100y > —(1 — 8)wp.

Then for any (0, 1)-form o such that

wp

da =0 and / a2 e VdV < o0

n

there exists a locally integrable function u such that

_ 22+6
ou =a and / |u| e Vv < #/ |a|Z) e Vav.
n 8 Bﬂ i

Proof In Theorem 4.5, we let w = @Bémz, K=v%,0= %wp and n = log #
Then

V=1(33x + Ricci(w) + (1 — $)ddn + (1 + $)(33n — an A dn)) — ©
> /=100y + (1 — Swp > 0.

Thus the hypotheses of Theorem 4.5 hold, and we have our proof. O

Next, we turn to the application of Method II, i.e., Theorem 4.6.

Theorem 4.16 Letyr € Lé oo Bn) be aweight function, and assume there is a positive
constant § such that

V=133¢ > —(1 — 8)wp.

Fix any (0, 1)-form o such that
da =0 and /IB% |a|Z)Pef‘”dV < +00.
Assume there exists a measurable function it on B, such that
di = o and / lii]2e ™V (1 — 12/%)dV < +oo.
Then there is a measurable function u on B, such that

i} 1
du=a and / |u|2e*‘ﬂdV5—/ |, e VdV.
B, 8 Jm,
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Proof One chooses @ = @aémz, kK =Y, 0 = dwp and n = logl_lw in
Theorem 4.6. O

If we want to reduce further the lower bounds on the cgmplex Hessian of i, we
have to pay for it by restricting the forms « for which the d-equation can be solved.
We have the following theorem.

Theorem 4.17 Let yy € L}, (B,) be a weight function such that

Loc
=100y > —wp.

Fix any (0, 1)-form o such that
da =0 and /IB% |a|2e7‘pdV < 400.
Assume there exists a measurable function it on B, such that
dii = and /B li|*e™V (1 — |2)dV < +o0.

Then there is a measurable function u on B, such that

du=oa and / |u|2e_1/’dV 56/ |ot|2e_1/’dV.
B, By,

Proof Choosew = ® = @aémz,x = ¥ +]|z/%,andn = log ﬁ in Theorem 4.6.
We then compute that

V—133k + Ricci(w) + /=130 + (v/ =139y — ~/—13n A ) — ©
=/—1383y% 4+ wp > 0.

We thus obtain a function u such that du = « and
/ uPe=EHED gy < / o Pe= VD gy < / |2V av.
B,, Bn B"
Since
/ M A e/ u)2e= €+ gy,
B, B,
the proof is complete. O
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4.7.2 Strictly pseudoconvex domains in C"

To a large extent, the situation in the unit ball carries over to strictly pseudoconvex
domains. The key is the Bergman kernel, and the celebrated theorem of Fefferman on
its asymptotic expansion.

To state and prove our result, let us recall some basic facts about the Bergman kernel
of a smoothly bounded domain €2 C C". Consider the spaces

LA(Q) = [f Q- C; /Q|f|2dV < +oo} and @2(Q) := L*(Q) N O(Q).

By Bergman’s Inequality, <72(£2) is a closed subspace, hence a Hilbert space, and
thus the orthogonal projection Pq : L*(Q2) — </*(S2) is a bounded operator. This
projection operator, called the Bergman projection, is an integral operator:

(Pszf)(Z)=/QKsz(Z, w) f(w)dV (w).

The kernel K, is called the Bergman kernel, and it is a holomorphic function of z and
w. One has the formula

Ka(z, ) =D fj@) f;(w)

j=1
where { 1, f>, ...} C «/%(Q) is any orthonormal basis. In the special case of the unit

ball, the Bergman kernel can be computed explicitly:

Cn

KBn(Z7 w) = W

The Bergman kernel can be used to define a Kéhler metric wp on €2, called the
Bergman metric. The definition is

wp(z) = v/—13d1log Kq(z, 7).

The theorem of Fefferman states that, near a give point P € 92, the Bergman metric
is asymptotic to the Bergman metric of a ball whose boundary closely osculates 02
at P. With Fefferman’s theorem, Example 4.10, and a little more work, one can prove
the following result.

Theorem 4.18 Let Q2 CC C" be a domain with strictly pseudoconvex boundary. Then
there exists a positive constant ¢ such that

z+> clog Kq(z,z) € SBG1(R2).

Moreover, any such constant c is at most #
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Remark 4.19 There exist strictly pseudoconvex domains €2 for which the largest pos-
sible constant ¢ that can be chosen in Theorem 4.18 is strictly less than #

But in fact, one can do a little better.
Theorem 4.20 Let Q@ CC C" be a domain with strictly pseudoconvex boundary, and
write

1
= log Kq(z, 2).
n(z) Y og Kq(z,2)

Then there exists a positive constant C such that

V=10dn — vV/=1on A dn > —C/—103| - |%.

Moreover, the result fails if one replaces ﬁ by a larger constant.

Idea of proof From Fefferman’s Theorem, we know that in the complement of a suffi-
ciently large compact subset K CC €2, one can achieve the conclusion of the theorem
with C arbitrarily small. Compactness of K and smoothness of the Bergman kernel in
the interior of 2 takes care of the estimate on K. O

In the current state of the art, we know that Theorem 4.18 also holds for domains
of finite type in C2, and convex domains of finite type in arbitrary dimension, but the
conclusion of Theorem 4.18 is not known to be true (resp. false) in every (resp. any)
smoothly bounded pseudoconvex domain. We also don’t have such a precise version
of Theorem 4.20 for domains that are not strictly pseudoconvex. And given our current
understanding of domains of finite type, the latter problem could be very difficult.

Let us now return to our Hérmander-type theorems in the setting of strictly pseudo-
convex domains. We have the following analogues of the results for the ball.

Theorem 4.21 Let Q2 CC C" be a domain with smooth, strictly pseudoconvex bound-
ary. Let i € L} oc(82) be a weight function, and assume there exists a positive constant
8 such that

1

V=133y > —(1 —8)
n+

10)3.
Then for any (0, 1)-form o such that
da =0 and / |a|iBe_1/’dV < 400
Q

there exists a locally integrable function u such that

_ M

u =o and / [u| e Vdv < —/ |oz|z) e Vav,

Q 8 Jo "

where the constant M depends only on the constant C in Theorem4.20 and the diameter
of Q.
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Proof Let B be the smallest Euclidean ball containing €2 and let P denote the center
of B. In Theorem 4.5, we let 0 = Y>193|z%, « = w +C(1+ %)z — P where C

is as in Theorem 4.20, ® = ﬁa)g and n(z) = n+1 log Kq(z, 7). Then

V—1(33k + Ricci(w) + (1 — $)don + (1 +3)@dn — an A dn) — ©

Thus once again the hypotheses of Theorem 4.5 hold, and we have a function u
satisfying du = o and

/ eI gy < -2(2(; . / IaIige*(‘“a”%)'“”z)dv
Q

22 )
<+)/| 2 vav.

It follows that
3 M
/ |u|ze_¢dV < M’/ |u|26—(W+C(1+2)|z—P|2)dV < _2/ |05|L2()B€_wdv.
Q Q 8% Ja
Obviously M depends only on C and the diameter of €2, and the proof is complete.
O
Next, let us apply Method II.

Theorem 4.22 Let Q CC C" be a domain with smooth, strictly pseudoconvex bound-
ary, and denote by p any smooth function with values in (0, 1), that agrees with the
distance to dQ near 3Q. Let € L} () be a weight function, and assume there is
a positive constant § such that

Loc
V=193y > —(1 — §)wp.
Fix any (0, 1)-form o such that
da =0 and /Q|a|§,ge—‘/’dv < +o0.
Assume there exists a measurable function it on Q2 such that
dii =« and /Qlﬁ|2e_‘/’,odV < 4o00.
Then there is a measurable function u on Q2 such that

i} M
du=oa and /|u| e—'/de5—/ |5 eV dV,
Q 3 Ja
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where the constant M depends only on the constant C in Theorem 4.20 and the diameter
of Q.
Proof First let us note that Fefferman’s Theorem (and in fact, a much softer argument)

implies that, with n(z) = # log Kq(z, 2),

A Mogp < —n < Alogp

for some constant A.
Once again let B be the smallest Euclidean ball containing €2 and P the center

of B. In Theorem 4.6, we let @ = Y5193|z[2, k = v + C|z — P|* with C as in
Theorem 4.20, ©® = (;15T1)“’B and, as already mentioned, n(z) = # log Kq(z, 2)-
Then we have

/ e~V HDqy ~/ li)?e ™V pdV < +o0.
Q Q
We calculate that
V/—1(39k + Ricci(w) + 39n + (3dn — an A 3n)) — ©

> V=10dy + (1 — 828 > 0.
n—+1

Thus the hypotheses of Theorem 4.6 hold, and we have a function u satisfying du = «
and

/ |u|2e—(1//+C|Z—P‘2)dV < é/ |a|Z)Be_(‘//+C|Z—P‘2)dV < é/ |a|z)B€_WdV
Q Q Q
It follows that

M
/ lulPe Vdv < M/ u|2e=WHCI=PP) gy < —/ loe|2 eV dV,
Q Q 3 Ja

which completes the proof. O

Finally, if we want to reduce further the lower bounds on the complex Hessian of v,
we may do so, as in the case of the unit ball, at the cost of restricting further the forms
for which we can solve 9. We have the following generalization of Theorem 4.17.

Theorem 4.23 Let Q2 and p be as in Theorem 4.22, and let € LéOC(Q) be a weight
function satisfying

V—=193vy > —ws.

Fix any (0, 1)-form o such that

da =0 and / |a|2e_‘pdV < 400.
Q
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Assume there exists a measurable function it on Q2 such that
dii =« and /Qlﬂ|267¢pdv < +o00.
Then there is a measurable function u on Q such that
du=o and /Q lu| e Vdv < M/Q o] e Vdv,

where M depends only on the constant C in Theorem 4.20 and the diameter of 2.

Proof Let P € C" be as in the proofs of Theorems 4.21 and 4.22. In Theorem 4.6,
let w = @aémz, Kk =y +(C+1Djz— P2 0 = J/=1989|z|? and 5(z) =

# log Kq(z, 7). Then as before,

/ li)2e~ Wty ~/ lii|?e Y pdV < 400,
Q Q

and

Wp

V=1(ddk + Ricci(w) + 900 + (00n — dn A dn)) — © > /=100y +

n

Thus the hypotheses of Theorem 4.6 hold, and we have a function u satisfying du = «

and
/ uPe= W HCHDE=PP gy < l/ jar2e= W HCHDIE=PP) gy </ eV av.
Q ~ 8 e “Ja
Again we conclude that
/ luPe Vdv < M/ |u|2e~WHCHDI=PP) gy < M/ lal?e Vdv,
Q Q Q
as desired. O

5 Extension theorems
5.1 Extension from a hypersurface cut out by a holomorphic function

The following result is the main theorem of [41].

Theorem 5.1 (Ohsawa—Takegoshi) Let 2 be a bounded pseudoconvex domain in C",
H c C" a complex hyperplane, and  : Q@ — R U {—o0} a plurisubharmonic
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function. Then there exists a constant C depending only on the diameter of Q2 such
that for any holomorphic function f on Q N H satisfying

/ eV fIPdV,—y <
QNH

where dV,_1 denotes the (2n — 2)-dimensional Lebesgue measure, there exists a
holomorphic function F on Q satisfying F|Q N H = f and

/eﬂHFﬂdvn < c/ eI f AV,
Q QNH

Remark Theorem 5.1 was given new proofs by McNeal [31] (who did not state the
theorem, but did construct L2 extensions for his purposes in that article) and Berndtsson
[1] at around the same time, using different methods. Siu [47] also gave a proof at
about the same time, that on the one hand was more general, but on the other hand had
stronger assumptions on the curvature, which he later removed in [49]. We will come
back to Siu’s Theorem shortly.

In [41], Theorem 5.1 is established as an immediate corollary of the following
result.

Theorem 5.2 (Ohsawa—Takegoshi) Let X be a Stein manifold of dimension n, W a
plurisubharmonic function on X and s a holomorphic function on X such thatds # 0
on any branch ofs_l(O). LetY == s 1(0)and Y, := {x e Y; ds(x) #0}. Let g be
a holomorphic (n — 1)-form on Y, with

—1
/ e_‘/’\/—_ln(n )g/\g<+oo.
Y,

Then there exists a holomorphic n-form G on X such that
G=gnds onY,

and

_w _ _
/ _ ¢ /A" AG < 162071/ eV VT"" Vg A g < +00.
X

(1+ s> Y

Manivel was the first to generalize Theorem 5.2 to extension of holomorphic sec-
tions of a holomorphic vector bundle, from a subvariety cut out by a global section of
a holomorphic vector bundle. In [27], he established the following result.

Theorem 5.3 (Manivel) Let X be a Stein manifold of dimension n, E a vector bundle
of rankd on X, s € H*(X, E) a section of E that is generically transverse to the zero
section, and

Y = {x eX; six)=0, /\dds(x) #* O} .
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Let t : P(E) — X denote the projectivization of E. The section s defines a section o
of Op+(—1) = P(E) over =1 (X — s~1(0)) C P(E).

We assume that O+ (—1) is equipped with a Hermitian metric e~7, and X with a
positive closed (1, 1)-form 2, such that

7*Q > /=100y onP(E).

Let L — X be a holomorphic line bundle with Hermitian metric e~V such that
1 - _
gn*\/—laaw > an*Q 4+ +/—100y.

We suppose also that E admits a Hermitian metric such that |s| < k|o|, where Kk is
real and strictly positive, and we equip L ® det E* with the associated Hermitian
metric.

Then for each plurisubharmonic function & on X, each positive real number 8, and
each holomorphic sections g of Ky ® L @ det E* — Y such that

/675|g|267‘” < 400,
Y

there exists a holomorphic section G of Kx ® L — X such that

—£1G12e—Y

e 5|G|e _ _
Gly = g A (A% d <M §l1g2e Y,
=g nds) an /x(Ialzefy)d*‘(l+|o|ze*V)‘+ﬁ‘ /ye sle

where the constant M depends only on d, a, k and B.

Remark In Theorems 5.2 and 5.3, one uses the canonical bundle (whose sections
are holomorphic forms of top degree) in order to avoid using a volume form for the
L2-norms that arise. If one does not work with canonical forms, then the Ricci curvature
enters the hypotheses. It is easy to pass back and forth between the two cases, since the
square of the canonical bundle is the determinant of the (real) tangent bundle, and a
volume form is just a metric for the dual of the canonical bundle. In a Kéhler manifold,
if the volume form is the determinant of the Kihler metric, the curvature of the metric
for the canonical bundle induced by the reciprocal of the volume form is precisely the
negative of the Ricci curvature.

In his work on the deformation invariance of plurigenera for complex projective
manifolds [49], Siu gave another form of the L? extension theorem, in which he
introduced a new perspective on the twisted technique, which is the perspective we
took in the discussion in Sect. 3, of twisting the metric of the line bundle, rather than
replacing d with o /7 for some function . The statement of Siu’s Theorem is as
follows.

Theorem 5.4 (Siu [49]) Let X be a complex manifold and L — X a holomorphic line
bundle with singular Hermitian metric e~% having non-negative curvature current.
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Let w € O(X) be a bounded holomorphic function with non-singular zero set Z, so
that dw is nowhere zero at any point of Z. Assume there exists a hypersurface V in Y
such that no component of Z is contained in V, and X — V is a Stein manifold. If f
is an L-valued holomorphic (n — 1)-form on Z satisfying

/ P < 4o
VA

then there is a holomorphic n-form F on Y such that

Flz = f Adw and /|F|2e‘p§87r,/2+l(sup|w|2)/ | f?e™®.
Y “\y z

Siu’s version of the L extension theorem has been widely used in many applications
to algebraic geometry. Siu himself used it as one of two key tools in the proof of the
deformation invariance of plurigenera, the second tool being Skoda’s ideal membership
theorem. Pdun [43] was later able to simplify Siu’s proof of the deformation invariance
of plurigenera by eliminating the need for Skoda’s Theorem, and at the same time
improve the pluricanonical extension theorem itself. Let us digress briefly to discuss
the theorems of Siu and Paun.

The mth plurigenus of a compact complex manifold Y is the dimension h° (Y, K{™")
of the space H'(Y, Ky ®my of global sections of the mth tensor power of the canomcal
bundle Ky of Y. The problem of the deformation invariance of plurigenera, which
asks whether the plurigenera are invariant in families, is a long-standing question.
Let us make the statement more precise. Recall that a holomorphic family is a proper
holomorphic submersion 7 : X — D from a complex manifold X to the unit disk.
Since 7 is proper, each fiber X; := 7 Yo isa compact complex variety, and since
7 is a submersion, the X, are pairwise-diffeomorphic complex manifolds. However,
their complex structures might vary. Fundamental work of Griffiths on deformation
of Hodge structures showed that the genera, i.e., the dimensions hO(X ¢» Kx,) of the
global sections of the canonical bundle of X;, are independent of t € D (and we
will see in a moment that this invariance also follows from the Ohsawa—Takegoshi
Extension Theorem 5.4). The deformation invariance of plurigenera is precisely the
statement that the dimensions hO(X K %{m ) are independent of ¢t € .

By Montel’s Theorem (together with Bergman’s Inequality, a.k.a., the sub-mean
value property for plurisubharmonic functions), one can see that if we have a sequence
tj — t, and sections s; € H 0(x ts K ®'") then there is a subsequence converging to a

section s € HO(X,,, K??’") Therefore t — hY(X,, K ®’”) is upper semi-continuous.
In order to show that the dimension does not jump, it sufﬁces to show that given a
section s € HO(X,,, Kf?f), there is a section S € HO(X, K?m) such that

S|x, =s ®dn®".

Indeed, then the sections (S|x,)/(dn®™) are sections of HO(X,, K?’"), SOt >
hO(X K %rm) is lower semi-continuous, hence continuous, hence, since it is integer-
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valued, constant. In this way, we see that the deformation invariance of plurigenera
follows from an extension theorem for pluricanonical sections.

Remark 5.5 Notethatif m = 1, then Siu’s Extension Theorem 5.4, with L — X taken
to be the trivial bundle, shows that the genus (i.e., the first plurigenus) is invariant in
families. This result was previously known through important work of Griffiths using
the deformation of Hodge structures.

In the late 1960s and early 1970s litaka showed that the plurigenera of surfaces are
invariant in families. In 1986 Nakayama showed that the plurigenera are not invariant
in families that are not Kdhler. At that point, it was conjectured only that plurigenera
were invariant in families of projective manifolds of general type, and this result was
proved by Siu in his celebrated paper [48]. A short while later, Siu proved that the
plurigenera are invariant for any family of projective manifolds. (A projective family
is a proper holomorphic immersion 7 : X — D together with a line bundle A — X
that admits a smooth metric of strictly positive curvature.)

In fact, the L? Extension Theorem suggests a twisted version of the problem of
deformation invariance of plurigenera: If Y is acompact complex manifoldand L — Y
is a holomorphic line bundle, we can define the L-twisted plurigenera

(Y KP"QL).

This was indeed done by Siu, who also proposed the result. Far from being an unmo-
tivated generalization, the methods of Siu were the catalyst for a flurry of incredible
activity in binational geometry. We will not discuss these results, as they lie well
outside the scope of this article. We can however, state Siu’s extension theorem, and
Paun’s generalization, which was itself conjectured by Siu.

Theorem 5.6 (Siu [49]) Let 1 : X — D be a projective holomorphic family, and
let L — X be a holomorphic line bundle admitting a singular Hermitian metric e~ %
whose curvature current /—19d¢ is non-negative. (Such an L is called pseudoef-
fective.) Assume, moreover, the metric e~? restricts to X, = 7~ 1(0) as a singular
Hermitian metric, and moreover, e~ ¥ is locally integrable on X ,. Then for any section
s € H(Xo, Kx, ® L) there exists a section H(X, K?m ® L) such that

Slx, =5 ® (dm)®".

Theorem 5.7 (Paun [43]) Let & : X — D be a projective holomorphic family, and
let L — X be a holomorphic line bundle admitting a singular Hermitian metric e~ %
whose curvature current /—199¢ is non-negative. (Such an L is called pseudoeffec-
tive.) Fix any smooth Kéhler metric w for X. Then for any section s € H(X, Kx,®L)

such that
/ e,
< 400,
X, a)m—l
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there exists a section HO(X, Kf?m ® L) such that
Slx, = s ® (dm)®".

Both of these results involve extension to X of sections on a hypersurface X, that
is cut out by a bounded holomorphic function, namely 7. By adjunction, the normal
bundles of such hypersurfaces are trivial. Paun’s Theorem (and hence Siu’s Theorem)
extends to more general hypersurfaces than these, as was proved by one of us [51].
One requires a version of Siu’s Extension Theorem 5.4 for such hypersurfaces, and
the curvature of the (holomorphically extended) normal bundle of the hypersurface
enters the picture, as we shall see below (cf. Theorem 5.14).

5.2 Extension with ‘“gain”

The term “gain” refers to having extension with respect to weights that are not nec-
essarily plurisubharmonic. The largest class of weights for which extension, with L?
estimates in terms of those weights, occurs is unknown and would be difficult to pre-
cisely define. This class would certainly depend on the underlying geometry where
one seeks extension. But there are several situations where extension with respect to
not-necessarily-plurisubharmonic weights is known, to which we now turn.

5.2.1 Ohsawa’s theorem: negligible weights

Motivated by issues surrounding estimates for the Bergman kernel using induction on
dimension, Ohsawa [38] established the following result.

Theorem 5.8 (Ohsawa) Let Q2 be a bounded pseudoconvex domain in C" containing
the origin, and let Q' be the intersection of Q2 with the complex hyperplane {z,, = O}.
Then for any plurisubharmonic function v\ on Q2 such that

Ay :=sup ¥ (z) +2log|z,| < +o00,
zeQ

there exists a constant C depending only on Ay, such that for any plurisubharmonic
function v, and any function f € O(Q') satisfying

/ etV fRPAV, -1 < +o,
Q/
there exists F € O(Q) such that F|Q' = f and
[emrpavisc [ emiriav,.
Q Q'

Thus one can “gain” some positivity for the weight v, in the sense that extension
holds for v, even though v is no more positively curved than the weight v + .
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It is also worth remarking that in his work [39], Ohsawa proved a much more
general extension theorem thatincludes Theorem 5.8, and has a number of applications.
Howeyver, that theorem involves a somewhat non-constructive L? norm and some
difficult-to-compute spaces of weights, so we will not discuss it here, sacrificing the
generality of Ohsawa’s result to stay as concrete as possible.

5.2.2 Berndtsson’s theorem: integrable algebraic singularity

In the L? extension problem, one would like to make the extension as small as possible.
This smallness can be captured not only in the constant (i.e., the norm of the linear
extension operator that is a consequence of the L> extension theorem), but also if
one can carry out L2 extension with respect to weights in the ambient space that are
singular (albeit integrable) on the subvariety from which we are extending. The first
example of this sort of result was proved by Berndtsson [1], though he did not state it
as an explicit theorem.

Theorem 5.9 (Berndtsson) Let Q CC C" be a pseudoconvex domain, and let ¢
be a plurisubharmonic function in Q. Let h € O(Q) satisfy ||h|lcoc < 1 and write

Z = h=Y(0) with dh # 0 on any component of Z. Then for any holomorphic function
f € O(Z) such that

/ [flPe ¢ < +o0
Zreg

there exists a function F € O(R2) such that F|z = f and

[FPPe™® _ 2n/ |f12e™¥
o W T 1—s )z, ldhP? "

Remark Recall that the definition of a holomorphic function on a singular variety
already implies that it is defined locally in some (ambient) neighborhood of each of
the points of the variety. Thus there is a local extension to begin with, and the point is
to get global estimates.

Proof of Theorem 5.9 First we are going to obtain two a priori estimates from Theo-
rem 3.3. In the first, let 7 = 1 — [|>=9), ¢ = ¢, and A = 2|15, Then

- 1 —5)2 - AT A D 1—s)2 -
PTGl ) A A L RAL A Ul R AP
|h|2s A 2|h|2s

Substituting into Theorem 3.3 and using the positivity of v/—19d¢ and pseudocon-
vexity of 2, we get the estimate

(1—9?% [ |dh(@)?
2 o |h*

e %dV 5/(1+|h|2(1_‘v))|5;a|ze_‘/’dV (29)
Q
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Next we apply Theorem 3.3 again with the function 7 = % log |h|7217%) and A =
2

W. Then

ITAdT (1 —9)?

= A dh

—v/—=189t =2(1 — 5)[Z] and

where [Z] denotes the current of integration over Z and we have used the Lelong—
Poincaré formula. We therefore get the estimate

_ 1 _
231 —s)/ ldh(a)|>e?dV < —/(2|h|_2(1_s)+log|h|_2(1_s))|8;a|26_“’dv
V4 TJQ

L= $)2 [ |dh(a)?

-
el M el dv (30)

Substituting (29) into the last term on the right of (30), we get

21 — s)/ |dh(a)|?e ¢dV
V4
|93 |?

et e
|h|2(1_s)e dv

1 . . : .
< _/ (2+|h|2(17$)10g(|h|72(17$))+ |h|2(1ﬂ)+|h|4(1ﬂ))
TJQ

Now, by calculus, x(logx’1 +24+x+ xz) < 4 for x € (0, 1], and thus we get

/Idﬁ( )WPe ?dV < 2 / 1oger? A% 31
L N = 0 0w Jo hpao ¢ T

We define the (0, 1)-current g on Q2 by

= fo—.
gfh

Fix a domain 2, CC 2 with strictly pseudoconvex boundary. By definition of distri-
butional solution,

u=g < / <g,a>e“":/ ué;ae_‘/’
Q Q

for all smooth, d-closed (0, I)-forms « with compact support. Now, for all smooth
forms « in the domain of B;j, (31) implies

/ (g, a)e ?dV 2 [ /]
Q

<n? | =—dh(a)|le ?dV
z |dh|

) 2 5*012
<= / /] e“"dV/ el e vdv.
L= Jz |dh|? o [h21=9)
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It follows that there is a distribution u satisfying

_ ) 2 2
Ju=g and / 2 h21=De¢dV < —”/ T eqy
o 1—s ), [dhP

Finally, let
F=hu=hw—1)+7f

Then F is holomorphic and satisfies

e %dv.

F|2e™? 2 2
| li av < 2% / Ifl2
o [|h* 1 —s /7 |dh|

Observe also that u — f/ h is holomorphic away from Z, and since the singularities of

u and f/h are the same, u — f/h extends holomorphically across Z. It follows that
F|z = f, and the proof is finished. O

5.2.3 Demailly’s theorem: logarithmic singularity

In his paper [14], Demailly established a rather general result, a special case of which
is the following theorem.

Theorem 5.10 Let (X, w) be an n-dimensional Stein Kiihler manifold, let (L, e™%) —
X be a Hermitian holomorphic line bundle, and let Z C X be a smooth complex
hypersurface cut out by a holomorphic function h € O(X). Assume that

sup [h|> <1 and ~/—193¢ + Ricci(w) > 0.
X

Then for any f € H(Z, L|z) satisfying

|f|2e—(p wn—l

, 1dhE =1~
there exists a section F € H 0(X , L) such that
Fly=f and | [Fller o' _ o [P o
y = an _— < -

where C is a universal constant.

Remark 5.11 Note that since r log(e/r) < 1, Demailly’s Theorem gives an extension
with better estimates than those of the Ohsawa—Takegoshi Theorem 5.1.
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On the other hand, one can also use the estimate

e _
slog— <r™*
r

to get and extension F with estimates on

|F|2e=% o
x P72l
but the estimates one gets from Demailly’s Theorem are O (s~2), whereas in Berndts-
son’s Theorem 5.9 the estimate is better: it is O (s~1).
More interestingly, the weights appearing on the left side of the estimate are not

plurisubharmonic, and thus Demailly’s Theorem is another example of a gain-type
result.

5.2.4 Theory of denominators, and a general L* extension theorem with gain

In [35], the authors introduced an approach to L? extension that encompassed all
of the gain-type results discussed so far. At the heart of the result is the notion of
denominators, which we now present.

Definition 5.12 Functions in the class &, called denominators, are non-negative func-
tions on [0, oo) with the following three properties.

(i) Each g € Z is continuous and increasing.
(ii) For each g € Z the improper integral

C<>~—/ooi
S )

is finite.

For each § > 0, set

G(x)._;(HL/Xﬁ)
T s c@ )i gn)’

and note that 0 < Gs(x) < 1. Let

“1-Gs(y)
h = —d
#(x) /1 Gs(y) Y

(iii) For each g € Z there exists a constant § > 0 such that

Ka(g) = sup th(.x)
x>1 g(x)

is finite.
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With the notion of denominators in hand, we can now state the main result of [35].

Theorem 5.13 Let (X, w) be a Stein Kéhler manifold, and w € O(X) a holomorphic
function such that

sup|w| <1 and, with Z := wil(O), dw|z is nowhere zero.
X

Let H — X be a holomorphic line bundle with singular Hermitian metric e™ such
that

V=133 + Ricci(w) > 0.
Let g € 2. Suppose R : X — R is a function such that for all y > 1, and all
sufficiently small ¢ > 0 (depending on y — 1),

(@) o — g e Rg(a) is subharmonic, and
®) g (e Rg(l —log|w) = 1,

wherea ==y — log(|u)|2 +&2). Then for every holomorphic section f € H(Z, H|z)
such that

|f|2€—/( wn—l
7 |dw|Z) (n—1)!

< 400

there exists a holomorphic section F € H O(X, H) such that

1 F 2 ,—k n
Flomp g L[ o
27 Jx |wp2g (10g ﬁ) n!
146 |f|2e—l( wn—l

<4|K —0C -

= ( W (g)) 2 1dw (=D
The class of denominators is rather rich, though there has not been a careful study

of just how rich. Here are a few interesting examples.

M gs(x) =s"te’ 7D s €(0,1]
(D) gs(x) = s 12! 5 € (0, 1]
() gns(x) = s7'xLi(x)La(x) - Ly 2(x)(Ly1(x))' ™, s € (0,1, N €
[2, 00) N Z, where E; = exp")(1) and L (x) = log"/) (E;x).

With the function g; of type (I), Theorem 5.13 recovers Theorem 5.1 of Ohsawa—
Takegoshi (set R = 0), as well as a generalization of Theorem 5.8 of Ohsawa, in which
the function ¢ (which is R in Theorem 5.13) is less restricted. With the functions g;
of type (II), we recover Berndtsson’s Theorem 5.9. Finally, with the function g » of
type (IIT) we recover Demailly’s Theorem 5.10.
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5.3 Extension from hypersurfaces with non-trivial normal bundle

Many of the L? extension theorems presented in the previous paragraph involved
extension from a hypersurface Z cut out of X by a bounded holomorphic function.
One exception is Manivel’s Theorem 5.3, in which the submanifold Z is cut out by
a section of a holomorphic vector bundle that is generically transverse to the zero
section. In fact, the L? extension technique works for much more general complex
subvarieties of X, though if the subvariety is not cut out by a section of a vector
bundle that is generically transverse to the zero section, the constants become much
less controlled.

Demailly’s Theorem 5.10 that we quoted above is actually a special case of his
result, where he considers the same setup as Manivel.

In [51], one of us established the following result on L? extension from smooth
hypersurface cut out by a non-trivial line bundle.

Theorem 5.14 Let (X, w) be a Stein Kdihler manifold, and let Z C X be a smooth
hypersurface. Assume there exists a section T € H*(X, Lz) and a metric e for the
line bundle L; — X associated to the smooth divisor Z, such that e™*|z is still a
singular Hermitian metric, and

sup |T|%e™ < 1. (32)
X

Let H — X be a holomorphic line bundle with singular Hermitian metric eV such
that e~V |z is still a singular Hermitian metric. Assume that

V=1(39¢ + Ricci(w)) > vV—109rz
and
V=1(33y + Ricci(w)) > (1 + 8)v/—109rz

for some positive constant § < 1. Then for any section f € H*(Z, H) satisfying

|fIPe™V
/Z—|dT|2)e_)”dAw < 400

there exists a section F € HY(X, H) such that

24 2oV
Flz=f and /|F|2e_‘”de§ BNV
X I} VA |dT|C20€_)‘

Theorem 5.14 seems to have been the first result in which the metric e =* is allowed to
be singular, though we point out that the hypothesis (32) puts rather a strong constraint
on just how singular the metric could be.
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Remark 5.15 Let Z C X be a smooth complex hypersurface, defined on a given
coordinate chart U; as the zero set of a holomorphic function f; € O(U;). If U; and
Uy are two such coordinate charts, then the function g jx := f;/fx is holomorphic and
nowhere zero on U; N Uy. Thus {g i} define transition functions for a line bundle on
X, which in Theorem 5.14 is denoted L. Moreover, notice that

fi = gjkfr, (33)

which means that the f; fit together to form a global holomorphic sectionof Lz — X.
Any other section whose zero set, counting multiplicity, is Z, differs from this section
by a nowhere-vanishing holomorphic function whose domain of definition is X. (This
construction applies to all complex manifolds containing a smooth divisor, and does
not use the Stein structure of X is any way.)

If we differentiate the identity (33), we get

df; = gjkdfe + dgjk fr-

Restricting to Z, we find that df; = g;xdfi, which means that{df;} define a section
of the vector bundle (T;(k ® Lz)|z — Z. Moreover, this section annihilates 7. It
follows that {df;} is in fact a section of the line bundle N ;’; /z ®(Lz)|z — Z.Finally,
since Z is smooth, the section {df;} is nowhere zero. Therefore the line bundle

N;/z Q(Lzlz— Z

is trivial, which is to say, the restriction to Z of the line bundle Lz is isomorphic to
the normal bundle of Z in X. This latter fact is called the Adjunction Formula.

The Adjunction Formula lends some geometric insight to the curvature hypotheses
in Theorem 5.14. If the normal bundle of Z is very positive, then H — Z might have
alot of sections, and in order for those sections to extend, we are going to need enough
curvature from H — X.

It is not difficult to adapt the theory of denominators to the setting of extension
from hypersurfaces with non-trivial normal bundle; it is simply a matter of modifying
the technique of proof of Theorem 5.13 to the setting of Theorem 5.14.

5.4 An elementary example of extension for divisors with non-trivial normal
bundle

The considerations of the last section might seem rather abstract to the more analyti-
cally minded of our readers, but in fact that condition appears rather naturally in very
concrete problems. One such problem, first considered by Seip and Wallsten [46] and
then studied further by Berndtsson and Ortega Cerda, is the problem of interpolation
sequences for the generalized Bargmann—Fock space, which we now describe.

The underlying manifold we work on is the complex plane C. On this space, we have
the trivial bundle with nontrivial metric e~%, and we use it, together with Lebesgue
measure, to define the Hilbert space
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H(C, e ?dA) = {f € O(C) ; / | fPe PdA < 40} .
C

We say that .72 (C, e ?dA) is a generalized Bargmann—Fock space if there exists a
constant M such that

M~'/=1080|z)> < V—100¢ < M/—133|z)°.

Now letI" C C be a closed discrete subset. To this subset we can attach another Hilbert
space, namely the space

62(1", e )=1f:I'=>C; Z |f(y)|2e_‘p(7’) < 400
yel

The basic problem is then as follows: find necessary and sufficient conditions on I" to
guarantee that the restriction map

Ry H2(C, e PdA) — (2T, e %)

is surjective. If this happens, we say that I" is an interpolation set (for the data
(C,p,dA)).

The central result of the subject, which in this generality is due to Berndtsson,
Ortega Cerda and Seip [4,42], can be stated as follows.

Theorem 5.16 Assume 7*(C, e=%d A) is a generalized Bargmann—Fock space. Then
a closed discrete subset I is an interpolation set if and only if

(1) T is uniformly separated, i.e.,

inf{ly —ul; y,pel, y#ut>0,

and
(1) the upper density

. #(Dr(zx)NI)
DH(T) := lim sup sup ————————
¢ r—00 z¢C [p, 2y V=199

is strictly less than 1.

The necessity of the conditions (i) and (ii) for I to be an interpolation set, which was
established in [42], uses techniques that lie somewhat outside the scope of the present
article. The sufficiency, which preceded necessity by about 3 years, was established in
[4] using L? techniques. However, recently Pingali and the second author [44] found
a rather direct argument for obtaining this result from Theorem 5.14. The argument
also illuminates the meaning of the curvature of the normal bundle of the hypersurface

@ Springer



234 J. D. McNeal, D. Varolin

I' (especially in higher dimensions, which are treated there). We shall now give the
argument.
First, we wish to apply Theorem 5.14 to the problem at hand. To do so, we take

X=C, o= @dz Adz,and Z = I'. We fix any holomorphic function T € O(C)
such that

I = Ord(T),

i.e., T vanishes to order 1 along the points of I, and has no other zeros. We set
1 2 1 2
M) == [ 1ogIT@PdAQ) = —5 | log|T (@~ DIPdAQ).
Tr Dy (z) Tr D, (0)

Then by the sub-mean value property for subharmonic functions,
log|T)? <A, ie., [TPe <1,
and by the Poincaré-Lelong Formula,

_#T'N D)

AM 3

r
Therefore by Theorem 5.14, we have the following result.

Proposition 5.17 Let I' C C be a closed discrete subset, and assume ¢ is a subhar-
monic weight function such that

r—o00 zeC \/—laé(p(z)

Then for any f : I' — C satisfying

2,-¢()
Zlf(y)le‘” - 400

’ 20=2(y)
ST ()PP

there exists F € #*(C, e=?dA) such that F|r = f.

The ‘if” part of Theorem 5.16 then follows immediately from the following two
lemmas.

Lemma 5.18 Let I' C C be a closed discrete subset. Then T is uniformly separated
with respect to the Euclidean distance if and only if for any r > 1 there exists C, > 0
such that

inf [T (y)[?e ™) > C,.
yel
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The proof of Lemma 5.18 was established in [44], but it is rather more elementary
in dimension 1. The reader can find an elementary proof in the 1-dimensional case in
[52].

Lemma 5.19 Let ¢ be a weight function satisfying

—MN=133|z* < Ap < M/=103]z)?,

and let
@) = (©)log—— d Q)
0 (2) == — 0(¢)log ——
' 7r? Jpec) s lc —z?
1 r2
=— ¢(¢ +2)log —dA(), z€C.
7= Jpe(o) 1]
Then

~MV=190]z < Apr < MV/~103]2P,
and there is a constant C, > 0 such that for all z € C,
lo(@) —er(2)| = Cr.
In particular, we have the following quasi-isometries
H2(C, e ?dA) < #*(C,e " dA) and (>, e %) = 02T, e ).

of Hilbert spaces given by the identity map.
Again, for a proof see [52].

5.5 Higher forms

The L? extension theorems discussed so far have all treated the problem of extending
holomorphic sections. It is natural to ask whether extension is possible for d-closed
forms of higher bi-degree.

First, let us mention briefly that, a priori, there are two possible definitions for the
restriction of a d-closed form with values in a holomorphic line bundle. To explain
these, let X be a complex manifold, ¢ : Z < X a complex submanifold (or subvari-
ety), and L — X a holomorphic line bundle.

The first type of restriction of a (p, ¢)-form o with values in L is the pullback (*w.
The resulting object is a differential form on Z (or the regular part of Z if Z is not
smooth). We call this restriction the intrinsic restriction.

The second type of restriction is a section of the restricted vector bundle

(ARTQL)|z— Z.
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We call this second type of restriction the ambient restriction. While ambient restriction
is alittle less natural than intrinsic restriction, since the restriction to Z of a (p, g)-form
on X is no longer a (p, g)-form on Z, it is nevertheless a useful notion of restriction
in certain contexts.

In his paper [27], Manivel claimed that the methods used to prove L? extension of
holomorphic sections carry over to d-closed forms of higher bi-degree. It was later
pointed out by Demailly [14] that Manivel’s deduction was not correct, because the
proofs of all the L? extension techniques above use the interior ellipticity of the 8-
operator, and this ellipticity fails for (p, g)-forms as soon as ¢ > 1. (In the extreme
case, if @ has bi-degree (p, n) on an n-dimensional complex manifold, then da = 0,
so there is no regularity whatsoever.) There is, however, a related elliptic problem
of solving d with minimal norm, and Demailly asked whether this problem has some
small amount of regularity when the metrics of the line bundles in question are singular.
Demailly’s questions remain unsolved at the time of writing of this article.

A breakthrough came in the work of Koziarz [25], who was able to show that in
fact, one can extend cohomology classes from smooth hypersurfaces. This amounts to
saying that if one is given a d-closed twisted form u on the smooth hypersurface, then
there is an ambiently defined d-closed form U whose restriction to the hypersurface
differs from u by a form that is d-exact on the hypersurface. Koziarz actually made
use of the Ohsawa—Takegoshi extension theorem for the case ¢ = 0 by passing to
the sheaf-theoretic realization of cohomology; in other words, instead of using forms
to represent cohomology, one uses Cech cocycles, and these are locally given by
holomorphic functions. One can have these functions be defined on Stein domains,
where the Ohsawa-Takegoshi Theorem (or its proof) can be applied. The functions
can be extended, and one proceeds to show that the extensions define a cocycle. The
trouble with the proof is that necessarily in the sheaf-theoretic formulation one must
choose a cover, and the constants of L2 extension, which should be universal, end up
depending on the cover.

The next step was taken by Berndtsson [2]. Using his method of 3 on currents,
Berndtsson was able to solve the L? extension problem for d-closed (1, ¢)-forms with
values in a holomorphic line bundle, from smooth hypersurfaces in compact Kéhler
manifolds. Berndtsson establishes his theorem by using the method of solving d for a
current, as developed in [5].

Most recently, the authors have solved the L? extension problem for 9-closed forms
on a Stein manifold. Both types of restrictions were considered, though the two exten-
sion problems turn out to be essentially equivalent. Moreover, the techniques are easily
adapted to the compact setting (where they are in fact a little easier to establish).

Let us state the main results of [36]. To set notation, let X be a Kédhler manifold of
complex dimension n with smooth Kihler metric w, and Z C X a smooth complex
hypersurface. Let L — X be a holomorphic line bundle with a possibly singular
Hermitian metric e~% whose singular locus does not lie in Z, i.e., such that e=?|7 is
a metric for L|z. Assume also that the line bundle £z — X associated to the divisor
Z has a holomorphic section fz suchthat Z = {x € X ; fz(x) = 0}, and a singular
Hermitian metric e, such that
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sup | fz[%e % = 1.
X

The first result of [36] is as follows.

Theorem 5.20 (Ambient L? extension) Let the notation be as above, and denote by
t: Z < X the natural inclusion. Assume that

V=1((33(¢ — *7) + Ricci(w))) A o? >0
and
V=1(03(¢ — (1 + 8)Az) + Ricci(w)) A w? >0

for some constant § > 0. Then there is a constant C > 0 such that for any smooth
section & of the vector bundle (L ® A())(’q)|z — Z satisfying

< +00,

_ 2,9
A(*E) =0 and / 1§ 1ue n=l

z ldfz|?e*z
there exists a smooth d-closed L-valued (0, ¢)-form u on X such that

o _C |E2e ¢ o't
n! = 8 Jz|dfz]2e 2 (n — 1)

ulz =& and /|ulie_‘p
X

The constant C is universal, i.e., it is independent of all the data.

Given a smooth section £ of L ® A())(’q) |z, the pullback (*& is a well-defined
L-valued (0, g)-form on Z. Now, if n is an L-valued (0, g)-form on Z then the orthog-
onal projection P : T)(()’1 lz = Tg ‘! induced by the Kihler metric @ maps 7 to a section

P*nof (L ® Ag)(’q)|z — Z, by the formula
(P, 01 A+ Ag) == (n, (PU) A-+- A(PTy)) inL;

for all v,..., vy € T;Oz’l. The map P* is an isometry for the pointwise norm on

(0, g)-forms induced by‘ w, and since (* P*n = n, the hypotheses of Theorem 5.20
apply to & = P*n, and we obtain the following theorem.

Theorem 5.21 (Intrinsic L? extension) Suppose the hypotheses of Theorem 5.20 are

satisfied. Then there is a universal constant C > 0 such that for any smooth 9-closed
L-valued (0, q)-form n on Z satisfying

2 —
—|77|w€ i " < 400
7 ldfz|?e*z ’
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there exists a smooth d-closed L-valued (0, q)-form u on X such that, witht : Z < X
denoting the natural inclusion,

C |nlz)e"/’ et
=8 ) 1df2 e = D

fu=n and /|u|267W
X

5.6 Optimal constants

There has been some interest in obtaining the best constant in the L2 extension theorem.
The main motivation (and at present, essentially the only motivation known to the
authors) was linked to the Suita Conjecture [50], as we now explain.

Let X be a Riemann surface and assume X admits a non-constant bounded subhar-
monic function. (Such Riemann surfaces are called hyperbolic, or sometimes potential
theoretically-hyperbolic.) It is well known that such a Riemann surface admits a
Green’s function G : X x X — [—o00, 0), i.e., a function uniquely characterized
by the following properties:

(1) If we write G (y) = G(y, x), then for each x € X,

/—1 _
—— 030G, = 4y,
T

and
(1) if H : X x X — [—o00, 0) is another function with property (i), then G > H.

Using the Green’s Function, one can construct a conformal metric for X as follows:
. A1 -
©F () = lim Taoe%(y) AT ().

The metric wp is called the fundamental metric.

Remark 5.22 The metric wr can be computed from the Green’s Function at a point
x as follows. Choose any holomorphic function f € O(X) such that Ord(f) = {x},
i.e., f has exactly one zero of multiplicity 1, and this zero is at the point x. Since X is

an open Riemann surface, and thus Stein, such a function f exists. From the definition
of Green’s function, the function

hy == Gy —log|f]

is harmonic. Then

df(X) Ad f(x).
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, and we have

Example 5.23 Let X be the unit disk. Then G(z, ¢) = log ‘ f:;z

V=ldz ndZ

or® = S0

Thus in the unit disk the fundamental metric agrees with the Poincaré metric. A
similar calculation shows that on a bordered Riemann surface with no punctures, the
fundamental metric and the Poincaré metric are asymptotic at the boundary.

Suita’s conjecture can be stated as follows:

Conjecture 5.24 [50] Let X be a hyperbolic Riemann surface. Then the Gaussian
curvature of the fundamental metric of X is at most —4. Moreover, it is exactly —4 if
and only if X is the unit disk.

Suita’s Conjecture was proved fairly recently by Blocki [6] for the case where X is
a domain in C, and more generally by Guan and Zhou [20]. We now sketch the proof.
A theorem of Schiffer [45] states that the curvature form of wp is

R(wr)(z) = = Bx(z, 2),
where By (z, w) is the Bergman kernel of the Riemann surface X, i.e.,
Bx(z.2) = v=1a;(x) At (2),

where {a1, a2, ...} is an orthonormal basis of holomorphic 1-forms for the Hilbert
space

s
A = Ia e HOX, T3"%) / SNT < +oo}
X

of square-integrable holomorphic 1-forms on X.

Remark 5.25 The following properties of By are well-known.

(B1) The series defining Bx converges locally uniformly.

(B2) By is independent of the choice of orthonormal basis for %”Xz

(B3) By is characterized by its holomorphicity (in the complex structure of X x X)
together with Hermitian symmetry and the following reproducing property: for
any o € jfxz,

\/__loz(w) R Bx(z, w)
x 2 Ve

(B4) For any smooth area form d A on X,

a(z) =

Bx(z.2) _ V=la@) Aa(z)
dA alld dA '
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It was first realized by Ohsawa [39] that one need only prove show that
T -
wr(z) < ZBX (z,2),

and that an L? extension theorem with optimal constant could be used to produce
holomorphic 1-forms that would give the needed estimate for the curvature of wr.

Such an L? extension theorem was first proved by Blocki for domains in C, and
more generally by Guan and Zhou. Recently Ohsawa [40] has given a significantly
more elementary proof of the optimal constant extension theorem. We now state Guan—
Zhou’s version of this theorem.

Theorem 5.26 [6,20] Let X be a Stein manifold of complex dimensionn andY C X a
smooth hypersurface. Let f € H*(X, Ly) be the canonical section of the line bundle
associated to the smooth divisor Y. Assume there exists a metric e~ for Ly such that

sup|fl?e™ < 1.
X

Let L — X be a holomorphic line bundle with singular Hermitian metric e~V such
that for some 6 < 1,

V=133% =0 and ~/—180y > 5/—139x.

Then for any L-valued holomorphic (n — 1)-form «, € HO(Y, Ky) such that

oy A &oe_’// < 400

ﬁ("-l)z
ﬂ 2n71

there exists a holomorphic (L + Ly)-valued n-form o € H*(X, Kx + L + Ly) such
that

2 (n—1)2
V=T NS
aly = o, Adf and aAge VT < T —aoA&oef'/’.
x 2 8 Jy n

n

Next we take X to be our hyperbolic Riemann surface and Y to be any point x € X.
Let f € O(X) satisfy Ord(f) = x. The function

hy :=log|f|— Gy
is therefore harmonic. Moreover
|FRe 2 = 26r < 1.

We make the choice A = 2h,. Then A = 0, so we can take the metric e ¥ = ¢* and
set § = 1. Theorem 5.26 then tells us there exists a holomorphic 1 form o on X such
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that

Vol g < Ep2hio)

a(x) =df(x) and c4 = Ao < —
x 2

[\)

(Here we have extended the O-form o, = 1.)

Proof of Suita’s Conjecture Consider the holomorphic 1-form g = \%a. Then we

/—ﬂ/\ﬂ_l

V=IB() A Bx) — 2o > 4

wr(x) T

have
while

It follows from (B4) that

Bx(x, x)

4
>
wp(x) T

which is what we wanted to show. O

6 Invariant metric estimates
6.1 The Bergman kernel again

Let us recall the definitions of the classical invariant metrics, starting with the Bergman
metric. If @ C C" is a domain, the Bergman kernel function, B (z, w), is the Schwarz
kernel of the orthogonal projection operator B : L2(Q) —> AX(Q), where A2(2)
denotes the holomorphic functions in L2(2). That is,

Bf(z) = /Q Bo(zw) f(w)dVe(w),  f € LXQ).

Remark 6.1 The link with the Bergman kernel discussed in the previous section is that
on a domain in C", the canonical bundle is trivial, and moreover the nowhere-zero
section dz! A --- A dZ" squares to Lebesgue measure.

Let B(z) = Bq(z, z) denote the Bergman kernel of 2 restricted to the diagonal of
Q x Q. Define a Hermitian matrix (gkl-) of functions by setting

2

0zx0Z;

8ri(z) = log B(z).
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Then if « = > axdZx a (0, 1)-form, the pointwise Bergman length of & is defined

1/2

n
K, =
lalp = > gl ;
k=1

where (gki) = (gkl-)fl as matrices.

6.2 Invariant metrics

An often useful way to determine the Bergman metric is as a ratio of extreme value
problems. Since Hermitian metrics are usually defined on tangent vectors, we formu-
late this alternate definition accordingly; to measure the Bergman length of a co-vector
like o above, one merely uses duality in C".

It is elementary to show that B(z) itself solves an L? extremal problem:

B@ =sup {If@F: f € O@andIfll2 < 1}

where O(£2) denotes holomorphic functions. If X € Té’o is a tangent vector, thought
of here as a derivation, define a second extreme-value problem by

N(z; X) = sup{IXf(z)|2 1 fe0 ), f(z) =0, and || f]|2 < 1}-

The norm || - ||2 in both problems is the euclidean L? norm on . The Bergman length
of X at z is then given by

N(z; X))‘/2

Mp(z; X) = ( BG)

To define the Caratheodory and Kobayashi metrics, let H (U1, U>) denote the set
of holomorphic mappings from U to U,, if U; C C",i = 1,2, are open sets. Let
D denote the unit disk in C. Fix a domain  C C”", a point z, and a tangent vector

1,0
Xelgy,.
(i) The Caratheodory length of X at z is by definition the number
Mc(z; X) = sup{ldf (2)X]: f € H(Q, D), f(z) = 0}.
(i) The Kobayashi length of X at z is by definition the number

Mg (z; X) = inf{ja| : 3f € H(D, Q) with £(0) = z and £'(0) = X/a}.
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Remark 6.2 The definitions we have given for the three metrics above fit the notion of
a Finsler metric. As we saw earlier, the Bergman metric is actually (the norm obtained
from) a Kéhler metric. On the other hand, in general neither the Caratheodory nor the
Kobayashi metric is induced by a Riemannian metric.

6.3 Estimates

It is essentially impossible to find formulas that give the values of the above metrics,
except in special cases of domains with high degrees of symmetry. However, a great
deal of work in the last 30 years has led to results showing how these metrics behave,
approximately, as z approaches b2, for wide classes of domains €2. These results show
that the invariant metrics (and various derivatives of Bg(z, w)) can be bounded from
above and below by an explicit pseudometric defined in terms of the geometry of 92.

The following types of domains are ones to which we can apply the method above;
they are all finite type domains, as defined by D’ Angelo [12], which means that the
Levi form associated to these domains degenerates to at most finite order, in a certain
sense. We refer to [12] or [13] for the definition of finite type.

Definition 6.3 Call a smoothly bounded, finite type domain  C C”" simple if it is
one of the following types:

(i) 2 is strongly pseudoconvex,
(i) n =2,
(iii) 2 is convex,
(iv) 2 isdecoupled,ie. 2 ={z:Rez, + ZZ;II Jr(zk) < 0} for some subharmonic
functions f; of one complex variable.
(v) The eigenvalues of the Levi form associated to b2 are all comparable.

The notion of a simple domain is ad hoc and merely refers to domains where the
Bergman kernel and its derivatives have known estimates which are essentially sharp.
These kernel estimates are derived, for the various classes of domains in Definition 6.3,
in [10,23,28-30,37]. See [34] for an expository account of these estimates.

One corollary of the estimates is that, on a simple domain, the invariant metrics
Mp, Mc, and Mg are all comparable to each other as z — 9. This asymptotic
equivalence of all three invariant metrics is definitely known to be false, in general.
(See, for example, [15]). The comparability on simple domains means that getting L>
estimates on 9 in either the Caratheodory or Kobayashi metric, which are only Finsler
metrics, can be obtained by estimating 9 in the Bergman metric, which is Hermitian
and has a globally defined potential function (because we’re on a domain in C").
Hermitian metrics given by global potentials are much more amenable to either the
weighted or twisted approach for estimating 8. We saw an example of such estimates at
the end of the last section, in which the Bergman kernel played the role of a curvature
rather than a potential.

The known estimates on the Bergman kernel are sharp enough to show that, when
2 is simple, the potential function 1 := clog B satisfies condition (20), for some
constant ¢ > 0. The following 8 theorem then results.
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Theorem 6.4 Let 2 CC C" be a simple domain and let ¢ be a plurisubharmonic
Junction on Q2. There exists a constant C > 0 so that, if « is a 9-closed (0, 1)-form on
2, there exists a solution to du = a which satisfies

/ P e < c/ a2 e?,
Q Q

assuming the right hand side is finite.

For a detailed proof of Theorem 6.4, and further information about the invariant
metrics, see [32].

7 Estimates for 3-Neumann
7.1 Compactness and subelliptic estimates

Let (0 = 99" + 3" denote the ordinary, un-weighted complex Laplacian. The 9-
I\tfleumann problem is the following: given f € L%’q(Q), find u € L%’q (£2) such
that

(30" + %) u = f

u € Dom (0*) N Dom (9)
du € Dom (%)

9*u € Dom ().

When the problem is solvable, the 3-Neumann operator, N, maps square-integrable
forms into the domain of [J and inverts [1. See [17] for details about N and many other
aspect of the 9-Neumann problem.

The 3-Neumann problem is not an elliptic boundary value problem. There are, how-
ever, two analytic estimates on the 3-Neumann problem which serve as substitutes for
elliptic estimates, and have been extensively studied: the compactness estimate and
the subelliptic estimate. Kohn and Nirenberg, [24], showed how these estimates can
substitute for elliptic estimates, especially with regard to proving up to the boundary
regularity theorems on N. Neither the compactness estimate nor the subelliptic esti-
mate hold on a general domain; the geometry of the boundary 92 of Q2 plays a crucial
role in whether these estimates hold. And, while it is known that the geometry of 92 is
intimately connected with whether these estimates hold, it is not yet understood exactly
what geometric conditions imply these estimates, or the “strength” of these estimates
when they do hold, for example, what sorts of geometric conditions are implied by the
estimates. Catlin’s theorem characterizing when subelliptic estimates hold, recalled
below, is a remarkable result, in that, aside from being a tour de force of ideas and
techniques, it is the closest thing we have to a complete picture. Nevertheless, there
remain interesting and difficult questions that are not addressed by Catlin’s Theorem.

To state these estimates, we recall some notation, specialized to (0, 1)-forms. For
anopenset U C C",let D% 1(U N Q) be the forms in Dom (3*) which are also smooth
on U N'Q, and let Q(u, u) = ||du||* + ||3*u||*> be the Dirichlet form associated to
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[, defined on D1 (£2). We say the 9-Neumann problem is compact if every sequence
{u,} € Do’l(Q) such that Q(u,, u,) < 1 has a subsequence which converges with
respect to the ordinary L? norm. Equivalently, the d-Neumann problem, or N, is
compactif and only if the following family of estimates, usually called the compactness
estimate(s), hold: for every n > 0, there exists a constant C(n) such that

lull* < nQu,u) + Cpllull2,,  ue D" (Q), (34)

where || - || denotes the L? Sobolev norm of order —1. Although the estimates (34)
are stated globally, i.e. for forms in D%!(2), compactness is a local property: N is
compact on 2 if and only if every boundary point of €2 has a neighborhood U such
that Ny—the d-Neumann operator associated to U N Q—is compact. See [18] for a
survey of results on compactness of the 3-Neumann problem.

A subelliptic estimate is a quantified form of compactness. Let p € 92 and U be
a neighborhood of p in C". A subelliptic estimate of order € > 0 holds in U if there
exists a constant C > 0 such that

lull? < COw,u), ueD"'(UNQ), (35)

where || - || denotes the L? Sobolev norm of order .
There are potential-theoretic conditions that imply (34). The first general condition
was given by Catlin [8].

Definition 7.1 A pseudoconvex domain Q2 C C”" satisfies Property P if for every
M > 0 there exists ¥ = Yy € C2(R2) such that

(@ ly] <long
(ii) 199y (p)(€,&) = M|g|* for p € 9Q and & € C".

Theorem 7.2 If 2 satisfies Property P, then N is compact.

Catlin’s proof of Theorem 7.2 follows from Theorem 2.14, using the functions in
Definition 7.1 as weight functions there. For a form u € po-1 (), write u = u1 + uo,
where u; is supported near 02 and u; is compactly supported in €2. It follows from
(ii) of Definition 7.1 that, for arbitrarily large M,

1
lur||* < 7 QG u).

But u» satisfies elliptic estimates, since its support is disjoint from b<2. Together, these
estimates imply that (34) holds.
In [33], a generalization of Property P is given.

Definition 7.3 A domain € is said to satisfy Property P if for every M > 0 there
exists 7 = ¢pr € C2() such that

@) Iﬁ has self-bounded gradient
(ii) 199V (p)(€,&) = M|g|* for p € dQ and & € C".
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Theorem 7.4 If Q2 satisfies Property P, then N is compact.

Property P implies Property P. Indeed, given a family of functions /5, satisfying
the conditions in Definition 7.1, the functions 1/~/M = exp(¥y) satisfy Definition 7.3.
But Property P is more general. As stated earlier, (i) in Definition 7.3 does not imply
that 157 is bounded independent of M, e.g. the functions yry; = — log(— f + %) for
f < 0and strictly plurisubharmonic, have self-bounded gradient but are not uniformly
bounded near { f = 0}.

The proof of Theorem 7.4 proceeds by a duality argument. First, the functions in
Definition 7.3 are used as the weight functions ¥ in Theorem 3.3; 7 and A are set
equal to e~V and 2¢7 VY, respectively. Splitting u € Do*l(SZ), u = u1 + uy, as before,
we obtain

1 _ _
i3y, < — (1duil13, + 1185u1ll3, ) -
v =y v yH1lay

Note the weight ¥ in E_)f;/ , while the norms are withrespect to 2v. A Riesz representation
argument, in the same spirit as that which proves Theorem 4.1, shows that if « is a
d-closed (0, 1)-form

_ 1
||a*Na||2sK(M||a||2+C<M>||a||2’_1), (36)

for a constant K independent of M. The compactness of the operator 3*N follows
from (36); the compactness of N itself follows from this and a little functional analysis.

Turning to subelliptic estimates, Catlin showed that a quantified version of Property
P implies that subelliptic estimates hold.

Theorem 7.5 Let Q2 C C" be a smoothly bounded, pseudoconvex domain. Let p € 92
and W a neighborhood of p. Suppose that, for all sufficiently small § > 0, there exists
Ys € C°(Q) such that

(1) s is plurisubharmonic on Q N W,
(i) |Ys()| < 1forzeQNW,
(iii)) Forze{z e W: -8 <r(z) <0},

V=103Ys(2)(5,6) = c87*[g?,  EeC”

for some positive constant ¢ > 0 independent of z, & and 8.

Then there exists a neighborhood U C W of p and positive constants C such that
(35) holds with € appearing in (iii) above.

This theorem is, therefore, the stunning equivalence of the geometric condition that
d<2 has finite type and the analytic condition that (35) holds for some € > 0.

The difficult part of Catlin’s paper [9] is construction of the functions 5 satisfying
the hypotheses of Theorem 7.5, in a neighborhood of a point of finite type p € 9€2.
Once the functions s are in hand, Theorem 7.5 precisely connects the rate of blow-
up of the Hessians »/— 19315 to the strength of the subelliptic estimate. However the
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connection between the type 7 (p) of a point p € 92 (see, for example, [12,13]) and
the (best possible) € in (35) is not known—the construction given in [9] provides an €
such that % is doubly exponential in 7' (p). Determining the exact relationship between
T (p) and € is an intriguing and difficult problem that remains to be solved.

Parallel to the way Theorem 7.4 extends Theorem 7.2, a more general sufficient
condition for subellipticity than Theorem 7.5 was established.

Theorem 7.6 [21] Let 2 C C" be a smoothly bounded, pseudoconvex domain. Let
p € b2 and W a neighborhood of p. Suppose there exists a constant ¢ > 0 so that,
for all sufficiently small § > 0, there exists Y5 € C°(2) such that

@) 1/:/5 is plurisubharmonic on Q N W,
(ii) s has self-bounded gradient on QL N'W,
(i) Forze{ze W : -8 <r(z) <0},

V=100Y5(2) (5, 8) = 8 g2, £eC.

Then there exists a neighborhood U C W of p and a constant C > 0 such that (35)
holds with € as in (iii) above.

Asin Theorem 7.4, this extension relaxes the requirement that the plurisubharmonic
functions be bounded to only having self-bounded gradient. Herbig’s proof of Theorem
7.6 also starts with the inequalities behind Theorem 3.3, though new arguments are
required, including a careful analysis of a partition of unity in the phase variable. She
also obtains relatively simple constructions of the functions /5 on some finite type
domains, leading to the hope of establishing sharp subelliptic estimates on families of
domains where these estimates are not yet known.
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