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Abstract
Pneumonia is a fatal disease that appears in the lungs and is caused by viral or bacterial infection. Diagnosis of pneumonia 
in chest X-ray images can be difficult and error-prone because of its similarity with other infections in the lungs. The aim of 
this study is to develop a computer-aided pneumonia detection system to facilitate the diagnosis decision process. Therefore, 
a convolutional neural network (CNN) ensemble method was proposed for the automatic diagnosis of pneumonia which is 
seen in children. In this context, seven well-known CNN models (VGG-16, VGG-19, ResNet-50, Inception-V3, Xception, 
MobileNet, and SqueezeNet) pre-trained on the ImageNet dataset were trained with the appropriate transfer learning and 
fine-tuning strategies on the chest X-ray dataset. Among the seven different models, the three most successful ones were 
selected for the ensemble method. The final results were obtained by combining the predictions of CNN models with the 
ensemble method during the test. In addition, a CNN model was trained from scratch, and the results of this model were 
compared with the proposed ensemble method. The proposed ensemble method achieved remarkable results with an AUC 
of 95.21 and a sensitivity of 97.76 on the test data. Also, the proposed ensemble method achieved classification accuracy of 
90.71 in chest X-ray images as normal, viral pneumonia, and bacterial pneumonia.

Keywords Deep learning · Convolutional neural networks · Pneumonia · Transfer learning · Medical image analysis

1 Introduction

Pneumonia is an acute infection that occurs in the lungs and 
is one of the leading causes of child mortality worldwide. 
According to reports published in 2006 [1], 2011 [2], and 
2018 [3], pneumonia was ranked first among the causes of 
child mortality under the age of five-year-old children, with 
19%, 18%, and 16%, respectively. The late diagnosis of the 
disease due to limited resources makes pneumonia the most 
dangerous disease that causes childhood deaths especially in 
low and middle-income countries [4]. Moreover, pneumonia 
also poses a risk to people over 65 years of age and those 
with prior health problems [5]. The World Health Organiza-
tion (WHO) describes some symptoms of pneumonia as the 
presence of fast breathing, chest indrawing, cough, cold and 
difficulty breathing [6]. If pneumonia is detected in its early 

stage, antibiotic therapy can be initiated to effectively treat 
pneumonia [6]. The most suitable method for the diagnosis 
of pneumonia is radiography (chest X-rays) [7]. However, 
medical images are still analyzed by human radiologists with 
speed, fatigue and experience constraints. Raising a qualified 
radiologist requires large financial costs and takes years [8]. 
In addition, there are not enough radiologists in rural areas 
of low-income countries. Moreover, diagnosis of pneumo-
nia in chest X-ray is a difficult task even for well-trained 
radiologists because of similarities between pneumonia and 
other diseases. For example, if bacterial or viral pneumo-
nia cases are misdiagnosed by experts, this brings with the 
wrong treatment process, which can result in the death of 
the patient [9]. In addition to all this, the new Coronavirus 
(Covid-19) is quite similar to pneumonia and it is difficult 
to differentiate them from each other [10]. For all these rea-
sons, there is a high demand to develop computer-aided sys-
tems (CAD) to facilitate the diagnosis of pneumonia [11]. 
In recent years, deep learning-based CAD approaches have 
gained popularity in solving medical problems. The main 
advantage of these CAD approaches is making rapid infer-
ence and the ability to perform complex cognitive tasks that 
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require special expertise [12]. Deep learning-based CAD 
systems, especially convolutional neural networks (CNNs) 
inspired by the mammalian visual cortex have the potential 
to evaluate and learn a large number of attributes by them-
selves, including those that were not previously considered 
by radiologists [13]. CNNs have been used successfully in 
various medical imaging problems such as skin lesion seg-
mentation [14] and skin cancer classification from dermo-
scopic images [15], detection of diabetic retinopathy from 
retinal fundus images [16], early lung cancer detection in 
CT images [17], detection of arrhythmia from electrocar-
diograms [18], classification of pulmonary tuberculosis in 
radiographs [19], and hemorrhage detection from computed 
tomography scans [12].

In this study, instead of training or designing a CNN 
model from scratch, the recommended methodology is 
based on the idea of training well-known and successful 
CNN architectures using appropriate transfer learning and 
fine-tuning strategies, and then combining the strengths 
of these models. For this purpose, VGG-16, VGG-19 
[20], ResNet-50 [21], Inception-V3 [22], MobileNet [23], 
SqueezeNet [24], and Xception [25] CNN models were 
trained for detection of pneumonia in chest X-ray images. As 
a result of the training, it was observed that each CNN model 
has a different generalization abilities on the dataset. Based 
on this observation, the three most successful CNN models, 
ResNet-50, Xception and MobileNet were selected for the 
ensemble method. The classification results obtained by the 
selected CNN models were combined using a probability-
based ensemble method for achieving the final classification 
output. As a result of this ensemble methodology, satisfying 
classification results were obtained. We also developed and 
trained a new CNN model to validate the effectiveness of 
the proposed ensemble method. In addition, there are few 
studies in the literature that perform normal, viral pneumo-
nia, and bacterial pneumonia classification in chest X-ray 
images. Most studies focus on performing normal and pneu-
monia classification. Therefore, we also re-trained selected 
CNN models for classification of test data as normal, viral 
pneumonia, and bacterial pneumonia. Another issue investi-
gated in this study is the effect of class-based balanced data 
usage on the classification performance of CNN networks. 
According to the test results, it was observed that CNNs 
trained with balanced data achieved more successful results 
in terms of classification performance. The main contribu-
tions of this work are summarized below.

• We proposed an ensemble method using various convo-
lutional neural network models' forecasts to strengthen 
the final classification decision.

• Effective transfer learning and fine-tuning strategies were 
analyzed instead of training a convolutional neural net-
work from scratch.

• A novel CNN model was trained from scratch and the 
achieved results were compared with the classification 
performance of the proposed ensemble method.

• We observed the class distribution effect on the classifiers 
while classifying chest X-ray images

The rest of the paper is organized as follows: Sect. 2 
provides review of related works. Section 3 presents 
the dataset, materials and methods used in the study. In 
Sect. 4, experimental setup and evaluation metrics are 
explained.  In Sect. 5, the classification performance 
of the method is given. In Sect. 6 the proposed method 
is compared with the successful classification methods 
in the literature. The final section includes the conclu-
sions of the study.

2  Related Works

Automated diagnosis of pneumonia in chest X-ray images 
is one of the most remarkable developments in recent times. 
There are many studies in which researchers have tried to 
diagnose pneumonia using deep CNN models. Rajpurkar 
et  al. [26] developed a 121-layer CNN model named 
CheXNet. They trained CheXNet with 100,000 chest X-ray 
images with 14 different diseases. The proposed model was 
tested with 420 chest X-ray images and the test results were 
compared with those of expert radiologists. As a result, it 
was seen that the deep learning-based CNN model exceeded 
the average performance of radiologists in detecting pneu-
monia. Kermany et al. [27] utilized transfer learning for 
training a CNN model performing the detection of pneu-
monia in chest X-ray images. Rajaraman et al. [28] used a 
CNN-based system for classifying chest X-rays as normal vs 
pneumonia, bacterial vs viral pneumonia and normal, bacte-
rial vs viral pneumonia. They trained CNN models with the 
region of interest areas (ROI) that include only the lungs 
instead of the whole image. Stephen et al. [29] proposed a 
CNN model. Unlike other methods based solely on transfer 
learning or traditional handcrafted techniques, they trained 
the CNN model from scratch to extract attributes from a 
given chest X-ray image to achieve remarkable classifica-
tion performance, and used it to determine if a person was 
infected with pneumonia or not. Liang and Zheng [30] per-
formed pneumonia detection with a CNN model architecture 
using residual connections and dilated convolution methods. 
They also discovered the transfer learning effect on CNN 
models when classifying chest X-ray images.

Siddiqi [31] proposed a sequential CNN model with 
18 layers that performs automatic pneumonia diagnosis. 
Chouhan et al. [32] used five pre-trained CNN models on 
ImageNet for the detection of pneumonia by using transfer 
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learning and ensemble methodology. Gu et al. [33] proposed 
a two-stage method to identify bacterial and viral pneumo-
nia. The proposed method consists of lung region identifica-
tion using a fully convolutional network (FCN) and pneumo-
nia category classification with a deep convolutional neural 
network (DCNN). Rahman et al. [34] performed the detec-
tion of pneumonia using four pre-trained CNN models on 
ImageNet with the transfer learning method. They classified 
chest radiography images with three different classification 
schemes as normal vs pneumonia, bacterial vs viral pneu-
monia, and normal, bacterial vs viral pneumonia. Togacar 
et al. [35] used three known CNN models for the feature 
extraction phase of the pneumonia classification problem. 
They trained each model separately using the same data and 
obtained 1000 features from the last fully connected layers 
of each CNN. 1000 features reduced use of the minimum 
redundancy maximum relevance (mRMR) feature selection 
method and obtained features given as an input to machine 
learning classification algorithms for the pneumonia clas-
sification problem. Mittal et al. [36], proposed a CapsNet 
CNN model using multi-layered capsules for diagnosis of 
pneumonia in chest X-ray images.

3  Materials and Methods

In this study, our main aim is to develop an effective pneu-
monia detection system in chest X-ray images by using dif-
ferent deep convolutional neural networks. Our methodology 
is summarized in Fig. 1. This consists of data augmentation, 
transfer learning and fine-tuning strategies, feature extrac-
tion, and probability-based ensemble classification. All steps 
are explained in more detail under the relevant title. The 

dataset used in the study is introduced first before moving on 
to the proposed deep learning-based method. Understanding 
the desired output versus the given input image may make 
it easier to understand the method we proposed in the study.

3.1  Dataset

The dataset used in this study was provided by Kermany and 
Goldbaum [37] based on a chest X-ray scan database from 
pediatric patients from one to five years of age at the Guang-
zhou Women and Children’s Medical Center. The dataset 
consists of 5,856 chest X-ray images in total. In the train-
ing subset of the dataset, there are chest X-ray images from 
5,232 patients, 3,883 of which are labeled as pneumonia 
and 1,349 as normal. In the test subset of the dataset, there 
are chest X-ray images from 624 patients, 390 of which are 
labeled as pneumonia and 234 as normal. Also, there are two 
different types of agents, bacterial and viral, in pneumonia 
patients. Table 1 shows the numerical distribution of nor-
mal, bacterial and virus-derived samples in the dataset. In 
addition, some images in the dataset labeled as pneumonia 
or normal are given as an example in Fig. 2. The quality of 
the images in this dataset differs due to various factors such 

Fig. 1  Summary of the proposed method

Table 1  Summary of the chest X-ray dataset

Class Train Validation Test

Normal 1349 234 234
Pneumonia Viral 1345 148 148
Pneumonia Bacterial 2538 242 242
Total 5232 624 624
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as different scanning devices, operator's working habits, and 
shooting positions.

3.2  Data Augmentation and Transfer Learning‑Fine 
Tuning

For improving the generalization ability of CNN models, 
there is a need for massive data during the training phase 
[38]. However, usually not enough data can be obtained 
for some computer vision problems. Especially, obtaining 
and labeling data for medical problems is a laborious and 
time-consuming task. Fortunately, different methods have 
been developed to overcome this problem. Data augmenta-
tion, which is one of this methods, improves the model’s 
generalization ability, prevents overfitting, and increases 
the model accuracy [38–40]. In this study, the data aug-
mentation method was used before and during the training 
phase. When the dataset was examined before the training, 
it was seen that the number of normal-labeled images was 
2,534 less than that of pneumonia labeled images. In order 
to reduce this gap, image processing methods were applied 
to the normal chest X-ray images. 1,349 chest X-ray images 
in the training dataset were randomly augmented using rota-
tion (range of angle + 10, − 10), zooming (range, 0.8–1.2), 
and flipping (horizontal), and 2,534 new augmented chest 
X-ray images were obtained. In this way, the class-based bal-
ance was achieved in the train part of the dataset. Moreover, 
while training selected models, real-time data augmentation 

(shifting, rotating, zooming, and flipping) methods were 
used for avoiding overfitting.

Another important method that is used to improve the 
performance of deep neural networks is transfer learning. 
The main philosophy of transfer learning is based on the use 
of knowledge learned for a particular task to solve another 
similar problem [41]. Recently, very few researchers have 
trained a CNN network from scratch. Instead, they have used 
CNN’s filters pre-trained on ImageNet [42] data, usually 
consisting of 1.2 million images and 1,000 classes [43]. In 
this way, the training time is decreased considerably [44].

There are different approaches to use of transfer learning 
in deep neural networks such as using feature extractor, fine-
tuning and pre-trained models [45]. Choosing one of these 
approaches for the training a network varies depending on 
the problem and whether your data has similar features to 
ImageNet data. In the first layers of a CNN network, general 
features appear that are independent of data, such as edges, 
corners, and colors while toward the next layers, more data-
specific features emerge like textures. Therefore, first-layer 
kernels can be used for different datasets and different prob-
lems. In the fine-tuning process, some convolutional layers 
from the beginning of the model are frozen during the train-
ing and weights of the frozen layers are not updated. In this 
study, a two-stage transfer learning strategy was used. In the 
first stage, seven well-known CNN models were trained with 
different transfer learning and fine-tuning strategies for clas-
sifying chest X-ray images as pneumonia vs normal. Before 
starting training, the weights of the convolutional layers 

Fig. 2  Images from chest X-ray dataset: a pneumonia labeled images b normal labeled images
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were taken from pre-trained ImageNet weights. The classi-
fier parts of the networks were trained from scratch. There 
are different hyperparameters while training a CNN model 
with a fine-tuning method. These hyperparameters are the 
number of frozen convolutional layers, the number of fully 
connected layers, the number of dropouts used between the 
fully connected layers, the optimization algorithm, the learn-
ing rate, and epoch size. In the study, we determined opti-
mal hyper-parameters by the trial-and-error strategy given in 
Fig. 3. At the end of the trials, we saved the most successful 
hyper-parameters and model weights. According to the test 
results, the three most successful CNN models were selected 
for the ensemble method among the seven CNN models.

The selected CNN models were tested using the ensem-
ble method for classifying chest X-rays as pneumonia or 
normal. These CNN models are ResNet-50, Xception and 
MobileNet. In the first model, ResNet-50, configuration, 
the first 100 layers were frozen. After the convolution lay-
ers, global average pooling layer was used instead of a 
flattened layer. In this way, the loss of spatial relation-
ships in the image was prevented and the parameter size 
was reduced. After the global average pooling layer, two 
fully connected layers with 512 neurons and one output 
layer with two neurons were added to the model (512, 
512, 2). In the Xception model configuration, the first 60 
layers were frozen, and the remaining layers were trained. 
After the convolution layers, global average pooling layer 
was used, followed by three fully connected layers (512, 
512, 2). In the MobileNet configuration, the first 20 layers 
were frozen, global average pooling layer was used in the 
output of the convolutional layer, and fully connected lay-
ers, 512, 512, 2, were used as classifier. Before the fully 
connected layers in every CNN model, dropout layers were 
used to avoid overfitting by 0.5%. Also, batch normaliza-
tion layers were used to overcome the internal covariate 
shift problem. In addition to all these, L2 regularization 
method was used in fully connected layer by 0.001 to pre-
vent overfitting. All models were trained with balanced 

and imbalanced chest X-ray datasets. The selected models 
accept different resolution images, for example, ResNet-50 
and MobileNet accept 224 × 224 × 3 RGB image as input, 
while Xception accepts 299 × 299 × 3 RGB image as input. 
In Fig. 4, the fine-tuning configurations of the selected 
successful CNN models are given. In addition, information 
about fine-tuning strategies is presented in Table 2.

In the second transfer learning strategy, the previously 
selected three CNN models which were trained with chest 
X-rays were trained for classifying chest X-rays as nor-
mal, bacterial pneumonia, or viral pneumonia. For this 
purpose, CNN models previously trained to classify nor-
mal or pneumonia were re-trained using the last training 
weights for classifying normal, bacterial pneumonia, or 
viral pneumonia. Only the output layers of the selected 
CNN models were changed as three and they were trained 
using the same hyper-parameters and fine-tuning strategies 
for 25 epochs with the chest X-ray dataset.

3.3  Convolutional Neural Networks

CNNs are developed to learn spatial hierarchies of features 
from data using a backpropagation algorithm. They have 
key components such as convolution, pooling, and fully 
connected (FC) layers [46]. In the convolution layer, a 
fixed size filter (3 × 3, 5 × 5, 7 × 7) is applied to the image 
for extracting distinctive features. After the convolution 
operation, an activation map is created for every filter. Pre-
vious layer activation maps are used as input for the next 
layer filters. The pooling layer reduces image size while 
keeping image features. Thus, a decrease is revealed in the 
model parameters, and calculation costs are reduced. The 
FC layers are the output of CNNs, and they use features 
extracted by convolutional layers for classification. Within 
the scope the study, seven well-known CNN models were 
trained to diagnose pneumonia in chest X-ray images. 
According to the test results, the three most successful 

Start Read data Fine-tune model 
hyper-parameters
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Test model Is classification error 
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Save the optimal 
model and hyper-
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Fig. 3  Determining optimal hyperparameters
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CNN models were selected for the ensemble method. Gen-
eral information about the selected successful CNN archi-
tectures is given under the following subtitles.

3.3.1  ResNet

ResNet was introduced in 2015. In the same year, it won 
the Large-Scale Visual Recognition Challenge (ILSVRC) 

Fig. 4  Transfer learning and 
fine-tuning strategies for 
ResNet-50, Xception and 
MobileNet models

Table 2  The number of 
parameters and layers belonging 
to the CNN models

Models Total number of 
parameters

Total trained 
parameters

Total untrained 
parameters

Total number 
of layers

Total number 
of trained 
layers

ResNet-50 24,912,770 20,769,794 4,142,976 183 83
Xception 22,184,490 17,252,138 4,932,352 140 80
MobileNet 4,023,490 3,968,130 55,360 90 70



2129Arabian Journal for Science and Engineering (2022) 47:2123–2139 

1 3

2015 challenge due to its excellent performance in the image 
classification category. In deep neural networks, during the 
backpropagation, calculated gradients decrease through the 
layers and they become smaller and smaller when they reach 
the bottom of the network. Therefore, the weights of the 
initial layers either update very slowly or remain the same. 
This situation affects the training negatively and is known as 
the vanishing gradient problem. He et al. solved this prob-
lem using residual connections between the layers. In tra-
ditional neural networks, each layer is fed by the previous 
layer. However, in a network with residual connections, each 
layer is fed 2 or 3 hops away from the next layer. Through 
this method, the vanishing gradient problem is solved in 
deeper networks. There are different ResNet architectures 
such as ResNet-18, ResNet-34, ResNet-50, ResNet-101 and 
ResNet-152. In this study, ResNet-50 architecture was used 
for classification of the chest X-rays.

3.3.2  Xception

Xception was designed by François Chollet in 2017, inspired 
by the Inception V3 architecture. The main contribution of 
the Xception model is that it uses the depthwise separable 
convolution process with a little change. A depthwise sepa-
rable convolution process consists of depthwise convolution 
followed by a pointwise convolution. In Xception architec-
ture, depthwise separable convolution is reversed, feature 
maps are narrowed by applying a 1 × 1 filter, and the results 
are combined by applying a separate 3 × 3 filter. The Xcep-
tion model has 36 convolutional layers to extract features, 
fully connected layers, and a logical classification layer at 
the output. Each of the convolutional layers, consisting of 14 
modules in total, has linear residual connections.

3.3.3  MobileNet

The MobileNet was proposed by Andrew G. Howard and 
colleagues in 2017, to create a light but effective model that 
can be used in mobile or embedded systems. MobileNet 
architecture has reduced the number of parameters, calcula-
tion capacity, and model complexity by making use of the 
depthwise separable convolution process. Through this, it 
has been made available on mobile and embedded devices 
that have hardware limitations. MobileNet consists of 28 lay-
ers and after every depthwise separable convolution, batch 
normalization and ReLU layers are used.

3.3.4  Proposed CNN Model

We designed a novel CNN architecture (Pneumonia Net, 
PNet) in light of the recent developments in CNN architec-
tures for detecting pneumonia in chest X-ray images. The 
PNet model is consisting of five convolution blocks and one 

output block, while designing the PNet we utilized deep-
wise separable convolutions (DWSC) [22], residual con-
nections [21], squeeze and exciton blocks (SE) [47], and 
dilated convolutions [30]. In the first block of model, we 
used a normal convolution operation using 3 × 3 filters with 
a 2-dilation rate to increase the receptive field. After convo-
lution operations, batch normalization and average pooling 
layers were used. In the second block, we used DWSCs to 
reduce computational cost [25]. After DWSCs, one batch 
normalization and one average pooling layers were used, 
respectively. Then we utilized the SE block with a residual 
connection for extracting useful feature channels and ignor-
ing useless information. The other convolutional blocks are 
the same as block two. Only in the last convolutional block, 
average pooling wasn’t used, and the block was terminated 
with a global average pooling layer. There are two Dropout 
layer, one batch normalization layer and two dense layers in 
the output block of the model. The detailed architecture is 
presented in Fig. 5. The PNet was trained from scratch with 
balanced and unbalanced datasets. In the training phase, we 
set number of epochs to 50, batch size 32, learning rate 1e-4. 
Adam was used for optimizing categorical cross-entropy loss 
function. The softmax activation function was used at the 
last dense layer. The proposed model has 2,877,313 total 
parameters.

4  Experimental Setup

In the study, seven well-known CNN models and a novel 
CNN model were trained for classifying chest X-ray images. 
During the training of well-known models, different transfer 
learning and fine-tuning strategies were tried, and configu-
rations ensuring successful results were used in the testing 
phase. At the training stage, a batch size of 32, learning rate 
of 1e-4 were determined. We trained models with different 
epoch sizes but after 25 epochs models started to overfit. 
Adam was used as the optimization function to minimize 
categorical cross-entropy loss function. The softmax acti-
vation function was used in the last layer for classification. 
Early stopping was utilized to overcome overfitting of mod-
els. All experiments were performed on a workstation with a 
64 GB RAM and Nvidia 1080 Ti graphics card with Ubuntu 
14.04 operating system. In the software development step, 
Python programming language and Keras deep learning 
library were used. Among the seven CNN models, the three 
most successful ones were selected for the ensemble method.

4.1  Ensemble Methodology

In general, gathering expert opinions in solving a problem 
increases the accuracy and reliability of prediction. There 
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are two types of ensemble strategy used in CNN models in 
the literature.

In the first, various CNN models are used to extract fea-
tures from the image. The extracted features are combined 
and used for classification tasks with different machine 
learning algorithms such as k-nearest neighbors, support 
vector machines, decision trees, logistic regression, naive 
bayes, etc. [35] This method has some constraints such as 
two different training processes and complex algorithms. In 
the second method, model predictions are combined using 
a mathematical model. This method is simple, fast and reli-
able [48]. The advantage of this method is that the ensemble 
system correctly classifies the data as a result of the voting 
done by the correct prediction of other models.

For this purpose, an ensemble method was used to 
increase classification performance in this study. As a result 
of the tests conducted after the training phase, it was seen 
that the classification performance of each network was dif-
ferent. Some networks achieved better results in detecting 
normal labeled samples, while others did better in detecting 
pneumonia labeled samples. In order to achieve the highest 
possible accuracy, a CNN ensemble method was designed, 
and a final decision was obtained by evaluating the decision 
of each network.

The proposed ensemble method is based on probabilistic 
voting. We have considered the output of each CNN model to 
determine the confidence values of each class. A CNN is 

considered as a function f ∶ x → Rn that calculates n confi-
dence values for each sample i = 1,… , n as ki�R . For a new 
image, a previously unseen x CNN model outputs new ki val-
ues where ki�[0, 1] and ∑n

i=1
ki = 1

 . In our classification prob-

lem k1, k2, k3 indicates the confidence scores of a CNN for each 
class, as normal ( c1 ), pneumonia ( c2 ), or bacterial pneumonia 
( c1 ), normal ( c2 ), and viral pneumonia ( c3 ). A CNN determines 
the class of a previously unseen image x using maximum like-
lihood function:

In the classification scenario we used, each CNN model has 
two confidence outputs in the first step, and three confidence 
outputs in the second step. So, we calculated k

′

ij confidence 
scores for each model ( k

�

ij
∈ [0, 1], i = 1,… , n, j = 1,… ,m).  

After that, we summed class-based k
′

ij scores of each model 
and divided them by the number of ensemble models (m) . 
In our case we have three CNN models and m = 3. To deter-
mine the final prediction, a maximum likelihood function was 
used. The formula for this voting system is given in the below 
equation:

(1)x → ci, if ki = max(f (x))
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4.2  Evaluation Criteria

In the study, CNN models were trained on the training data, 
the model hyperparameters were fine-tuned on the validation 

(3)where k�� =
(

k
��

1
,… , k

��

n

)

x → ci, if k
��

i
= max

(

k��
) data and the performance evaluation was done on the test 

data. This approach is named train-validation-test design. 
There are various evaluation metrics for measuring the 
performance of a classification system. The classification 
performance of the proposed method in this study was evalu-
ated using the accuracy (Acc), sensitivity (Sen), specific-
ity (recall) (Spe), precision, f1-score, the area under curve 
(AUC), and receiver operating characteristic (ROC) curve 
criteria. Especially, AUC and ROC are reliable criteria in 
datasets that have an imbalanced distribution. AUC repre-
sents the area under the ROC curve.

5  Results

The main aim of this study is to develop a methodology 
for diagnosing pneumonia correctly in chest X-ray images. 
For this purpose, eight different CNN models were trained 
with balanced and imbalanced datasets. According to the test 
results, on balanced data, ResNet-50, Xception, MobileNet, 
and PNet achieved AUC of 93.67, 94.23, 94.19, 93.08, 
respectively. On the other hand, the proposed ensemble 
method achieved the highest AUC of 95.21. Other evalu-
ation criteria, namely, Acc, Sen, and Spe, were calculated 

Table 3  Classification results (%) of the proposed method and CNN 
models on balanced data

Bold values represent selected best model results, and proposed 
model results

Models Acc Sen Spe AUC 

VGG-16 92.94 94.35 90.59 92.48
VGG-19 91.02 90.05 89.31 90.68
ResNet-50 94.42 95.89 91.45 93.67
InceptionV3 93.91 96.66 89.31 92.99
Xception 95.03 97.43 91.02 94.23
MobileNet 94.87 96.92 91.45 94.19
SqueezeNet 94.07 94.61 93.88 93.89
PNet 93.91 96.41 89.74 93.08
Ensemble 95.83 97.76 92.73 95.21

Fig. 6  Confusion matrices ResNet-50, Xception, MobileNet, and Ensemble method
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and are given in Table 3. Also, the confusion matrices of the 
selected CNN models and proposed ensemble method are 
shown in Fig. 6.

In addition, we calculated class-based precision, recall 
and f1-score and the results are given in Table 4. Also, the 
ROC curves of the proposed method and selected CNN 
models are given in Fig. 7.

We also trained eight CNN models with imbalanced data 
and examined test results by the evaluation criteria. As in 
the balanced dataset, we selected the three most successful 
models for the ensemble method. VGG-16, VGG-19, and 
MobileNet outputs were ensembled, and results are given in 
Table 5. Considering the classification results of the models 
using balanced and imbalanced data, it was seen that better 
results were obtained using balanced data. Therefore, we re-
trained ResNet-50, Xception, and MobileNet models using 
their pre-trained weights (chest X-ray) for classification 
into three categories as normal, viral pneumonia, and bac-
terial pneumonia. Also, we applied the proposed ensemble 
method on pre-trained CNN models and the obtained results 
are given in Table 6. In addition, the confusion matrices of 
each CNN model and ensemble method are given in Fig. 8 
along with the classification accuracy rates. We also shared 
PNet classification performance at three categories as nor-
mal, viral pneumonia, and bacterial pneumonia in Table 7.

6  Discussion

In this section, the proposed methodology is analyzed sys-
tematically, and its positive and negative aspects are dis-
cussed compared to other methods in the literature. The 
obtained results in this study were compared with other 
studies that achieved successful results in the literature. This 
comparison is given in Table 8.

Liang et al. proposed a new CNN model in their study. 
Instead of using pre-trained ImageNet weights, they trained 
their CNN model from scratch by ChestXray14 dataset. The 
used dataset contains 112,120 frontal chest X-ray images 
labeled with up to 14 different chest diseases. The CNN 
model trained with ChestXray14 was re-trained for the 
pneumonia classification problem using pre-trained weights. 
Thus, instead of ImageNet weights, which are less relevant 
to pneumonia data, ChestXray14 weights were used to solve 
the pneumonia classification problem. They also trained 
different CNN models such as VGG-16, DenseNet-121, 
Inception V3, and Xception using ImageNet weights with a 
pneumonia dataset to compare the success of the proposed 
transfer learning strategy. The proposed methodology in 
this study achieved better results in terms of Acc, Sen, Spe 
95.83, 97.67, and 92.3, respectively than the CNN model 

Table 4  Class-based precision, recall and f1-score results (%) of 
ensemble method with balanced dataset

Class Precision Recall f1-score

Normal 96.02 92.74 94.35
Pneumonia 95.73 97.69 96.70

Fig. 7  ROC curves of ResNet-50, Xception, MobileNet, and ensem-
ble method

Table 5  Classification results (%) of the proposed method and CNN 
models on imbalanced data

Bold values indicated the 4 models that were trained with imbalanced 
data and got the best results in the text

Models Acc Sen Spe AUC 

Vgg-16 92.94 94.35 90.59 92.48
Vgg-19 92.46 95.64 97.17 91.41
Xception 91.98 97.73 82.90 90.17
ResNet-50 88.46 98.97 70.94 84.96
InceptionV3 90.86 94.61 84.61 89.62
MobileNet 92.46 97.69 83.76 90.73
SqueezeNet 89.42 89.74 88.88 89.32
PNet 91.98 97.17 83.33 90.26
Ensemble 93.26 97.17 86.75 91.65

Table 6  Three class-based classification results (%) on the test data 
with the proposed ensemble method

Classes Precision Recall f1-score Test samples

Normal 95.56 91.88 93.60 234
Bacterial Pneumonia 88.78 97.93 92.58 242
Viral Pneumonia 88.37 77.03 82.31 148
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proposed by Liang and Zheng. In addition, instead of the 
long training time in Liang and Zheng’s study, it has been 
seen that pre-trained CNNs on ImageNet can achieve suc-
cessful results with proper transfer learning and fine-tuning 
operations. When the confusion matrices given in Fig. 9 
are examined, it is seen that the proposed methodology 
has achieved more successful results in both (a) balanced 
data and (b) unbalanced data than the study proposed by 
Liang and Zheng. When comparing our results with those 
of Kermany et al., our method obtained higher results in 
terms of Acc 95.83, Sen 97.76, and Spe 92.73, but the AUC 
value of their method is higher than ours. Siddiqi proposed 

an 18-layer sequential CNN model to solve the pneumonia 
detection problem. He used the original test set that consists 
of 624 chest X-ray images to evaluate the model. The pro-
posed method in our study achieved more successful results 
in Acc 95.83 and Spe 92.73 criteria, while his Spe 99.0 cri-
terion is higher than in our method. The disadvantage of the 
proposed model is the weak ability to detect normal case 
images. Chouan et al. employed five pre-trained models, 
namely, AlexNet, DenseNet-121, ResNet-18, Inception-V3 
and GoogLeNet for pneumonia detection. They utilized 
transfer learning and fine-tuning when training models with 
chest X-ray images. They analyzed the results and proposed 
a voting ensemble model. Their ensemble method achieved 
higher results in Acc, Sen, AUC, 96.39, 99.6, 99.34, respec-
tively. They did not share Spe criteria in the study. Rajara-
man et al. trained a customized VGG-16 model using only 
extracted ROI lung areas instead of the whole image. Their 
model achieved Acc of 96.2, Spe of 99.5, and AUC of 99.0. 
The sensitive criterion was not shared in the study. They 
also classified images as normal, bacterial pneumonia, and 
viral pneumonia, and achieved Acc of 91.80. Their results 

Fig. 8  Confusion matrices ResNet-50, Xception, MobileNet, and Ensemble method

Table 7  Three class-based classification results (%) on the test data 
with the PNet

Classes Precision Recall f1-score Test samples

Normal 89.86 91.88 90.91 234
Bacterial Pneumonia 89.45 94.63 91.97 242
Viral Pneumonia 86.05 75.00 80.14 148
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are slightly more successful than ours, but their methodol-
ogy has a complex ROI extraction process. Stephen et al. 
designed a CNN model for classifying pneumonia from 
chest X-ray images. Their model achieved validation Acc 
of 93.78. No other evaluation criteria were shared in the 
study. Togacar et al. trained three pre-trained CNN models, 
namely, AlexNet, VGG-16 and VGG-19 to extract features 

from chest X-rays. The obtained 1,000 features from the last 
fully connected layers of each CNN were reduced to 100 
using the mRMR feature selection method. The reduced 
features were given as an input to machine learning clas-
sification algorithms (decision tree, k-nearest neighbors, 
linear discriminant analysis, linear regression, and support 
vector machine) for pneumonia classification. Also, they 

Table 8  Comparison of the 
proposed method with the 
literature studies (%)

References Classes Acc Sen Spe AUC 

Liang and Zheng [30] Normal vs Pneumonia 90.5 96.7 80.3 95.3
Kermany and Goldblum [37] Normal vs Pneumonia 92.80 93.2 90.11 96.8
Siddiqi [31] Normal vs Pneumonia 94.39 99.0 86.0 –
Chouhan et al. [32] Normal vs Pneumonia 96.39 99.6 – 99.34
Rajaraman et al. [28] Normal vs Pneumonia 96.2 99.5 – 99.0
Stephen et al. [29] Normal vs Pneumonia 93.73 – – –
Togacar et al. [35] Normal vs Pneumonia 99.41 99.61 99.22 99.0
Mittal et al. [36] Normal vs Pneumonia 95.90
Gu et al. [33] Bacterial Pneumonia vs 

Viral Pneumonia
80.40 77.55 92.67 82.34

Proposed method Normal vs Pneumonia 95.83 97.76 92.73 95.21

Fig. 9  Confusion matrices: ensemble networks trained by balanced data, ensemble networks trained by imbalanced data, PNet trained by bal-
anced data and trained by imbalanced data
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augmented the dataset for avoiding imbalance problems 
among the classes and divided the dataset as a 70% train 
set and 30% test set. According to the test results, the lin-
ear discriminant analysis method achieved the best result 
with Acc of 99.41 among the other methods. However, they 
used a different test sets from the original test set distribu-
tion (624) and they did not give detailed information in the 
study. Also, their CNN models were prone to overfitting and 
were not well trained on data. The proposed methodology 
in their study achieved more successful results than ours, 
but their methodology is complex, time-consuming, and 
requires more resources. Mittal et al. designed two CNN 
models named as the integration of convolutions with cap-
sules (ICC) and the ensemble of convolutions with capsules 
(ECC), utilizing multi-layered capsules. Their proposed 
E4CC model achieved Acc of 96.36. No other evaluation 
criteria were shared in their study. Gu et al. proposed a 

two-stage method for classifying pneumonia as viral and 
bacterial. In the first step, they segmented left and right lung 
regions using an FCN model. In the second step, a DCNN 
model was utilized to classify lung regions. The proposed 
method obtained Acc of 80.40. While the proposed method 
remains behind some studies in the literature, it has achieved 
more successful results than other studies.

6.1  Examination of the Proposed Methodology

One of the aims of the proposed methodology in the study 
is to investigate the different generalization abilities of vari-
ous CNN models on input data. This generalization abil-
ity depends on various factors such as number and type of 
convolution layers, type of pooling layers, activations func-
tions, etc. The first 20 feature maps of the first convolution 
layer and the first 20 feature maps of the last convolution 

Fig. 10.  20 feature maps of the first and last convolutional layers of the selected CNN models: a after first convolutional layer, and b after last 
convolutional layer
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layer from the three different CNN models using the same 
input image are given in Fig. 10. When the feature maps 
of the last convolutional layer are examined, it is seen that 
the models obtain different features from the same input 
image. From this point, we proposed an ensemble method 
between the successful CNN models. As a result of using the 
ensemble method, we improved classification accuracy. In 
Fig. 11, pneumonia labeled and normal labeled images are 
given which are correctly identified thanks to the ensemble 
method. In addition, it is clearly seen that in Fig. 6 there 
is a decrease at FN value in the confusion matrix of the 
proposed method. Also, we classified chest X-ray images 
as normal, viral pneumonia, or bacterial pneumonia using 
the proposed methodology. The confusion matrices for each 
CNN model and the proposed method are given in Fig. 8. 
When the classification results are examined, it is seen that 
ResNet-50, Xception, and MobileNet achieved Acc of 87.98, 
88.78, 87.18 accuracies, respectively. On the other hand, 
the proposed ensemble method obtained classification accu-
racy of 90.71. As a result, the proposed method and transfer 
learning strategies achieved successful results in both two 
way and three-way classifications.

The pneumonia images misdiagnosed by the proposed 
methodology are given in Fig. 12. In addition, in this study, 
the effects of the balanced data used in the training of CNNs 
on the classification results were examined and the results 
are presented in Tables 3 and 5. As seen in the tables, the 

distribution of classes in the data is very important, because 
CNNs learn their own features from data. In the first results, 
the insufficient number of normal samples reduced the suc-
cess of the networks in classifying normal-labeled images. 
It was clearly seen that the models trained with the data-
set balanced with the data obtained by the synthetic data 
augmentation method achieved better classification results. 
In addition, when the confusion matrices given in Fig. 9 
are examined, the decrease in the number of FP samples 
is clearly seen. This situation reveals that data balance in 
classes is important in classification problems.

We also designed and trained a novel CNN model PNet 
for pneumonia detection in chest X-rays. According to our 
test results, the proposed ensemble method was showed bet-
ter performance than a scratch-trained CNN model. Figure 9 
is showing a performance comparison of proposed ensemble 
method and PNet on balanced and imbalanced train data. In 
addition, designing a CNN model needs huge experiments 
and knowledge according to train a pre-trained CNN model. 
We also designed and trained a novel CNN model (PNet) for 
pneumonia detection in chest X-rays. According to our test 
results, the proposed ensemble method was shown better 
performance than a scratch-trained CNN model. Figure 9 is 
showing a performance comparison of the proposed ensem-
ble method and PNet. In addition, designing a CNN model 
needs huge experiments and domain knowledge according to 
train a pre-trained CNN model with transfer learning. Also, 

Fig. 11  Correctly diagnosed samples by virtue of the voting system
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CNN models trained from scratch need more data, more 
training time, and more epochs to gain a better generaliza-
tion ability on input data.

On the other hand, there are two limitations of our study. 
The first one is determining hyperparameters of pre-trained 
CNN models, while using them for own problem with trans-
fer learning and fine-tuning method. Determining a suitable 
pre-trained CNN model for a related problem, fully con-
nected layer size and, the number of freezing layers are 
important steps in transfer learning. Most of the researchers 
determine these parameters with the trial–error method or 
their experiences. As a result, determining transfer learning 
parameters can reveal long trial-and-error processes. The 
second limitation is related to bias and variance terms in 
ensemble learning. High variance and low bias are important 
dual to ensemble CNN models. In this study, we also tried 
group of 5 and 7 CNN models for the proposed ensemble 
method but the classification results were not satisfactory 
than group of 3.

7  Conclusions

In this study, a CNN ensemble method has been proposed 
that automatically classifies normal and pneumonia cases 
or normal, bacterial pneumonia and viral pneumonia cases 
in chest X-ray images. In this context, seven different CNN 
models VGG-16, VGG-19, ResNet-50, Inception-V3, 
Xception, MobileNet and, SqueezeNet were trained on the 
same dataset with optimal transfer learning and fine-tuning 
strategies. Among the trained CNN models, the three most 
successful ones ResNet-50, Xception and MobileNet were 
selected for the CNN ensemble method. The final output 
was obtained with this ensemble method during the test 
phase. ImageNet weights were used in the feature extraction 
phases of the models and a different number of layers was 
not trained in each model. A global average pooling layer 
was added to the end of the convolutional layers, thereby 
preventing the loss of spatial features in the image. In the 
classifier part of the models, fully connected layers were 
used. As a result, it was discovered that each CNN network 
has a different feature extraction abilities and it was observed 

Fig. 12  Pneumonia labeled samples misdiagnosed as normal by the ensemble system
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that the classification performance increases as a result of 
ensembling these abilities. On the other hand, the effect of 
class distribution on the classification performance was also 
examined and it was seen that CNNs achieve more success-
ful results on balanced data. Further, a CNN model (PNet) 
was designed and trained from scratch using the same data-
set. The proposed ensemble method achieved better results 
than PNet.

Consequently, the proposed CNN ensemble method 
achieved a satisfying classification performance on the chest 
X-ray dataset. The proposed ensemble method can be used 
for solving different medical problems. In future work, we 
plan to develop a weighted ensemble methodology based on 
the classification accuracy of the CNN model.
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