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Abstract
Displacement measurements can provide valuable insights into structural conditions and in-service behaviour of bridges 
under operational and environmental loadings. Computer vision systems have been validated as a means of displacement 
estimation; the research developed here is intended to form the basis of a real-time damage detection system. This paper 
demonstrates a solution for detecting damage to a bridge from displacement measurements using a roving vision sensor-
based approach. Displacements are measured using a synchronised multi-camera vision-based measurement system. The 
performance of the system is evaluated in a series of controlled laboratory tests. For damage detection, five unsupervised 
anomaly detection techniques: Autoencoder, K-Nearest Neighbours, Kernel Density, Local Outlier Factor and Isolation For-
est, are compared. The results obtained for damage detection and localisation are promising, with an f1-Score of 0.96–0.97 
obtained across various analysis scenarios. The approaches proposed in this research provide a means of detecting changes 
to bridges using low-cost technologies requiring minimal sensor installation and reducing sources of error and allowing for 
rating of bridge structures.

Keywords Computer vision · Structural health monitoring · Anomaly detection · Deep learning

1 Introduction

The progressive deterioration of civil infrastructure is now 
of paramount concern to asset owners and users alike. Struc-
tural damage results in a change in the geometric or mate-
rial properties of bridges which manifests through a change 
in stiffness or stability of the structure. Traditional bridge 
inspections are subjective to human error and bias, and can 
often result in over conservative assumptions on reduced 
load carrying capacity [1]. Structural health monitoring 
(SHM) systems provide a means of objectively capturing 
and quantifying this change under operational conditions. 
The application of such systems has a significant cost saving 
potential across the lifespan of bridges and can ensure the 

safe operation of our road and rail transport networks. With 
over one million bridges across Europe, the task of assessing 
each structure often surpasses the available resources. This 
shortfall dramatically reduces the resilience of transport net-
works particularly considering 35% of Europe’s rail bridges 
are over 100 years old [2]. The understanding of the true 
capacity of this ageing infrastructure is now more critical 
than ever as in recent years the UK witnessed an increas-
ing number of failure events in clusters of bridges such as 
those witnessed in Northern Ireland in 2017 and Yorkshire 
in 2019 [3, 4]. In response to this, during the last two dec-
ades, a significant amount of research has been dedicated 
to the development and enhancement of SHM systems for 
bridge monitoring. The challenge of accurately detecting 
and quantifying damage in civil infrastructure still exists 
globally. Only a few SHM systems have been deployed and 
verified on real bridges [5].

There are two approaches currently in practice throughout 
SHM applications. The first approach uses detailed models 
of the structure in what is referred to as physics-based mod-
els. The second approach, which shall be used in this study, 
is data-driven monitoring which is based on information 
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collected from the structure under varying conditions and 
analysed through various methods [6, 7].

The most commonly utilised technique in recent decades 
is modal-based damage detection [8–13]. Modal analysis is 
a widely accepted method of bridge analysis and has had 
very successful commercial applications worldwide. Tradi-
tionally changes in natural frequencies, mode shapes, mode 
curvatures or damping ratios have been used as a damage 
indicator. A comparative study of the modal-based dam-
age detection techniques has found that the method is very 
sensitive to noise contamination and can only successfully 
detect severe levels of damage [14]. Environmental effects 
have been found to have a significant effect on modal-based 
methods [15]. Such approaches have been found to perform 
well in controlled laboratory or theoretical conditions but 
are extremely difficult to implement in the field. In many 
cases, temperature variations can have a greater effect on 
the dynamic behaviour of the bridge than the presence of 
damage [15]. This can result in false damage identification 
or in some cases obscure the detection of real damage [16, 
17]. The effect can be reduced through data normalisation 
and statistical training methods such as principal component 
analysis [18].

Data-driven methods which incorporate artificial intelli-
gence (AI) have been found to improve the robustness of this 
technique, but the drawbacks of modal-based analysis are 
still prevalent and have led to the investigation of alternative 
methods of damage detection. AI methods such as adaptive 
neuro-fuzzy interference systems (ANFIS) have been found 
to provide a high degree of accuracy for structural response 
and when coupled with interval modelling can effectively 
extract damage indicators [19]. ANFIS was found to identify 
damage within 0.03 s of occurrence in a series of finite ele-
ment models but, as with many damage detection methods, 
it has not been applied in the field. A method which was 
successfully trialled in experimental laboratory conditions 
was the use of 1D Convolutional Neural Networks (CNNs) 
for real-time damage detection [20]. Large-scale experi-
ments were carried out on a grandstand simulator at Qatar 
University, in cases of a single damage location the CNN 
correctly identified the damage location in all 18 test cases. 
For field applications, a low-cost monitoring system is made 
feasible by the simple structure of the CNN and the inex-
pensive computational demands lends to its suitability for 
field SHM applications. A downfall of the system is that the 
data for damaged structure are required to train the CNN 
which infers it as currently unsuitable for field applications 
as it is difficult to obtain training data for bridge damage 
scenarios. Alternative AI methods include the use of auto-
encoder-based frameworks in deep neural networks which 
can provide a solution for damage detection in non-linear 
cases [21]. The framework was tested in both numerical 
and experimental conditions utilising pattern recognition of 

model information; the output stiffness reduction parameters 
provided the damage indicator using a regression model. The 
technique performed well in both numerical and experimen-
tal conditions which allowed for environmental variability 
that is encountered on site. Other vibration-based analyses 
include the interpolation damage detection method (IDDM), 
where the damage index is defined in terms of mode shapes 
estimated from the frequency response functions [22]. The 
main drawback of this method is the assumptions that are 
made when the data for an intact structure are unavailable, 
making the method unsuitable for some field applications.

Recently, a symbiotic data-driven approach has been 
developed based on clustering analysis which reduces the 
raw vibration data into representative sets with the capabili-
ties for real-time monitoring [18]. This method is particu-
larly useful for applying SHM to ageing structures as it does 
not require baseline data. In this study, the dynamic cloud 
clustering algorithm was used; this assesses large data sets 
from multisensory systems. A cluster validity index then 
evaluates the quantitative descriptive measure of cluster 
compactness, thereby reducing the possibility of a false 
positive outlier. Cluster analysis can be seen as an alterna-
tive approach because it does not require a prior baseline to 
perform feature discrimination, which is useful for health 
assessment of aged structures or for post-accident/post-
retrofitting situations. Recent studies in damage detection 
have provided real-time solutions using recursive principal 
component analysis in conjunction with time varying auto-
regressive modelling to successfully detect of instantaneous 
structural damage [23–25]. As a recursive model updating 
approach, the Kalman filter (EKF) has been used in com-
bination with various regularisation methods to identify 
structural parameters and their changes in both vibration 
and vision-based data. Given its favourable performance 
in arithmetic robustness, identification accuracy and fast 
convergence EKF have been extensively applied to vibra-
tion-based measurement with effective outcomes [26–28]. 
When applied to vision-based measurements, it was found 
to perform well in small-scale testing but less suitable for 
large-scale structures subject to ambient vibrations [29, 30].

Overall, there is no absolute consensus on which vibra-
tion-based technique is most suitable for bridge SHM, as 
documented many of the methods have challenges in imple-
menting in the field. The requirement of dense array of sen-
sors for accurate modal curvatures at higher modes can often 
be prohibitive in field application due to access issues of 
power requirements and measurement resolution [31].

Displacement measurements provide a valuable insight 
into the structural conditions and in-service behaviour of 
bridges under operational and environmental loadings. 
Displacement has been used as a metric for bridge condi-
tion rating in numerous studies outlined in the following 
section. Analysis of monitored displacement values over 
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time can provide an insight in possible excessive loading 
or changes to structural behaviour, since displacements 
can be directly linked to structural stiffness and external 
loading. In a long-term analysis (multiple years), displace-
ments can be used to create a pattern of structural response 
to temperature or vehicle loading. Extreme variance of 
measured response from its baseline response suggests that 
there has been a change to the structural properties of the 
monitoring subject [32].

Feng et al. [33] developed a vision sensor for multipoint 
displacement monitoring based on an advanced template 
matching algorithm. Feng and Feng [34] employed the 
vision sensor to verify the feasibility of output-only dam-
age detection using vehicle-induced displacements and mode 
shape curvature index in a laboratory study. A 1.6 m sim-
ply supported steel beam was excited with hammer impacts 
at intact and damage states (20% section stiffness reduc-
tion). Damage location was accurately detected. However, 
the motion range of vertical displacements at the midspan 
was almost 30 mm (i.e. 15 mm amplitude). 15 mm deflec-
tion in 1.6 m is L/106, where L is the length of the span. 
In [35] proposed the deformation area difference (DAD) 
method using deflections, inclination angles and curvatures 
for condition assessment of bridges. The method resolves 
the problem of unknown initial structural conditions using 
numerical or theoretical models with known initial condi-
tions as a reference system. The method is able to detect 
local stiffness reductions starting from 23.8% as validated 
using numerical and laboratory models with vision-based 
measurement [36]. The application of the DAD method was 
also demonstrated on a newly constructed bridge, where, of 
course, no damage was detected [37].

In [38], a displacement curve was used to detect damage 
to a cantilever beam structure. In [39], Zhang et al. used 
the displacement caused by a vehicle passing over a bridge 
structure as a modelling scenario for simulated damage 
detection.

This type of experiment, where changes to the displace-
ment curvature based on repeated passes by a vehicle estab-
lished the methodology of the laboratory work described 
in this paper. A test setup, where a bridge model is fully 
instrumented to determine displacement from a passing 
vehicle, is laid out by Catbas et al. [40]. This was developed 
upon in [41] where a series of Linear Variable Differential 
Transducers (LVDT) were used to detect damage under a 
roving sensor approach. Damage was detected under sev-
eral scenarios in this study, with localised damage detected 
at multiple instances of location and severity. The research 
presented in this paper further enhances the development 
of roving sensor system for damage detection by replacing 
the cumbersome setup of LVDTs with a system of time-
synchronised cameras for displacement measurement that 
was demonstrated by the authors in [42].

These studies all demonstrate the use of displacement 
measurements as a powerful means of assessing bridge 
condition through its performance. This study proposes a 
data-driven approach, where displacement measurements of 
a bridge at a healthy/undamaged state are used to derive its 
baseline conditions. A data-driven approach was selected 
for this study because they are less susceptible to noise in 
the data, increasing the likelihood that the approach devel-
oped here can be successfully deployed in the field. Addi-
tionally, the removal of the requirement for having detailed 
information about the structure allows for greater potential 
application on real world structures. The collected measure-
ments are then compared against the baseline conditions for 
anomaly/damage detection. Displacement measurements, 
which are estimated using vision sensor, are used for train-
ing a selection of the most promising unsupervised learning 
algorithms found in the literature. These algorithms are (1) 
autoencoder, (2) local outlier factor, (3) kernel density esti-
mation, (4) K-means nearest neighbours, and (5) Isolation 
Forest. These methods have also been applied in the litera-
ture for a diverse array of applications [43–47].

The selected algorithms provide a variety of approaches 
to unsupervised novelty/outlier detection, examples are 
probabilistic novelty detection (Kernel Density), nearest 
neighbour (K-means and Local Outlier Factor), Recursive 
portioning (Isolation Forest) and reconstruction-based 
(Autoencoder). Further discussion on the types of novelty/
outlier detection is presented in [48, 49]. These algorithms 
are chosen as they provided different examples of approaches 
for outlier detection, as it could not be estimated ahead of 
time which approach proves to be most successful. Unsu-
pervised methods were chosen because this allowed greater 
applicability to real world bridges where it is not possible to 
be absolutely certain of bridge condition before inspection. 
The combination of unsupervised data analysis paired with 
a low-cost and robustly validated roving vision sensor will 
allow for the development of a practical solution for bridge 
monitoring that can be applied to a diverse field of bridge 
types. The performances of the techniques are assessed on 
a laboratory-scale model of a bridge structure from which 
displacement information was collected with a roving sen-
sor technique.

2  Methodology

2.1  Roving sensor technique

Environmental effects, camera resolution, field of view, 
and image processing algorithms predominantly govern the 
accuracy of vision-based measurements. A complete deri-
vation of the response of the bridge can rarely be obtained 
from a single camera even in the case of a short span bridge. 
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It is highly likely that multiple synchronised cameras are 
needed, which is often cost prohibitive. Alternatively, the 
number of cameras can be reduced, whilst a control vehi-
cle is crossing the bridge multiple times, in the following 
arrangement.

• One camera records displacements of the reference target 
for each crossing.

• The focus or location of the other monitoring cameras are 
varied under each vehicle pass event (camera roving).

A structure’s response at a target location over a crossing 
of a unit load (e.g. a vehicle) is referred to as time histories 
of target displacement or unit influence line [50]. Target dis-
placements can be collected at any location on the bridge 
using vision-based measurement. Capturing the response of 
all targets, when, for example, the reference target reaches 
the highest displacement could give erroneous values for 
some targets that are located far from the load location. The 
duration of vehicle crossings may vary each time; therefore, 
any time-dependent response parameters should be excluded 
when defining a damage sensitive feature or damage factor. 
This research proposes to compute the range (i.e. peak to 
peak) of displacements of each target during vehicle cross-
ings. Figure 1 illustrates the proposed approach on a contin-
uous bridge. Parametric studies were performed by changing 
the boundary conditions of a scaled bridge model.

2.2  Image processing algorithm

The algorithm used to calculate displacement of the test 
structures is composed of three elements. First, a scale factor 
calculation is performed using the dimension correspond-
ences method. This method involves selecting a known phys-
ical dimension in the view frame of the camera and measur-
ing it in pixels. A simple conversion is then performed to 
convert any measurements from pixels to engineering units. 
This method has been used in several studies and has been 

applied in laboratory and field trials [51, 52]. The next step 
is feature extraction, where high contrast key points known 
as features are detected in the image of the structure. Feature 
extraction was done using the Speeded Up Robust Features 
(SURF) [53] algorithm. SURF uses integral images to cre-
ate a low computation cost-scale space. The scale space is 
calculated with the formula:

where * is the convolution operator, I(x,y) is the input image, 
� is a scale parameter and G(x, y, �) is the Gaussian blur 
operator, which can be expressed as:

The original image is then resized to half size and the 
Laplacian of Gaussians between the scaled and original 
image is found. SURF applies a box filter to the integral 
images to approximate this calculation. The determinant of 
the Hessian matrix H for each key point is used to detect 
blob structures which can be then converted into feature 
descriptors. For a point x = (x; y) in an image Im, H (x; σ) 
is given by:

where �xx(x, �) is the convolution of the Gaussian second-
order derivative �

2

�x2
g(�) with the image Im in point x, this 

also applies to �xy(x, �) and �yy(x, �). The box filter of size 
9 × 9 approximates a Gaussian with � = 1.2 and represents 
the lowest level (highest spatial resolution) for blob-response 
maps. The use of box filters and integral images mean that 
SURF can apply filters of varying size to the image effi-
ciently. Non-maximum suppression is applied to determine 
the location and scale of key points, with scale space inter-
polation of the maxima of the determinant of the Hessian 

(1)L(x, y, �) = G(x, y, �) ∗ (I(x, y)),

(2)G(x, y, �) =
1

2��2
e−(x

2+y2)∕2�2

.

(3)H(x, �) =

[
�xx(x, �)�xy(x, �)

�yx(x, �)�yy(x, �)

]

,

Fig. 1  Estimating displacement 
range at target locations
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matrix done according to the method proposed by Ref. [54]. 
The orientation of the key points is assigned by calculat-
ing the Haar wavelets in horizontal and vertical directions 
for a neighbourhood of size 6 around the location of the 
point, where s is the scale the feature was detected in. The 
Haar wavelet of a region around a point is the sum of the 
pixel intensities around that point paired with the difference 
between these sums. This is used as a means of speeding up 
representations of image regions as direct calculations of 
each pixel in the region would be computationally expensive. 
This method was first proposed by [55]. These responses are 
then weighted by an adequate Gaussian (σ = 2 s) with the 
dominant orientation estimated by calculating the sum of 
responses within a sliding window of size 60°, as shown 
in Fig. 2.

A region of 20 s is then created and split in 4 × 4 square 
sub-regions. In these regions, SURF computes Haar wave-
let responses at 5 × 5 evenly spaced sample points. The 
responses are weighted with a Gaussian and the wavelet 
responses in horizontal  wavx and vertical  wavy directions 
for each sub-region are summed to form the first entry of the 
feature descriptor. The information on polarity of intensity 
change is given by extracting the sum of the absolute values 
of the responses. By concatenating the descriptor vector v

from each sub-region, a float-vector descriptor of length 64 
is formed. This descriptor can then be used to track key 
points throughout a series of images. Once the features 
have been detected, they are matched in subsequent frames 

(4)v =
(∑

wavx,
∑

wavy,
∑

||wavx||,
∑||

|
wavy

||
|

)
,

of the video by use of the RANdom SAmple Consensus 
(RANSAC) [56] method of matching features. The basic 
principle of RANSAC involves drawing a random uniform 
set of points m (smallest number of matches required) from 
the dataset. A least squares line is fitted to this random set 
and any points outside a distance dist are judged to be outli-
ers. If there are enough points inside the line (inliers), then 
there is a good fit. This process is repeated N times and the 
best fit from these tests is used with the fitting error applied 
as the criteria for decision. N is computed by solving the 
following equation:

where � is the probability that a point is an outlier, P is 
the desired probability that we get a good fit and � is the 
number of points in a sample. A homography between the 
randomly selected matching features Ἠ is calculated, and the 
Ἠ with the highest number of inliers is selected as the final 
Ἠ. The final Ἠ is applied to the dataset of matched points 
and the outliers are removed before transform estimation is 
performed. This matching process is repeated throughout 
the video and displacement for the structure over time is 
calculated. The accuracy of this algorithm was verified in 
laboratory and field trials by the authors in [57].

2.3  Details of camera hardware

The cameras used in this were modified GoPro Hero 4 [58] 
action cameras. These cameras were chosen as they are port-
able, resistant to adverse weather effects, have wireless func-
tionality and offer an inexpensive and high-resolution solution 
for image capture. A standard GoPro lens would have too short 
a focal length to be viable for bridge monitoring, a modified 
GoPro [59] allows attachment of C or F-mount lenses to the 
GoPro cameras. A Computer [60] ½” 25–135 mm F1.8C-
Mount lens was attached to the GoPros for the laboratory trial 
detailed in this research.

The footage from each GoPro was synchronised through 
use of a Syncbac [69], an accessory that can be attached to 
the extension port of the GoPro to allow for embedding of 
timecode metadata into each frame. Analysis of this meta-
data allows for synchronisation of recordings obtained by the 
system using a solution developed by the authors in C +  + in 
Microsoft Visual Studio. The Syncbac sends live timecode 
data via Radio Frequency (RF), with a range of 30–60 m. The 
videos for the laboratory trial were captured in 1080p.

(5)N =
log(1 − P)

log(1 − �)�
,

Fig. 2  Sliding window used in the SURF algorithm to determine key 
point orientation
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3  Experimental setup

3.1  Laboratory model setup

A laboratory model of a two-span bridge was developed in 
the Experimental Design and Monitoring (EDM) labora-
tory of Civil Infrastructure Technologies for Resilience 
and Safety (CITRS) at University of Central Florida 
(UCF). The bridge has two 300 cm main continuous spans 
supported by three steel frame sections as shown in Fig. 2. 
The bridge deck is 1.2 m wide and 600 cm long of steel 
plate construction with the thickness of 3.18 mm. The 
steel deck is supported by two 25 × 25 × 3.2 mm girders 
the spaced 0.61 m from each other. The girders are denoted 
as A and B as illustrated in Fig. 3. The connection sets 
with four M6 bolts and 3.18-mm-thick plates are used to 
connect the girders and the deck. A small-scale toy truck 
is employed as the moving load on the bridge in this study.

The supports of the bridge are varied during the experi-
ment to simulate the change of boundary condition, rep-
licating common real-life bridge conditions. The undam-
aged case, i.e. baseline, in this experiment is the case that 
all the supports are rollers. Four damage cases are desig-
nated by changing the supports of the Girder B. Two lanes 
were predefined on the deck: one was close to Girder A 
(lane 1) and the other was close to Girder B (lane 2). The 
dimensions and layout of the left span are shown in  Fig. 6.

Figure 6, these dimensions are mirrored for the right 
span of the structure. The truck ran on the lane 2 travelling 

longitudinally from left to right to simulate the moving 
load. Four cameras were placed next to the structure as 
shown in Fig. 4.

To measure the displacements at the strategic locations, 
measurement nodes are defined on the girders. The meas-
urement nodes are bolts or similar distinctive objects on the 
underside of the bridge that could be reliably and consist-
ently tracked throughout the course of the video. The nodes 
were labelled from 1 to 16, as laid out in Fig. 5. The dimen-
sions and layout of the left span are shown in Fig. 6, these 
dimensions are mirrored for the right span of the structure.

3.2  Measurement collection strategy

Each camera is set up to measure one node in each run, as 
such the measurement of all the nodes cannot be captured in 
one run. This technique is known as a roving vision sensor 
setup to accommodate all the measurement nodes. The pro-
cess for testing is detailed in the flowchart in Figs. 7 and 8.

As shown in Fig. 5, Node 1 was set as the reference node 
(Ref. Node), and it is measured in each run. The triangles 
in Fig. 5 represent the cameras used in each run in addition 
to the reference camera that remained fixed at Node 1. For 
Test 1, this indicates Nodes 2–4, Test 2 consists of Nodes 
5–7 and so on until all nodes have been monitored. Vertical 
displacements of the Ref. Node for the first crossing at no 
damage condition are shown in Fig. 9a.

The response pattern at Node 1 is similar to other nodes 
located on the left span (Nodes 1–8 in Fig. 3) Vertical dis-
placement histories of the nodes on the right span (Nodes 

Fig. 3  Two span model bridge
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9–16 in Fig. 2) are opposite to the ones on the left support. 
When the vehicle is on the left span, the right span lifts up, 
and vice versa. The raw response measurements contain both 
static component (bridge deflection) and dynamic compo-
nent (bridge vibration induced by the vehicle). The static 
response can be isolated by processing the raw response 
with an adequate high-pass filter. The conversion of the 
response measurement from time domain to frequency 
domain reveals fundamental frequencies. The power spec-
trum density (PSD) plot is used to set a suitable high-pass 
filter. The lowest frequency component, which is 0.098 Hz, 
presents duration of the vehicle crossing. The crossing lasts 
approximately 10 s. The frequency range of the dynamic 

response is above 4 Hz (see Fig. 3b). Thus, the high-pass 
frequency is set to 1 Hz. The resulting signal is subtracted 
from the raw measurements leaving only the component of 
the static response. During the trials, it was not possible to 
ensure that all runs start and end at the same time. They also 
vary slightly in their duration. For these reasons, selecting 
the range of vertical displacements of each node as the dam-
age factor (DF) is the best choice.

3.3  Data generation and analysis

The filtered displacement ranges are used as a basis for a 
training dataset for all damage detection techniques. This 

Fig. 4  Camera setup for moni-
toring
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was done using the variance between displacement ranges 
between runs 1–5 in the undamaged scenario as boundary 
conditions to generate randomised displacement scenarios 
for all nodes on the bridge that would resemble baseline 
undamaged behaviour. This meant every generated scenario 
had a displacement for each node that did was not below the 
minimum displacement of the node recorded in the earlier 
runs, nor did the generated displacement exceed the maxi-
mum displacement. This is repeated 50,000 times to make a 
dataset that encompassed baseline behaviour of the bridge. 
The dataset is split into 40,000 training examples and 10,000 
validation examples. The 4 damage scenarios are also used 
as candidates for scenario generation in the test dataset, 
with 8000 baseline scenarios and 2000 damaged scenarios 

generated. The nodes are split in four layouts, or node group-
ings. This involves reducing the number of nodes used for 
analysis of the structure. The analysis of smaller node group-
ings is carried out because if acceptable results can be gath-
ered using a lower amount of monitoring locations, it would 
mean a more streamlined data gathering process. The node 
groupings were used for the data from the scenarios, these 
are laid out in Table 1.

3.4  Unsupervised algorithms description

This section gives an overview of the five algorithms chosen 
for analysis of the training dataset in this study. An autoen-
coder is an unsupervised neural network frequently used for 

Fig. 5  Experimental cases and configurations (Plan)

Fig. 6  Details of left span 
of model bridge structure all 
dimensions show in mm

Steel plate deck: 1200 x 3000 x 3.18mm
25 x 25 x 3.2 mm 

rectangular hollow 

section as support 

beams at 610mm 

spacing

Centre line

symmetrical plan

Measurement point

Support location

First span of two span test structure
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anomaly detection [61–63]. It consists of an encoder and a 
decoder. The encoder maps the input to a lower-dimensional 
space, and the decoder maps the encoded data back to the 
input. If an auto-encoder is trained to recognise a certain 
type of input, such as bridge baseline (normal) conditions, 
any deviation from this output has a high reconstruction 
error, thus indicating structural damage. The Local Outlier 
Factor is an anomaly detection technique, which assign each 
object a degree of being an outlier [64]. It is local in that the 
degree depends on how isolated the object is with respect 
to the surrounding neighbourhood. This technique allows 

detecting outliers that can otherwise not be detected with 
existing approaches [43]. The Kernel Density Estimation is 
the process of estimating an unknown probability density 
function using a kernel function [65]. Whilst a histogram 
counts the number of data points in somewhat arbitrary 
regions, a kernel density estimate is a function defined as the 
sum of a kernel function on every data point. This estimate is 
then used to detect outliers. The K-means nearest neighbours 
technique [66] attempts to group data points into clusters, 
by first choosing initial random centroids of the number of 
clusters to be created. After initialisation, K-means consists 
of looping between the two other steps. The first step assigns 
each sample to its nearest centroid. The second step creates 
new centroids by taking the mean value of all the samples 
assigned to each previous centroid. The differences between 
the old and the new centroids are computed, and the algo-
rithm repeats these last two steps until this value is less than 
the defined threshold, which allows undamaged and dam-
aged scenarios to be grouped separately and therefore to 
be identified at inference time. For this research, the mini 
batch K-means implementation is used [67]. The Isolation 
Forest is an ensemble algorithm [68]. Isolation Forest ‘iso-
lates’ observations by randomly selecting a feature and then 
randomly selecting a split value between the maximum and 
minimum values of the selected feature. Since recursive par-
titioning can be represented by a tree structure, the number 
of splittings required to isolate a sample is equivalent to the 
path length from the root node to the terminating node. This 
path length, averaged over a forest of such random trees, is 
a measure of normality and our decision function. Random 
partitioning produces noticeably shorter paths for anomalies. 
Hence, when a forest of random trees collectively produces 
shorter path lengths for particular samples, they are highly 
likely to be anomalies (or damage events).

3.5  Unsupervised algorithms training details

This section details the parameters, and training details for 
the five algorithms chosen for analysis of the training dataset 
in this study.

3.5.1  Kernel density

For kernel density training, a Gaussian kernel with a 
bandwidth of 1 is used to create the kernels. The kd-tree 
[69] algorithm with a leaf size of 40 was the tree method 
employed. The kd-tree algorithm splits a dataset using 
k hyperplanes to split the datapoints. The leaf size deter-
mines size of the boxes that are generated by these planes. 
A smaller leaf size would mean that very few points must 
be checked if they are inside an area, but this results in 
a deeper tree and longer construction and traversal time. 
40 was chosen after a randomised grid search to find the 

Fig. 7  Flowchart of baseline data collection methodology

Fig. 8  Flowchart of damage scenarios data collection methodology
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optimal parameter. For the kd-tree, the Minkowski distance 
between points with a p value of 2, which means the distance 
was equivalent to the Euclidean distance, was used as the 
distance metric to select outliers. Kernel Density will be 
referred to as KDE for the results discussion.

3.5.2  Autoencoder

The autoencoder was trained for 100 epochs with early 
stopping, the optimal loss for each node grouping varied 
from 50 to 90 epochs with a small number requiring the full 
100 epochs. A threshold for classification of undamaged vs 
damaged scenarios was then calculated by comparing the 
root mean square error for the predictions on the test set 
and determining the optimal decision boundary. If the DF 
generated by the autoencoder from the supplied displace-
ments was outside the boundary conditions determined in 
the training phase, the scenario was labelled as damaged. 
This method was successful at identifying the presence of 
damage, but it was incapable of localising where damage 
occurred on the structure. The auto-encoder will be referred 
to as AE for the results discussion. The layers for AE are 
shown in Fig. 10.

3.5.3  Isolation forest

For the training of the isolation forest structure, the number 
of estimators was set to 100, whilst the contamination ratio 
was set to 10% of the dataset according to the recommenda-
tions in the original paper. The number of estimators for an 
isolation forest is the number of tree structures used to con-
struct the forest. The contamination ratio controls the thresh-
old for the decision function when a scored data point should 
be considered an outlier. Isolation forest will be referred to 
as IF for the results discussion.

3.5.4  K‑means nearest neighbours

For the training of the K-means nearest neighbours’ algo-
rithm, the optimal number of initialisations (ninit was set 
to be 20 following a randomised grid search [70]). The 
number of initialisations is used to avoid K-means falling 
into local minima. In K-means, the initial placement of 
centroid plays a very important role in its convergence. 
Sometimes the initial centroids are placed in a such a 
way that during consecutive iterations of K-means the 
clusters keep on changing drastically and even before the 
convergence condition may occur, the maximum num-
ber of iterations is reached, resulting in incorrect cluster 
allocations. Hence, the clusters obtained in such may not 
be correct. Ninit is used to overcome this problem. Ninit 
controls how many times the k-means algorithm is run on 
the training dataset, as if a non-optimal initial position for 
the centroids is randomly chosen, there is a chance that 
training could end before the best solution is found. Ninit 
does not determine the number of clusters used, merely 
how many times initialisation/training is performed. In 
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Fig. 9  Node 1 displacement time history (a) and its PSD plot (b)

Table 1  Node groupings for analysis

Scenario name Node groupings

All Nodes (1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16)
Node Octets (1,2,3,4,5,6,7,8), (9,10,11,12,13,14,15,16)
Node Quartets (1,2,3,4), (5,6,7,8), (9,10,11,12), (13,14,15,16)
Pairs (1,2), (3,4), (5,6), (7,8), (9,10), (11,12), (13,14), 

(15,16)
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the case of this research, the clusters were initialised 20 
times and the best performing solution was chosen from 
the 20 passes over the dataset. For each different set of 
points, a comparison is made about how much distance 
did the clusters move, i.e. if the clusters travelled small 
distances than it is highly likely that we are closest to 
ground truth/best solution. The points which provide the 
best performance and their respective run along with all 
the cluster labels are returned. This is then used to deter-
mine which cluster each datapoint belongs to. Because 
there are 5 different scenarios present in testing, a total 
of 5 clusters were used. This meant that if the algorithm 
converged well, damage could be not only identified, but 
localised on the beam structure. K Means nearest neigh-
bours will be referred to as KM for the results discussion.

3.5.5  Local outlier factor

For the local outlier factor algorithm, five clusters were 
also chosen in an attempt to identify and localise damage 
on the beam structure. The Ball-Tree [71] algorithm was 
used for selecting the clusters with the Minkowski distance 
with a value for p = 2 between data points and the cluster 
centroids used to detect outliers in the dataset. The local 
outlier factor will be referred to as LOF for the results 
discussion.

4  Results and discussion

4.1  Analysis of all nodes

The results for the analysis of all nodes with a combination of 
all scenarios are shown in Fig. 11. AE, KM, IF and KDE all 
performed quite well on the data, detecting damage in the gen-
eral case for AE, IF and KDE and by type in the case of KM. 
KM and KDE had perfect scores in all scenarios. There was a 
2% false positive rate for IF in all scenarios, and a variance of 
0.5% of false negatives and positives for AE in each scenario. 
The LOF failed completely to detect damage on the beam, 
returning a F1-score of 0.06 across all scenarios. False positive 
is when the algorithm predicts damage when none is present, 
whilst false negatives are when the algorithm predicts no dam-
age when damage is present. Recall is the proportion of dam-
age scenarios in the testing set that were correctly detected by 
the algorithm (Recall = True Positives

True Positives+False Negatives
)and precision 

is is the proportion of damage predictions that were actually 
correct ( Precision =

True Positives

True Positives+False Positives
 ). The results from 

all nodes analysis are shown in Table 2.

4.2  Node Octets analysis

The results for the node octets with a combination of all 
scenarios are shown in Fig. 12. Figure 12 demonstrates 

Fig. 10  Auto-encoder structure
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that AE, KM and KDE continue to work well across all 
scenarios with LOF still unable to detect damage at any 
acceptable level. There is a greater level of false positive 

readings from IF analysis in comparison to all nodes anal-
ysis. This is more significant for nodes 1–8 compared to 
Nodes 9–16 as can be seen in Fig. 13. The results from 

Fig. 11  Combined scenarios for 
all nodes analysis
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Table 2  Results from all nodes analysis on test dataset

Damage detection technique True Positive (%) True Nega-
tive (%)

False Positive 
(%)

False Nega-
tive (%)

Precision Recall F1-Score

Autoencoder 19.64 79.63 0.38 0.36 0.98 0.98 0.98
K Means 20 80 0 0 1 1 1
Local outlier factor 0.63 80 0 19.38 1 0.03 0.06
Isolation forest 20 78.06 1.94 0 0.91 1 0.95
Kernel density 20 80 0 0 1 1 1

Fig. 12  Combined scenarios for 
Node Octets analysis
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all algorithms on the Node Octets analysis are shown in 
Table 3.

4.3  Node quartets analysis

The results for the node quartets analysis with a com-
bination of all scenarios are shown in Fig. 14. KM and 
KDE continue to show perfect scores for this collection 
of scenarios/nodes, with AE close behind in third with 
precision and recall of 0.96. An interesting feature for 
the quartet scenarios is the improvement of LOF in terms 
of F1-score with a value of 0.74 for the 4 node groupings 
compared to 0.06 and 0.37 for all and octet analysis. Fig-
ure 11 The results from all algorithms on the node quartet 
analysis are shown in Table 4.

4.4  Node pairs analysis

The results for the node pairs with a combination of all 
scenarios are shown in Fig. 15. There is a drop in accuracy 
for all algorithms for the node pairs analysis, this could be 
caused by insufficient information being present to capture 
an accurate portrayal of the model bridge response. The 
previously high performing KDE and KM algorithms suf-
fered a large drop on the pairing of Nodes 9–10 for KDE 
and Nodes 13–14 for KM, this was common across all 
damage scenarios and is presented in Fig. 16. This drop 
in accuracy meant that AE was the top performing method 
on the node pairs scenario, LOF placed second in terms 
of F1-Score for the node pairings, this potentially means 
that if limited monitoring points are available, it can be 
used as a viable method of general damage detection. The 
improvement in F1-score for the LOF for the node pairs 
could be due to the relative density of datapoints around 
the nodes being quite high when they are split into small 

Fig. 13  Confusion matrix for isolation Forest Node octets analysis

Table 3  Results from Node 
Octets analysis on test dataset

Technique True Positive (%) True 
Negative 
(%)

False 
Positive 
(%)

False 
Negative 
(%)

Precision Recall F1-Score

Autoencoder 19.56 79.55 0.45 0.44 0.97 0.97 0.97
K Means 20 80 0 0 1 1 1
Local outlier factor 4.49 80 0 15.51 1 0.22 0.37
Isolation forest 20 71.38 8.39 0.23 0.70 0.98 0.82
Kernel density 20 80 0 0 1 1 1



1312 Journal of Civil Structural Health Monitoring (2022) 12:1299–1316

123

subsets, meaning that the outliers would be more obvi-
ously over a threshold, hence improving accuracy. As dis-
cussed above, the principal idea behind LOF is that points 
with local densities lower than their neighbours can be 
considered outliers. The results from the node pairings are 
presented in Table 5.

4.5  Running time comparison

Another consideration to be taken into account when select-
ing between two unsupervised algorithms that have broadly 
similar performance is computational running time. All the 
algorithms used were deployed in scikit-learn or TensorFlow 
using a GPU accelerated Docker container on an NVIDIA 
GTX 970 card. The running time to train each algorithm for 
the node pairs analysis for each algorithm is given in Table 6. 
For inference, the running times for all algorithms were quite 
similar for all algorithms, with marginal differences between 
each approach.

5  Conclusions and future work

The results show that a computer vision-based roving sen-
sor setup can be employed to establish a bridge baseline 
condition, which then can serve to check the newly col-
lected measurements for anomaly events/to detect changes 
to bridge conditions. The laboratory study has shown that 
the sensor roving technique is viable as a means of data 
collection for vision-based monitoring. The technique can 
lead to a reduction in monitoring costs for real-life sce-
narios. The following conclusions are be drawn from the 
results of the laboratory tests:

• From the comparison of damage detection algorithms, 
the K Means nearest neighbours’ method performed best 
as it allowed for localised damage detection on the span 
of the bridge whilst also having a very short training time 
(2.91 s) compared to the auto-encoder and kernel density 
estimation, the next best performing algorithms. Whilst 
this was extremely accurate for all, octet and quartet node 

Fig. 14  Combined scenarios for 
Node Quartet analysis
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Table 4  Results from Node 
Quartet analysis on test dataset

Scenario Type True Positive (%) True 
Negative 
(%)

False 
Positive 
(%)

False 
Negative 
(%)

Precision Recall F1-Score

Autoencoder 19.32 79.30 0.70 0.68 0.96 0.96 0.96
K Means 20 80 0 0 1 1 1
Local outlier factor 11.95 80 0 8.05 1 0.59 0.74
Isolation forest 20 70.22 9.78 0 0.67 1 0.80
Kernel density 20 80 0 0 1 1 1
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analysis, if only the node pairings are available, K-means 
suffers a notable loss in accuracy.

• If limited monitoring technology is present on site (i.e. 
only a small group of nodes can be captured), the local 
outlier factor could be considered a viable method as 
it delivers comparable accuracy (0.96 F1-Score) to the 
highest scoring method which was the auto-encoder 
(0.97 F1-Score), with a significantly shorter training time 
(1.17 s vs 5740 s).

• The automated and unsupervised nature (data-driven 
approach) of the results analysis means that, if paired 
with an accurate method for load evaluation as demon-
strated by the authors in [72], real-time damage detec-

tion can be implemented. The accuracy of the proposed 
system could also be improved by feeding in live data in 
a continuous training methodology similar to the work 
in [73].

The future research can include the additional labora-
tory trials to obtain measurements from a large number of 
undamaged scenarios to validate if the boundary conditions 
set out in the initial runs are feasible. Other scenarios, such 
as multiple vehicles, different axle loads, and less severe 
damages, could also be explored to determine the accuracy 
of the proposed system.

Fig. 15  Combined scenarios for 
node pairs analysis
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Fig. 16  Selected node pairs results
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Ideally field trials of the system should be carried out 
to determine the measurement accuracy of a range of sce-
narios outside a controlled laboratory environment. This 
would involve careful planning as there are some challenges 
when performing such trials in the field, particularly being 
able to reliably place cameras to monitor multiple points on 
the structure. This may not be feasible in all locations, so 
selected nodes may be chosen to be paired with the reference 
node to provide analysis of bridge displacements. Addition-
ally, it may not be possible to obtain a reference vehicle for 
multiple crossings of the bridge at repeated instances. It is 
possible that if a bridge is known to be accessed by similar 
vehicles repeatedly, e.g. if the bridge is on a bus route, then 
knowledge of the bus timetable could allow for repeated data 
gathering opportunities or a railway bridge. If these con-
cerns can be overcome, being able to obtain very accurate 
displacements for multiple nodes of the bridge could provide 
a detailed reference of bridge baseline conditions and allow 
for early damage detection of the bridge.
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