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Abstract In this paper we classify the monomial complete intersections, in two variables,
and of positive characteristic, which has the strong Lefschetz property. Together with known
results, this gives a complete classification of the monomial complete intersections with the
strong Lefschetz property.

1 Background

A graded algebra A = ⊕
i≥0 Ai is said to have the strong Lefschetz property (SLP)

if there is a linear form such that multiplication by any power of this linear form has
maximal rank in every degree. Let A be a monomial complete intersection, that is A =
K [x1, . . . , xn]/(xd11 , . . . , xdnn ), where K is a field and d1, . . . , dn some positive integers. In
characteristic zero, A always has the SLP, which was first proved by Stanley in [12]. When
the characteristic is positive, the algebra does not always have the SLP. A first result is that
A has the SLP when p >

∑
(di − 1), where p is the characteristic. This was proved in the

case n = 2 by Lindsey in [8], and later in the general case by Cook II in [5].
A classification of all monomial complete intersections in three or more variables with the

SLP is provided in [9]. Notice that the problem is trivial when n = 1, so the remaining case
is n = 2, which will be treated in this paper. The sufficient conditions in [9] hold also in two
variables, but it turns out that there is an additional class of algebras K [x, y]/(xa, yb) with
the SLP. This is indicated by Cook II in [5], where the two special cases, when a = b, and
when the characteristic is two, is studied. Cook II solves these cases, under the assumption
that the residue field K is infinite.

The main result of this paper is Theorem 3.2, which is a classification of the algebras
K [x, y]/(xa, yb) with the SLP, where K is a field of characteristic p ≥ 3. The classification
is given in terms of the base p digits of the integers a and b. Together with the mentioned
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earlier results, this gives a complete classification of the monomial complete intersections
with the SLP, see Theorem 3.4.

The technique used both in [5] and in this paper, is the theory of the syzygy gap function,
introduced byMonsky in [10]. The syzygy gap function deals with the degrees of the relations
on xa, yb and (x + y)c. This can then be connected to the SLP using results of Brenner and
Kaid in [1] and [2]. In [1], [2], and [10] the residue field is required to be algebraically closed.
We will see in Sect. 4 that this assumption can be dropped. We will also give a new proof of
the connection to the SLP, when working with monomial complete intersections.

2 The strong Lefschetz property

Let A = ⊕
i≥0 Ai be a graded algebra. A linear map Ai → A j is said to have maximal rank

if it is injective or surjective. Each homogeneous element f ∈ Ad induces a family of linear
maps Ai → Ai+d by a �→ f · a. Let such maps be denoted by · f : Ai → Ai+d . For short,
we say that multiplication by f has maximal rank in every degree, if all the maps induced
by f have maximal rank.

Definition 2.1 A graded algebra A is said to have the strong Lefschetz property (SLP) if
there exists an � ∈ A1 such that the maps ·�m : Ai → Ai+m have maximal rank for all i ≥ 0
and all m ≥ 1. In this case, � is said to be a strong Lefschetz element.

We say that A has the weak Lefschetz property (WLP) if there exists an � ∈ A1 such that
the maps ·� : Ai → Ai+1, have maximal rank for all i ≥ 0. In this case, � is said to be a
weak Lefschetz element.

Let now K be a field, and A = K [x1, . . . , xn]/I , where I is a monomial ideal. In [9,
Proposition 4.3] it is proved that A has the WLP if and only if x1 + · · · + xn is a weak
Lefschetz element. The corresponding is also true for the strong Lefschetz property.

Theorem 2.2 Let R = K [x1, . . . , xn], where K is a field, and let I ⊂ R be a monomial
ideal. Then R/I has the SLP (WLP) if and only if x1 + . . . + xn is a strong (weak) Lefschetz
element.

Proof Suppose that
∑

i∈� ci xi , for some � ⊆ {1, . . . , n} and 0 �= ci ∈ K , is a strong
Lefschetz element of A = R/I . The monomial ideal I is left unchanged under a change of
variables ci xi �→ xi . This shows that � = ∑

i∈� xi also is a strong Lefschetz element. If
� = {1, . . . , n} we are done. Assume that � ⊂ {1, . . . , n}, and j /∈ �. The next step is to
prove that x j + �, is also a strong Lefschetz element. For this purpose we introduce a new
element a in an extension field of the type K ′ = K (a) ⊃ K . We will prove that ax j + � is a
strong Lefschetz element in A′ = A ⊗K K ′. Let, for each i , Bi be the vector space basis for
Ai that consists of monic monomials. This is also a basis for A′

i , as a vector space over K
′.

Let M be the matrix of the multiplication map

·(ax j + �)m : A′
i → A′

i+m,

w. r. t. the bases Bi and Bi+m . The entries of M are polynomials in a. Let M0 be the matrix
we obtain by substituting a = 0 in M . If M does not have maximal rank, neither does M0.
But M0 is the matrix of the map ·�m : Ai → Ai+m , which has maximal rank. This shows
that M has maximal rank, and ax j + � is a strong Lefschetz element of A′. But then, since
a is a non-zero element of the field K ′, so is x j + �. The coefficients of x j + � are in K , so
it is also a strong Lefschetz element of A. It follows that x1 + · · · + xn is a strong Lefschetz
element of A. �
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The Hilbert function of a graded algebra A = ⊕
i≥0 Ai with residue field K is a function

HFA : Z≥0 → Z≥0 defined by HFA(i) = vdimK Ai , i. e. the vector space dimension of Ai

over K . The Hilbert series of A, denoted HSA, is the generating function of the sequence
HF(i), that is HSA(t) = ∑

i≥0 HF(i)t i .

Let now A be a monomial complete intersection, A = K [x1, . . . , xn]/(xd11 , . . . , xdnn ), for
some positive integers d1, . . . , dn . Let t = ∑n

i=1(di − 1). This is the highest possible degree
of a monomial in A, and hence HFA(i) = 0 when i > t . It can also be seen that the Hilbert
function is symmetric about t/2, and that HFA(i) ≤ HFA(i + d) when i ≤ (t − d)/2. For a
multiplication map to have maximal rank in every degree in A, it shall then be injective up to
some degree i , and surjective for larger i . It can be proved that the injectiveness in this case
implies the surjectiveness.

Proposition 2.3 Let A = K [x1, . . . , xn]/(xd11 , . . . , xdnn ) and t = ∑n
i=1(di − 1), and let

f ∈ A be a form of degree d. The maps · f : Ai → Ai+d all have maximal rank if and only
if the maps with i ≤ (t − d)/2 are injective.

Proof See e. g. [9, Proposition 2.6]. �
In other words, multiplication by a form f has maximal rank in every degree if all homo-

geneous zero divisors of f are of degree greater than (t − d)/2. Another interesting fact is
that if we consider forms of the type �d , and t − d is even, then multiplication by �d+1 has
maximal rank in every degree if multiplication by �d does. This result will be important for
the classification of algebras with the SLP when n = 2.

Proposition 2.4 Let A = K [x1, . . . , xn]/(xd11 , . . . , xdnn ) and t = ∑n
i=1(di − 1). Let � ∈ A

be a linear form, and d a positive integer such that t−d is even. If the maps ·�d : Ai → Ai+d

have maximal rank for all i ≥ 0, so does the maps ·�d+1 : Ai → Ai+d+1.

Proof Assume that ·�d : Ai → Ai+d have maximal rank for all i ≥ 0. By Proposition 2.3
all zero divisors of �d are of degree at least (t − d)/2. Suppose that there is a homogeneous
element f such that �d+1 f = 0. By Proposition 2.3, we are done if we can prove that
deg( f ) > (t − (d + 1))/2 = (t − d)/2− 1/2. Since t − d is even, the right hand side is not
an integer, and it is enough to prove deg( f ) > (t − d)/2 − 1. Consider first the case when
�d f = 0. That is, f is a zero divisor of �d , and it follows that deg( f ) > (t − d)/2. Consider
instead the case when �d f �= 0. We know that �d+1 f = 0, that is � f is a homogeneous zero
divisor of �d . Then deg(� f ) > (t − d)/2, and deg( f ) > (t − d)/2 − 1, which finishes the
proof. �
Proposition 2.5 The algebra A = K [x, y]/(xa, yb) has the SLP if and only if the maps

·(x + y)a+b−2c : Ai → Ai+a+b−2c

have maximal rank for all i ≥ 0 and 1 ≤ c < min(a, b).

Proof The “only if”-part follows from Theorem 2.2.
The numbers t and d in Proposition 2.4 are here t = a + b − 2, and d = a + b − 2c. We

see that t − d = 2c − 2 is even, so if multiplication by (x + y)a+b−2c has maximal rank in
every degree, so does multiplication by (x + y)a+b−2c+1. If c ≤ 0 then Ai+a+b−2c = {0},
and obviously any map Ai → Ai+a+b−2c is surjective. This is why we only need to consider
c ≥ 1. Without loss of generality, we can assume that a = min(a, b). To complete the proof
we need to show that multiplication by (x+ y)a+b−2c hasmaximal rank in every degree when
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c ≥ a. Suppose there is a non-zero homogeneous f ∈ A such that (x + y)a+b−2c f = 0. By
Proposition 2.3 multiplication by (x + y)a+b−2c has maximal rank in every degree if we can
prove that

deg( f ) >
a + b − 2 − (a + b − 2c)

2
= c − 1.

Let F be a homogeneous element in K [x, y] whose image in A is f . Then

(x + y)a+b−2cF = gxa + hyb, for some g, h ∈ K [x, y].
We can not have h = 0, because that would imply that F is divisible by xa , and f = 0 in
A. Hence h �= 0 and deg((x + y)a+b−2cF) ≥ b, which is equivalent to deg(F) ≥ 2c − a. If
c ≥ a this implies deg( f ) = deg(F) ≥ c, and we are done. �

3 Classifying the monomial complete intersections with the strong
Lefschetz property

A classification of the monomial complete intersections with the SLP, in three or more
variables, is given in [9, Theorem 3.8]. Here we give a slightly reformulated version of the
theorem, to make the notation similar to that used later in the case of two variables. We will
prove that the formulation here is equivalent to that in [9].

Theorem 3.1 Let A = K [x1, . . . , xn]/(xd11 , . . . , xdnn ) where n ≥ 3, di ≥ 2 for all i , and K
is a field of characteristic p > 0. Let t = ∑n

i=1(di −1) and let d1 = max(d1, . . . , dn). Write
d1 = N1 p + r1 with 0 ≤ r1 < p. Then A has the SLP if and only if one of the following two
conditions hold

1. t < p,
2. d1 ≥ p, di < p for i = 2, . . . , n and

∑n
i=2(di − 1) ≤ min(r1, p − r1).

Proof The difference, compared to [9, Theorem 3.8], is that in [9] the bound for r1 is 0 <

r1 ≤ p, and the second condition is

d1 > p, di ≤ p for i = 2, . . . , n and
n∑

i=2

(di − 1) ≤ min(r1, p − r1).

It is easy to see that both definitions of r1 gives the same value min(r1, p−r1). When d1 = p
condition 2 of [9, Theorem 3.8] is not satisfied. Neither is condition 2 in Theorem 3.1,
because min(r1, p−r1) = 0, and

∑n
i=2(di −1) ≥ n−1 ≥ 2. When di = p, for some i > 1,

condition 2 in Theorem 3.1 is not satisfied. Neither is 2 in [9, Theorem 3.8], because then∑n
i=2(di − 1) ≥ p, and min(r1, p − r1) < p in general. This shows that both formulations

agree. �
The two conditions in Theorem 3.1 above can be generalized to the case n = 2. Next we

will prove that in two variables, and characteristic p > 2, the algebra A has the SLP in these
two cases, but also in an additional one.

Theorem 3.2 Let A = K [x, y]/(xa, yb), where a, b ≥ 2 and K is a field of characteristic
p > 2.Write a andb in base p, that is a = ak pk+· · ·+a1 p+a0 andb = b� p�+· · ·+b1 p+b0,
where 0 ≤ ai , bi < p, and ak, b� �= 0. We may assume that � ≥ k. The classification of the
algebras with the SLP is divided into three cases.
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1. When a, b < p, A has the SLP if and only if a + b ≤ p + 1.
2. When a < p and b ≥ p, A has the SLP if and only if a ≤ min(b0, p − b0) + 1.
3. When a, b ≥ p, A has the SLP if and only if the following three conditions are satisfied.

(a) a0 = p±1
2 , and b0 = p±1

2 ,

(b) ai = bi = p−1
2 for i = 1, 2, . . . , k − 1,

(c) ak + bk ≤ p − 1, and bk ≥ ak when � > k.

Notice that there are no restrictions on bi for i > k, in the case � > k. The theorem will be
proved later in this section.

In [5, Theorem 4.9] Cook II proves the special case a = b of Theorem 3.2. Cook II also
proves the characteristic two case.

Theorem 3.3 ( [5, Corollary 4.8]) Let A = K [x, y]/(xa, yb), where 2 ≤ a ≤ b and K is a
field of characteristic two. A has the SLP if and only if one of the two following conditions
hold.

1. a = 2 and b is odd,
2. a = 3 and b ≡ 2 mod 4.

Theorems 3.1, 3.2, and 3.3 can now be combined into a complete classification of the
monomial complete intersections with the SLP.

Theorem 3.4 Let A = K [x1, . . . , xn]/(xd11 , . . . , xdnn ), where all di ≥ 2 and K is a field
of characteristic p > 0. Write each di in base p as di = ciki p

ki + · · · + ci1 p + ci0, with
ciki �= 0. The algebra A has the SLP if and only if one of the following conditions hold.

1. n = 1,
2. n = 2, p = 2, and one of the following holds, for d1 ≤ d2

• d1 = 2 and c20 = 1,
• d1 = 3, c21 = 1, and c20 = 0,

3. n = 2, p > 2 and all the following conditions are satisfied, for k1 ≤ k2

• c10 = p±1
2 , c20 = p±1

2 ,

• c1 j = c2 j = p−1
2 , for j = 1, . . . , k1 − 1,

• c1k1 + c2k1 < p, and c2k1 ≥ c1k1 if k1 < k2,

4. n ≥ 2, and
∑n

i=1(di − 1) < p,
5. n ≥ 2, and there is a j such that d j ≥ p, di < p for all i �= j , and

∑
i �= j (di − 1)

≤ min(c j0, p − c j0).

Proof The case n = 1 is trivial. Condition 3 is condition 3 of Theorem 3.2, and Condition
4 is Theorem 3.2 with b = d2 written in base 2. The conditions 4 and 5 are the conditions
1 and 2 from Theorems 3.1 and 3.2 combined. Notice that 4 and 5 are not satisfied when
p = 2. �

Both proofs of [5, Corollary 4.8] and [5, Theorem 4.9] use Theorem 3.5 below. This will
also be the key to the proof of Theorem 3.2.

Theorem 3.5 Let K be a field of characteristic p > 0. The algebra K [x, y]/(xa, yb) has
the SLP if and only if

|a − upi | + |b − vpi | + |a + b − 2c − wpi | ≥ pi

for all integers i ≥ 0, 1 ≤ c < min(d1, d2), and u, v, w such that u + v + w is odd.
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Theorem 3.5 is proved in Sect. 4.
We will now prove that Theorem 3.5 can be reformulated as the following proposition.

Proposition 3.6 Let A = K [x, y]/(xa, yb), where K is a field of characteristic p > 0. For
each integer i ≥ 1 we can write a = mi pi + ri , and b = ni pi + si , where 0 ≤ ri , si < pi .
The algebra A has the SLP if and only if the following conditions hold for all i .

1. If mi > 0, then ri ≥ si − 1,
2. If ni > 0, then si ≥ ri − 1,
3. If mi > 0 and ni > 0, then ri + si ≥ pi − 1,
4. ri + si ≤ pi + 1.

Proof We shall prove that the conditions above is equivalent to that in Theorem 3.5. Let us
investigate for which a and b it can happen that

|a − upi | + |b − vpi | + |a + b − 2c − wpi | < pi .

Write a = mi pi + ri and b = ni pi + si , as in the proposition. Notice that

|a − upi | =
{
ri when u = mi

pi − ri when u = mi + 1.

For all other values of u we get |a − upi | ≥ pi , and then of course |a − upi | + |b − vpi | +
|a + b − 2c − wpi | ≥ pi . Therefore we only need to consider u = mi and u = mi + 1. The
corresponding is also true for |b − vpi |. This gives us four cases to examine.

I. u = mi and v = ni
Here

|a − upi | + |b − vpi | = ri + si .

To obtain |a − upi | + |b − vpi | + |a + b − 2c − wpi | ≤ pi − 1 it is necessary that
ri + si ≤ pi − 1.
Suppose first that ri + si = pi − 1. Since u + v + w = mi + ni + w is supposed to be
odd, we must have w = mi + ni − 2d + 1, for some integer d . Then

a + b − 2c − wpi = ni p
i + ri + mi p

i + si − 2c − (mi + ni − 2d + 1)pi

= ri + si − 2c + (2d − 1)pi = 2dpi − 2c − 1,

which is an odd number, and thus |a + b − 2c − wpi | ≥ 1. We get

|a − upi | + |b − vpi | + |a + b − 2c − wpi | ≥ pi − 1 + 1 = pi ,

and we can conclude that |a − upi | + |b − vpi | + |a + b − 2c − wpi | ≥ pi for all w

and c, when ri + si = pi − 1. Now suppose that ri + si ≤ pi − 2. We want to find out
what the smallest possible value of |a + b − 2c − wpi | is. For this purpose we choose
the largest w such that u + v + w is odd, and a + b− wpi > 0. After that we choose the
value for c that makes |a + b − 2c − wpi | as small as possible. Since ri + si ≤ pi − 2,
the largest w with the required properties is w = mi + ni − 1. Then

a + b − wpi = pi + ri + si .

If mi = 0, then min(a, b) = min(ri , b) ≤ ri and c ≤ ri − 1. Then

a + b − 2c − wpi ≥ pi + ri + si − 2(ri − 1) = pi − ri + si + 2, and

|a − upi | + |b − vpi | + |a + b − 2c − wpi | ≥ ri + si + pi − ri + si + 2 > pi .
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In a similar way we see that |a − upi | + |b− vpi | + |a + b− 2c− wpi | > pi if ni = 0.
Suppose now that mi > 0 and ni > 0. Then we choose c = [(pi + ri + si )/2], where
[. . .] denotes the integer part. This gives

a + b − 2c − wpi = 0 or 1, and

|a − upi | + |b − vpi | + |a + b − 2c − wpi | ≤ ri + si + 1 ≤ pi − 1.

The conclusion, in this case, is that |a − upi | + |b − vpi | + |a + b − 2c − wpi | < pi ,
exactly when mi , ni > 0 and ri + si ≤ pi − 2. This corresponds to condition 3 in the
proposition.

II. u = mi and v = ni + 1
Here

|a − upi | + |b − vpi | = ri + pi − si .

To obtain |a − upi | + |b − vpi | + |a + b − 2c − wpi | ≤ pi − 1 it is necessary that
ri + pi − si ≤ pi −1, that is ri ≤ si −1. Let us first consider the case when ri = si −1.
Since u + v + w is supposed to be odd we must have w = ni + mi − 2d , for some
integer d . This gives

a + b − wpi = ri + si + 2dpi = 2ri + 1 + 2dpi ,

which is odd. Then |a + b − 2c − wpi | ≥ 1, and

|a − upi | + |b − vpi | + |a + b − 2c − wpi | ≥ ri + pi − si + 1 = pi .

Suppose instead that ri ≤ si − 2. We use that same idea as in case 1, and choose first
w, and then c, such that |a + b − 2c − wpi | has the smallest possible value. The best
option for w is w = ni + mi . This gives

a + b − wpi = ri + si .

If mi = 0, then min(a, b) = min(ri , b) = ri , thus c = ri − 1 is the largest allowed
value of c. Then

a + b − 2c − wpi = ri + si − 2(ri − 1) = si − ri + 2, and

|a − upi | + |b − vpi | + |a + b − 2c − wpi | = ri + pi − si + si − ri + 2 = pi + 2.

If mi > 0 on the other hand, we are allowed tho choose c = si − 1. Then we get

a + b − 2c − wpi = ri − si + 2

instead. Note that this is a non-positive number. This gives

|a − upi | + |b − vpi | + |a + b − 2c − wpi | = ri + pi − si + si − ri − 2 = pi − 2.

The conclusion, in this case, is that |a − upi | + |b − vpi | + |a + b − 2c − wpi | < pi ,
exactly whenmi > 0 and ri ≤ si −2. This corresponds to condition 1 in the proposition.

III. u = mi + 1 and v = ni
In the same way as above, we see that this corresponds to condition 2.

IV. u = mi + 1 and v = ni + 1
Here

|a − upi | + |b − vpi | = 2pi − ri − si ,
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so for this to be smaller than pi we must have 2pi − ri − si ≤ pi − 1, which is
ri + si ≥ pi + 1. Consider first the case when ri + si = pi + 1. Then we must choose
w = mi + ni − 2d + 1, for some integer d . Then

a + b − wpi = ri + si + (2d − 1)pi = 2dpi + 1,

and |a + b − 2c − wpi | ≥ 1. Then we get

|a − upi | + |b − vpi | + |a + b − 2c − wpi | ≥ 2pi − ri − si + 1 = pi .

Suppose now that ri+si ≥ pi+2.We choosew = mi+ni+1 and c = [(ri+si− pi )/2],
because this gives

a + b − 2c − wpi = ri + si − pi − 2c = 0 or 1, and

|a − upi | + |b − vpi | + |a + b − 2c − wpi | ≤ 2pi − ri − si + 1 ≤ pi − 1.

This shows that |a−upi |+ |b−vpi |+ |a+b−2c−wpi | < pi when ri + si ≥ pi +2,
which is condition 4. �

Proposition 3.6 will be used later in this section to prove Proposition 3.7, which says
something about the structure of an algebra that does not have the SLP. Now we shall use
Proposition 3.6, with p > 2, to prove Theorem 3.2.

Proof of Theorem 3.2 Let A = K [x, y]/(xa, yb), and suppose throughout this proof that
the characteristic of K is greater than 2.Write a and b in base p as a = ak pk +· · ·+a1 p+a0
and b = b� p� + · · · + b1 p + b0, where 0 ≤ ai , bi < p. We assume that � ≤ k. With the
notation a = mi pi + ri from Proposition 3.6 we have ri = ai−1 pi−1 + · · · + a1 p + a0, and
mi = ak pk−i + ak−1 pk−i−1 + · · · + ai , and similar for b.

If a, b < p then ni = mi = 0 in Proposition 3.6, for all i , and the conditions 1, 2 and 3
are trivially satisfied. Since a+b < 2p condition 4 is satisfied for i > 1. The only restriction
we get comes from condition 4 when i = 1, and states that A has the SLP if and only if
a + b ≤ p + 1.

If a < p and b ≥ p we get b0 ≥ a0 − 1 and a0 + b0 ≤ p + 1 from the conditions 2 and 4
with i = 1. These two inequalities can be written as a0 ≤ min(b0, p − b0) + 1. In condition
1 and 3 there is nothing to check, and for i > 1 all conditions are satisfied. We get that A has
the SLP if and only if a0 ≤ min(b0, p − b0) + 1.

Assume now that a, b ≥ p. The idea now is to translate the four conditions of Proposi-
tion 3.6 into the base p digits of a and b.

Let us first look at i = 1 in Proposition 3.6. We know that m1, n1 > 0, so 1 and 2 gives
a0 − 1 ≤ b0 ≤ a0 + 1. The conditions 3 and 4 gives p − 1 ≤ a0 + b0 ≤ p + 1. Both
these inequality are satisfied exactly when a0 = p±1

2 and b0 = p±1
2 . This is condition (a) in

Theorem 3.2. Suppose that this is the case, and move on to i = 2. If k ≥ 2 then m2 and n2
are positive. The conditions 1 and 2 gives

a1 p + a0 − 1 ≤ b1 p + b0 ≤ a1 p + a0 + 1,

which implies a1 = b1. For 3 and 4 to be satisfied

p2 − 1 ≤ (a1 + b1)p + (a0 + b0) ≤ p2 + 1

is required. This is true if and only if a1 + b1 = p − 1. Hence we get a1 = b1 = p−1
2 . We

suppose that this is true and continue with i = 3, . . . k. In the same way as above we get
a2 = · · · = ak−1 = b2 = · · · = bk−1 = p−1

2 . This is condition (b) in Theorem 3.2.
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Suppose that the conditions for i = 1, 2 . . . , k are satisfied, and move on to i = k + 1.
Now mk+1 = 0, so in condition 1 and 3 there is nothing to check. If � > k then nk+1 > 0.
In this case condition 2 says

bk p
k + · · · + b1 p + b0 ≥ ak p

k + · · · + a1 p + a0 − 1,

which holds if and only if bk ≥ ak . Condition 4 says

(ak + bk)p
k + · · · + (a1 + b1)p + (a0 + b0) ≤ pk+1 + 1,

which holds if and only if ak + bk ≤ p − 1. This proves (c).
We must also show that there are no further restrictions on b j for j > k, when such b j

exist. Suppose that the four conditions of Proposition 3.6 are satisfied for i = 1, 2, . . . , k+1.
We continue by looking at i = k + 2. The conditions 1 and 3 are satisfied, since mi = 0.
Notice also that rk+2 = rk+1 = a, and sk+2 ≥ sk+1. This means that if condition 2 is satisfied
for i = k + 1, so it is for i = k + 2. Condition 4 requires

bk+1 p
k+1 + (ak + bk)p

k + · · · + (a1 + b1)p + (a0 + b0) ≤ pk+2 + 1.

But this is no restriction on bk+1, other than bk+1 < p. The same reasoning works for larger
i . �

The proof in [9] of when an algebra in three or more variables does not have the SLP, is
carried out by finding a monomial zero-divisor of (x1 +· · ·+ xn)m , for somem. We will now
see that this can also be done in two variables. This gives an alternative proof of the ”only
if”-part of Theorem 3.2.

Proposition 3.7 Let A = K [x1, . . . , xn]/(xd11 , . . . , xdnn ) = ⊕
i≥0 Ai be an algebra of char-

acteristic p > 0 which does not possess the SLP. Let � be a linear form in A. Then there are
integers d and m such thatHFA(d) ≤ HFA(d +m), and the kernel of the multiplication map
·�m : Ad → Ad+m contains a non-zero monomial.

Proof For the case n ≥ 3, see [9].
Assume n = 2, and let � = c1x1 + c2x2 for some c1, c2 ∈ K . Recall that HFA(d) ≤

HFA(d+m)when d ≤ (d1+d2−2−m)/2.We shall prove that when one of the conditions in
Proposition 3.6 fails, we can find amonomial of degree low enough, which is a zero divisor of
some power of �. Write d1 = mi pi +ri and d2 = ni pi + si , for some i , as in Proposition 3.6,
and suppose that condition 1 fails for this i . This means that mi > 0 and ri ≤ si − 2. Then
ri < d1, and therefore x

ri
1 �= 0. Recall that

�p
i = (c1x1 + c2x2)

pi = cp
i

1 x pi

1 + cp
i

2 x pi

2 ,

since we are in a ring of characteristic p. Also,

(cp
i

1 x pi

1 + cp
i

2 x pi

2 )mi+ni = exmi pi

1 xni p
i

2 in A, for some e ∈ K

since all the other terms in the expansion will be of the form cxα
1 x

β
2 where either α ≥ d1 or

β ≥ d2. We have

�(mi+ni )pi xri1 = (cp
i

1 x pi

1 + cp
i

2 x pi

2 )mi+ni xri1 = exmi pi

1 xni p
i

2 xri1 = exmi pi+ri
1 xni p

i

2 = 0.

In other words, xri1 is a monomial in the kernel of the multiplication map ·�(mi+ni )pi : Ari →
Ari+(mi+ni )pi , and since

ri ≤ si − 2 ⇐⇒ ri ≤ ri + si − 2

2
⇐⇒ ri ≤ d1 + d2 − 2 − (mi + ni )pi

2
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we have HFA(ri ) ≤ HFA(ri + (mi + ni )pi ).
If instead conditions 2 of Proposition 3.6 fails, the proof is carried out in the same way, but

with xri1 replaced by xsi2 . Suppose now that condition 3 fails for some i . That is mi , ni > 0,
and ri + si ≤ pi − 2. Then xri1 x

si
2 �= 0. We have

�(mi+ni−1)pi = (cp
i

1 x pi

1 + cp
i

2 x pi

2 )mi+ni−1 = e1x
(mi−1)pi

1 xni p
i

2 + e2x
mi pi

2 x (ni−1)pi

2

for some e1, e2 ∈ K , and we see that �(mi+ni−1)pi xri1 x
si
2 = 0. Also,

ri + si ≤ pi − 2 ⇐⇒ ri + si ≤ ri + si − 2 + pi

2
= d1 + d2 − 2 − (mi + ni − 1)pi

2
,

which implies that HFA(ri + si ) ≤ HFA(ri + si + (mi + ni − 1)pi ).
At last, suppose that condition 4 of Proposition 3.6 fails. Then ri+si ≥ pi+2. This implies

that d1 + d2 − 2 = mi pi + ri + ni pi + si ≥ (mi + ni + 1)pi , and HF((mi + ni + 1)pi ) ≥ 1.
But

�(mi+ni+1)pi = (cp
i

1 x pi

1 + cp
i

2 x pi

2 )mi+ni+1 = 0,

since all terms in the expansionwill be of the form cxα
1 x

β
2 where eitherα ≥ d1 orβ ≥ d2. This

shows that 1 is in the kernel of the multiplication map ·�(mi+ni+1)pi : A0 → A(mi+ni+1)pi .
Since HF((mi + ni + 1)pi ) ≥ 1 = HF(0), this completes the proof. �

4 The syzygy gap

The main purpose of this section is to prove Theorem 3.5. If we require the residue field to be
algebraically closed, the theorem follows from combining a theorem by Han [6] and results
by Brenner and Kaid in [1] and [2]. Han’s result is also proved in a different way by Monsky
in [10]. Monsky deals with the syzygymodule of three pairwise relatively prime polynomials
in two variables, and the so called ”syzygy gap”, while Brenner and Kaid connects this to
the Lefschetz properties. We will go through the results from [10], and give a new proof of
the connection to the SLP in the case of monomial complete intersections. The reason to go
though the results of [10] is to prove that the residue field does not need to be algebraically
closed, but also to give a deeper understanding of Theorem 3.5 and the theory behind it.

4.1 Mason–Stothers’ Theorem

First we need a review of Mason–Stothers’ Theorem. Suppose f is a polynomial in
K [x1, . . . , xn], where K is some field. The polynomial f can be factorized as f = ∏s

i=1 p
ei
i ,

where the pi ’s are distinct irreducible factors. Define r( f ) = deg(
∏s

i=1 pi ). Note that
r( f g) ≤ r( f ) + r(g), with equality when f and g are relatively prime. Let f ′

x j denote
the formal derivative of f w. r. t. the variable x j . When in a polynomial ring with just one
variable, we write f ′ for the derivative. Mason–Stothers’ theorem is usually formulated over
one variable, as follows.

Theorem 4.1 (Mason–Stothers) Let K be a field, and let f, g and h be polynomials in K [x]
such that

• f, g and h are pairwise relatively prime,
• f ′, g′ and h′ are not all zero,
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• f + g + h = 0.

Then max(deg( f ), deg(g), deg(h)) ≤ r( f gh) − 1.

An elementary proof can be found in [11]. There is also a version of this theorem for homo-
geneous polynomials in two variables. For clarity we will prove how it can be deduced from
Theorem 4.1.

Theorem 4.2 Let K be a field, and let f, g and h be homogeneous polynomials of degree d
in K [x, y] such that

• f, g and h are pairwise relatively prime,
• f ′

x , f ′
y, g

′
x , g

′
y, h

′
x and h′

y are not all zero,
• f + g + h = 0.

Then d ≤ r( f gh) − 2.

Proof Let K ′ be the splitting field of f . Over this field f can be factorized as follows

f (x, y) =
d∑

i=0

αi x
i yd−i = yd

d∑

i=0

αi

( x

y

)i = yd
d∏

j=1

(
u j

x

y
− v j

)
=

d∏

j=1

(ui x − v j y),

where the αi , u j and v j ’s are elements in K ′. After a possible linear change of variables, we
can assume that f (x, y) = ym

∏d−m
j=1 (r j x − s j y), where m ≥ 1. Let f̂ (x) = f (x, 1) =

∏d−m
j=1 (r j x − s j ), ĝ(x) = g(x, 1) and ĥ(x) = h(x, 1). Then r( f̂ ) = r( f ) − 1, while

r(g) = r(ĝ) and r(h) = r(ĥ). Note also that deg(ĝ) = d . By Theorem 4.1 it now follows
that

d = deg(ĝ)≤ r( f̂ ĝĥ) − 1

= r( f̂ ) + r(ĝ) + r(ĥ) − 1 = r( f ) + r(g) + r(h) − 2 = r( f gh) − 2,

which we wanted to prove. �
4.2 The syzygy gap

Let now R = K [x, y], where K is any field. Let f1, f2 and f3 be non-zero homogeneous,
pairwise relatively prime, polynomials in R, with di = deg( fi ), and let I = ( f1, f2, f3). The
R-module R/I has a free resolution of length 2, by Hilbert’s syzygy theorem. If { f1, f2, f3}
is a minimal set of generators of I , then

0 → ker φ → R3 φ→ R → R/I → 0, (1)

where φ is given by the matrix
(
f1 f2 f3

)
, is an exact sequence of free modules. We have

rank ker φ = 3− 1 = 2. That is, ker φ = Syz( f1, f2, f3) is generated by two homogeneous
elements. If { f1, f2, f3} is not aminimal set of generators of I ,wehave e. g. f3 = g1 f1+g2 f2,
for some homogeneous polynomials g1 and g2. Then every relation A f1 + B f2 + C f3 = 0
can be written as (A + Cg1) f1 + (B + Cg2) f2 = 0. Since f1 and f2 are relatively prime
A + Cg1 = h f2, and B + Cg2 = −h f1, for some homogeneous h. It follows that ker φ is
generated by ( f2,− f1, 0) and (g1, g2,−1). This shows that (1) is always a free resolution (but
not necessarily minimal), and ker φ is generated by two homogeneous elements of degrees,
say α and β. We have a graded resolution

0 → R(−α) ⊕ R(−β) → R(−d1) ⊕ R(−d2) ⊕ R(−d3) → R → R/I → 0,
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of R/I . Define �( f1, f2, f3) = |α − β|. This is the syzygy gap function introduced in [10].
From the graded resolution we see that the Hilbert series of R/I is

HSR/I (t) = 1 − td1 − td2 − td3 + tα + tβ

(1 − t)2
.

We also know that R/I has dimension 0, thus the Hilbert series is a polynomial, say
HSR/I (t) = p(t). Then

(1 − t)2 p(t) = 1 − td1 − td2 − td3 + tα + tβ .

By taking the derivative of both sides, and substituting t = 1we get 0 = −d1−d2−d3+α+β,
that is α + β = d1 + d2 + d3. This is one of the so called Herzog-Kühl equations, see e. g.
[4]. From this follows also the below lemma.

Lemma 4.3 Let f1, f2 and f3 be non-zero, pairwise relatively prime homogeneous polyno-
mials in K [x, y], with di = deg( fi ). Then �( f1, f2, f3) ≡ d1 + d2 + d3 mod 2.

We shall also see some other properties of the function �.

Lemma 4.4 Let K be a field of characteristic p > 0, and let f1, f2 and f3 be non-zero,
pairwise relatively prime homogeneous polynomials in K [x, y]. Then

�( f p
s

1 , f p
s

2 , f p
s

3 ) = ps�( f1, f2, f3),

for all non-negative integers s.

Proof Let R = K [x, y], and I = ( f1, f2, f3). For a fixed s, let q = ps , and I (q) =
( f q1 , f q2 , f q3 ). We let F denote the Frobenius functor on the category of R-modules, induced
by the endomorphism a �→ aq on R. For a review of the Frobenius functor, see e. g. [3].
By [7, Corollary 2.7], F is an exact functor. Now, suppose Syz( f1, f2, f3) is generated by
(A1, A2, A3) and (B1, B2, B3), of degrees α and β. When we apply F to the resolution

0 → R2

⎛

⎜
⎜
⎝

A1 B1

A2 B2

A3 B3

⎞

⎟
⎟
⎠

−−−−−−−−−−→ R3

(
f1 f2 f3

)

−−−−−−−−−−−−−→ R → R/I → 0

we get an exact sequence

0 → R2

⎛

⎜
⎜
⎝

Aq
1 Bq

1
Aq
2 Bq

2
Aq
3 Bq

3

⎞

⎟
⎟
⎠

−−−−−−−−−−→ R3

(
f q1 f q2 f q3

)

−−−−−−−−−−−−−→ R → R/I (q) → 0.

This proves that Syz( f q1 , f q2 , f q3 ) is generated by (Aq
1 , A

q
2 , A

q
3) and (Bq

1 , Bq
2 , Bq

3 ). Then

�( f q1 , f q2 , f q3 ) = |αq − βq| = q|α − β| = q�( f1, f2, f3),

which we wanted to prove. �
Let us now investigate what happens with�( f1, f2, f3)when, for example, f1 is replaced

by � f1, for some linear form �. By Lemma 4.3,�( f1, f2, f3) and�(� f1, f2, f3) has different
parity, so they can not be equal. If we have a relation A1 f1+ A2 f2 + A3 f3 = 0, we also get a
relation on � f1, f2, f3 by multiplying the expression by �. This means that the two elements
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that generates Syz(� f1, f2, f3) can have degrees at most α + 1 and β + 1. On the other
hand, a relation A1� f1 + A2 f2 + A3 f3 = 0 on � f1, f2, f3 can also be considered a syzygy
(A1�, A2, A3) on f1, f2, f3. Hence, the two generators of Syz(� f1, f2, f3) have degrees at
least α and β. This shows that � must either increase of decrease by 1 when f1 is replaced
by � f1. We summarize this in a lemma.

Lemma 4.5 Let f1, f2 and f3 be non-zero, pairwise relatively prime homogeneous polyno-
mials in K [x, y]. Let � be a linear form, relatively prime to f2 and f3. Then

�(� f1, f2, f3) = �( f1, f2, f3) ± 1.

We shall look more carefully into two special cases where Lemma 4.5 applies. Let
(A1, A2, A3) be the element in Syz( f1, f2, f3) of the lowest degree α. If �|A1 then
(�−1A1, A2, A3) is a syzygy of � f1, f2, f3 of degree α. The other generating syzygy can
have degree β or β + 1, as we saw above. But since �(� f1, f2, f3) �= �( f1, f2, f3) it must
have degree β + 1. Hence, �(� f1, f2, f3) = �( f1, f2, f3) + 1 in this case.

It follows also from Lemma 4.5 that �(�−1 f1, f2, f3) = �( f1, f2, f3) ± 1, if �| f1. If,
in addition, �|A2, it follows from the equality A1 f1 + A2 f2 + A3 f3 = 0 that � also divides
A3. Then we can divide the whole expression by �, and get a syzygy (A1, �

−1A2, �
−1A3) on

�−1 f1, f2, f3, of degreeα−1.We see thatwemust have�(�−1 f1, f2, f3) = �( f1, f2, f3)+
1, in this case.

This, together with Theorem 4.2, can now be used to prove the following proposition.

Proposition 4.6 ( [10, Theorem 8]) Let K be a field of characteristic p > 0. Let f1, f2, and
f3 be homogeneous relatively prime polynomials in K [x, y]. Assume there is a linear form �

such that f1 = �mh, where � � h and p � m. Assume also that �( f1, f2, f3) decreases when
f1 is replaced by � f1 or �−1 f1. Then �( f1, f2, f3) ≤ r( f1 f2 f3) − 2.

Proof Let (A1, A2, A3) be one of the two generators of Syz( f1, f2, f3) of minimal degree
α. We saw above that if �|A1 then �(� f1, f2, f3) = �( f1, f2, f3) + 1. We also saw
that if �|A2 then �(�−1 f1, f2, f3) = �( f1, f2, f3) + 1. The same holds if �|A3. By
assumption, none of this is the case, and hence A1, A2 and A3 are not divisible �. Let
M = gcd(A1 f1, A2 f2, A3 f3). Then

A1 f1
M

+ A2 f2
M

+ A3 f3
M

= 0

and the three terms Ai fi/M are relatively prime. Notice that every irreducible factor of M
must divide one of f1, f2 or f3. Also � does not divide M , since � does not divide A2, A3, f2
or f3. We shall now see that the formal derivative of A1 f1/M w. r. t. x or y is non-zero, so
that we can use Theorem 4.2. One of �′

x and �′
y must be non-zero, otherwise � = 0. Say that

�′
x = c �= 0. Then

( A1 f1
M

)′
x

=
(
�m

A1h

M

)′
x

= mc�m−1 A1h

M
+ �m

( A1h

M

)′
x
.

The two terms can not cancel each other, and the first one is non-zero, since m �= 0 in K .
Hence (A1 f1/M)′x �= 0. By Theorem 4.2

deg
( A1 f1

M

)
≤ r

( A1 f1A2 f2A3 f3
M3

)
− 2. (2)

We know that deg(A1 f1/M) = α − deg(M). Let di = deg( fi ), for i = 1, 2, 3, and recall
that d1 + d2 + d3 = α + β, where β is the degree of the other generator of Syz( f1, f2, f3).
We have
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r
(A1 f1A2 f2A3 f3

M3

)
≤ r

( f1 f2 f3
M

)
+ deg

( A1A2A3

M2

)

≤ r( f1 f2 f3) + deg(A1) + deg(A2) + deg(A3) − 2 deg(M)

= r( f1 f2 f3) + (α − d1) + (α − d2) + (α − d3) − 2 deg(M)

= r( f1 f2 f3) + 3α − (α + β) − 2 deg(M)

= r( f1 f2 f3) + 2α − β − 2 deg(M).

Inserted in (2), this gives

α − deg(M) ≤ r( f1 f2 f3) + 2α − β − 2 deg(M) − 2,

which is rewritten as

β − α ≤ r( f1 f2 f3) − deg(M) − 2.

We can now conclude that �( f1, f2, f3) = β − α ≤ r( f1 f2 f3) − 2. �
4.3 Application of the syzygy gap function to monomial complete intersections

We will now specialize to the case f1 = xd1 , f2 = yd2 , and f3 = (x + y)d3 . This is allowed,
since these polynomials are pairwise relatively prime. For an easier notation we introduce
a new function δ : Z

3+ → Z≥0 defined by δ(d1, d2, d3) = �(xd1 , yd2 , (x + y)d3). We will
now see how the theory of the syzygy gap connects to the SLP.

Proposition 4.7 Let S = K [x, y]/(xd1 , yd2). The maps ·(x + y)d3 : Si → Si+d3 , with
d3 < d1 + d2, have maximal rank for all i if and only if δ(d1, d2, d3) ≤ 1.

This result can be proved for general f1, f2 and f3 using [1, Theorem2.2] and [2, Corollary
3.2]. Below follows an easier proof for this special case.

Proof We know that the syzygy module Syz(xd1 , yd2 , (x + y)d3) is generated by two homo-
geneous elements (A1, A2, A3) and (B1, B2, B3) of degrees α and β. We may assume that
α ≤ β. Provided that A3 �= 0, this can be formulated as (x + y)d3 A3 = 0 in S, and A3 is a
homogeneous element of lowest degree with this property. The degree of A3 is α − d3. By
Proposition 2.3 multiplication by (x + y)d3 has maximal rank in every degree if and only if

α − d3 >
d1 + d2 − 2 − d3

2
or equivalently α >

d1 + d2 + d3 − 2

2
.

Recall that α + β = d1 + d2 + d3. This inserted in the above inequality gives, after simplifi-
cation, α > β − 2. Since α ≤ β this is exactly the property δ(d1, d2, d3) = β − α ≤ 1.

It remains to prove that A3 �= 0. If A3 = 0 we would have a relation A1 f1 + A2 f2 = 0.
Since f1 and f2 are relatively prime, this gives A1 = c f2 and A2 = −c f1, for some c ∈ K .
Then α = d1 + d2, and since α + β = d1 + d2 + d3, we get β = d3. But β ≥ α and
d3 < d1 + d2 yields a contradiction. �

This result combined with Proposition 2.5 now gives the following.

Theorem 4.8 The algebra K [x, y]/(xd1 , yd2) has the SLP if and only if

δ(d1, d2, d1 + d2 − 2c) = 0 for all 1 ≤ c < min(d1, d2).

Proof It follows directly from Propositions 4.7 and 2.5 that K [x, y]/(xd1 , yd2) has the SLP
if and only if δ(d1, d2, d1 + d2 − 2c) ≤ 1. By Lemma 4.3 δ(d1, d2, d1 + d2 − 2c) is even, so
it must be 0 in this case. �
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The problem now is to determine for which d1, d2, d3 we have δ(d1, d2, d3) = 0. Let us
define

L = {(u, v, w) ∈ Z
3+ | 2max(u, v, w) ≤ u + v + w}.

Also, let L= be the subset of L where equality holds, and L< = L \ L=.

Lemma 4.9 Let (d1, d2, d3) ∈ L=. Then δ(d1, d2, d3) = 0.

Proof Suppose d1 ≤ d2 < d3 = d1+d2.We are in the situationwhen xd1 , yd2 , (x+y)d3 is not
a minimal generating set; there are polynomials g and h such that (x+ y)d1+d2 = gxd1 +hyd2

As we saw in the beginning of Sect. 4.2, the module Syz(xd1 , yd2 , (x + y)d1+d2) is, in this
case, generated by (g, h,−1) and (yd2 ,−xd1 , 0). Both these relations have degree d1 + d2,
which gives δ(d1, d2, d3) = 0.

The case when d1 or d2 is the largest among d1, d2, d3 follows from the above after a
linear change of the variables x and y. �

Lemma 4.10 For any two points (c1, c2, c3) and (d1, d2, d3) in Z
3+ it holds that

|δ(c1, c2, c3) − δ(d1, d2, d3)| ≤ |c1 − d1| + |c2 − d2| + |c3 − d3|. (3)

Moreover, for (d1, d2, d3) ∈ L< we can find a point (c1, c2, c3) such that

δ(c1, c2, c3) = δ(d1, d2, d3) + |c1 − d1| + |c2 − d2| + |c3 − d3|,

and δ(c1, c2, c3) decreases when any ci is replaced by ci ± 1.

Proof Recall from Lemma 4.5 that δ(d1, d2, d3) increases or decreases by 1 when we ”take
a step” in Z

3+, that is when one di is replaced by di ± 1. This proves (3).
Imagine now that we start in the point (d1, d2, d3), and take a step in some direction, if

it makes the value of δ increase. We continue in this way, as long as we can make the value
of δ increase in each step. What we want to prove is that such a path can not be infinitely
long. Let us fix a point (d ′

1, d
′
2, d

′
3) on our path. Any other path between (d1, d2, d3) and

(d ′
1, d

′
2, d

′
3) must give the same value of δ at (d ′

1, d
′
2, d

′
3). It follows that a path where the

value of δ increases in each step must be of minimal length, among all paths between these
two points. Any other path of minimal length must also have the property that δ increases in
each step. Hence we can replace our path by the path that first increases/decreases d1, then
d2 and last d3. But when d2 and d3 are fixed, we can only increase of decrease d1 a finite
number of times, before we hit L=. The corresponding holds for d2 and d3. At L= the value
of δ is zero, as we saw in Lemma 4.9, so δ must have decreased. This shows that there is a
bound for the length of a path that starts in a given point (d1, d2, d3) ∈ L<, and increases δ

in each step. Eventually we will reach a point (c1, c2, c3) such that

δ(c1, c2, c3) = δ(d1, d2, d3) + |c1 − d1| + |c2 − d2| + |c3 − d3|,

and δ(c1, c2, c3) decreases when any ci is replaced by ci ± 1. �
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d1

d2

+1

+1

+1
+1 +1

+1
+1

+1
+1

+1

+1 +1

L

+1 +1

d3

d3

+1

+1

+1

+1

+1

d1 = d2 + d3

d2 = d1 + d3

δ = 0

δ = 0

The set L, and a path with increasing δ, for a fixed d3.

Theorem 4.11 Let the function δ be defined over K [x, y]where K is a field of characteristic
p > 0. Let d1, d2, d3 be positive integers, such that d1 ≤ d2 ≤ d3 < d1 + d2. Then
δ(d1, d2, d3) = 0 if and only if

|d1 − ups | + |d2 − vps | + |d3 − wps | ≥ ps

for all integers s, u, v, w such that s ≥ 0 and u + v + w is odd.

Proof Assume first that δ(d1, d2, d3) = 0. Let s be a non-negative integer, and u, v, w

integers with odd sum. From Lemma 4.3 we know that δ(u, v, w) is odd, in particular
δ(u, v, w) ≥ 1. Lemmas 4.4 and 4.10 now gives

|d1 − ups | + |d2 − vps | + |d3 − wps | ≥ |δ(ups, vps , wps) − δ(d1, d2, d3)|
= δ(ups, vps, wps) = psδ(u, v, w) ≥ ps .

For the other implication, assume that

|d1 − ups | + |d2 − vps | + |d3 − wps | ≥ ps

for all s ≥ 0 and integers u, v, w with odd sum. By Lemma 4.10 there is a point (c1, c2, c3)
such that

δ(c1, c2, c3) = δ(d1, d2, d3) + |d1 − c1| + |d2 − c2| + |d3 − c3|,
and δ(c1, c2, c3)decreases by one ifwe replace any ci by ci±1.Write c1 = psu, c2 = psv and
c3 = psw, such that (at least) one of u, v, and w is not divisible by p. Notice that δ(u, v, w)

alsomust decreasewhen u, v orw is increased or decreased by one. Otherwisewewould have
e. g. δ(u, v, w + 1) = δ(u, v, w) + 1, which implies δ(c1, c2, c3 + ps) = δ(c1, c2, c3) + ps .
This can only hold if δ increases in each step from (c1, c2, c3) to (c1, c2, c3 + ps), which
is not the case. Now we can use Proposition 4.6 on δ(u, v, w) with � = x, y, or x + y,
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depending on which of u, v and w are not divisible by p. Since r(xu yv(x + y)w) = 3 we get
δ(u, v, w) ≤ 1. Since δ(u, v, w) − 1 = δ(u, v, w + 1) ≥ 0, we must have δ(u, v, w) = 1.
By Lemma 4.3 u + v + w is odd, and we can use our assumption to get

δ(d1, d2, d3) = δ(c1, c2, c3) − (|d1 − c1| + |d2 − c2| + |d3 − c3|)
= psδ(u, v, w) − (|d1 − ups | + |d2 − vps | + |d3 − wps |)
= ps − (|d1 − ups | + |d2 − vps | + |d3 − wps |) ≤ 0.

By definition δ(d1, d2, d3) ≥ 0, so we can conclude δ(d1, d2, d3) = 0. �
Proof of Theorem 3.5 By Theorem 4.8, K [x, y]/(xd1 , yd2) has the SLP if and only if

δ(d1, d2, d1 + d2 − 2c) = 0 for all 1 ≤ c < min(d1, d2).

With d3 = d1 + d2 − 2c, clearly d1 ≤ d3, d2 ≤ d3 and d3 < d1 + d2, so we can use
Theorem 4.11. Substituting d3 = d1 + d2 − 2c into the inequality in Theorem 4.11, gives
Theorem 3.5. �

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license, and indicate if changes were made.
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