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Abstract
Human extinction is something generally deemed as undesirable, although some 
scholars view it as a potential solution to the problems of the Earth since it would 
reduce the moral evil and the suffering that are brought about by humans. We con-
tend that humans collectively have absolute intrinsic value as sentient, conscious 
and rational entities, and we should preserve them from extinction. However, severe 
threats, such as climate change and incurable viruses, might push humanity to the 
brink of extinction. Should that occur, it might be useful to envision a successor to 
humans able to preserve and hand down its value. One option would be to resort to 
humanoid robots that reproduce our salient characteristics by imitation, thanks to AI 
powered by machine learning. However, the question would arise of how to select 
the characteristics needed for our successors to thrive. This could prove to be par-
ticularly challenging. A way out might come from an algorithm entrusted with this 
choice. In fact, an algorithmic selection both at the social and at the individual level 
could be a preferred choice than other traditional ways of making decisions. In this 
sense, reflecting on human extinction helps us to identify solutions that are also suit-
able for the problems we face today.
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1  Introduction: Current Existential Risks

That the human species might become extinct is a prospect that has only recently 
started to surface often, although the idea of a cyclical destruction and rebirth of a 
civilization – if not the universe as a whole – is an ancient one, recurring in many 
different cultures. For example, dates marking a new millennium, such as the year 
1000, were often viewed as potentially signifying the end of the world. That being 
noted, it seems to be safe to say that the idea of human extinction spread mainly in 
the twentieth century because of the fear of a thermonuclear war, which could have 
caused the destruction of life on Earth or at least the death of most if not all human 
beings.1 More recently, climate change – caused by human activity – has shown that 
there is a risk of the Earth becoming uninhabitable for humans. The pandemic out-
break due to COVID-19 has also revived fears2 that a deadly virus will spread to 
the point of annihilating the human species.3 In Ord’s terms, it seems that we are on 
the edge of a precipice and that the future of humanity is extremely uncertain (Ord, 
2020).

However, it should not be forgotten that despite the awareness of the risks human-
ity is running today, some positions suggest that we can look to the future of human-
kind with optimism.4 According to Bostrom, for example, it is dangerous to be alive, 
but luckily not all risks are serious (Bostrom, 2002). In his view, the magnitude of 
risks can vary in scope (e.g., “the size of the group of people that are at risk”), inten-
sity (e.g., “how badly each individual in the group would be affected”) and prob-
ability (e.g., “the best current subjective estimate of the probability of the adverse 
outcome”) (Bostrom, 2002, 1).

Now, there are risks whose scope and intensity can reach catastrophic, unbear-
able, and irreversible dimensions. The concept that has been used by some authors 
to define such situations is that of existential risks (ERs). Proposing a distinction 
among six types of risk based on their scope and intensity, Bostrom defines existen-
tial risk as a terminal global risk. Unlike personal, local and global endurable risks, 
ERs are the ones at the highest level in terms of both scope and intensity. That is, an 
ER is one whose adverse outcome would either annihilate Earth-originating intelli-
gent life or permanently and drastically curtail its potential (Bostrom, 2002). An ER 
is one where humankind as a whole is imperilled.

1 The so-called Doomsday Clock, created in 1947 by the members of the Bulletin of the Atomic Scien-
tists, signals the likelihood of a man-made global catastrophe. At first, the only threat considered was that 
of a nuclear war, but recently climate change has been added. As of January 2023, the clock marks 90 s 
before midnight, i.e., the hypothetical end of the world.
2 Mary Shelley’s famous work The Last Man (1826) describes the extinction of humankind through epi-
demics of communicable diseases, especially the plague.
3 Although vaccines developed in an unexpectedly short time appear to have greatly diminished the 
threat of the SARS-CoV-2 virus, the presence of other similar and potentially equally lethal viruses has 
been documented.
4 Take, for example, a widely acclaimed book such as Homo Deus by Yuval Noah Harari; cf. also Vilaça 
and Lavazza (2022).
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So, for Ćirković, Sandberg and Bostrom, “ERs include global nuclear war, the 
collision of the Earth with a 10-km sized (or larger) asteroidal or cometary body, 
intentional or accidental misuse of bio- or nanotechnologies, or runaway global 
warming” (Ćirković et al., 2010, 1495).

As can be seen, ERs are mostly recent: to a certain extent, they were meta-
phorically triggered with the first nuclear bomb (Bostrom, 2002). According to 
Moynihan, existential risks have become the target of an emerging field of sci-
entifically serious studies, but the dynamic of incremental future guidance is not 
exactly new, dating back to the Enlightenment (Moynihan, 2020). From this per-
spective, the question of risk is, in a sense, a matter that involves rational facul-
ties, such as prediction, intervention, mitigation, and self-responsibility for the 
future of humanity.

Persson and Savulescu have long been pointing out a paradox of our time: the 
technoscientific advance that radically improved human life on Earth is the same 
that might contribute to its total extinction (Persson & Savulescu, 2008, 2012). Their 
central theses are that our moral psychology does not evolve fast enough; that we 
are unfit for the future; that social measures are insufficient and that a moral bioen-
hancement is necessary and urgent so that we can avoid the risk of extinction caused 
by human action itself (Persson & Savulescu, 2012).

In the face of these threats, which are largely the result of human activity, the 
prospect of Homo sapiens’ extinction suggests the need to think about how we 
might act pre-emptively. In this article, we will focus on a necessarily hypotheti-
cal scenario that is made as realistic as possible. However, our purpose is primarily 
to present some ethical considerations rather than to provide detailed technological 
detail related to digital duplicates and machine learning application.

The premise, therefore, is that there is an impending threat and that there is a will 
to address the issue of our potential extinction (cf. MacAskill, 2022). Faced with a 
worsening of climatic conditions, or the repeated occurrence of epidemics caused by 
increasingly aggressive and incurable viruses, as well the possible misuses of sci-
ence and technology (such as the creation of lethal biological agents in the lab; the 
uncontrolled release of genetically modified species into the environment or unsuc-
cessful attempts to reverse climate change—for example, the excessive release of 
silver iodide into the atmosphere to seed clouds), it might be worth starting to con-
template a way to pass what is the best in the human species to what might be our 
“heirs”, i.e., entities which we will describe below.

According to pessimists about the development of artificial intelligence (cf. Bos-
trom, 2014; Russell, 2019; Tegmark, 2017), another major threat to humanity may 
come from out-of-control machine superintelligence. If such AI systems were capa-
ble of destroying humanity, then surely AI could also override any human plans for 
the creation of AI successors. In our perspective of a possible solution to human 
extinction, the answer to this objection can be twofold.

On the one hand, the possibility of a super-intelligent AI proving destructive and 
capable of taking over the whole of humanity depends on the stage at which it will 
implement its plan with respect to the process of creating our artificial successors. 
If artificial successors were ready in adequate numbers, their network might be able 
to thwart the attempt of a ’rebel’ AI. But of course, with these scenarios, we are 
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moving on even more speculative ground than that of individual artificial succes-
sors, and so it is difficult to make plausible predictions.5

On the other hand, it could be argued that the super-intelligent digital AI that 
would take the place of all carbon individuals would be a ’super-successor’ to 
humanity, as it was originally created and educated by humans. We cannot know 
whether this ’super-successor’ would be the ideal successor we would like to have, 
but it would certainly incorporate much of what humans have been and done. We 
can think of a story similar to that of Cain who kills his brother Abel and then gives 
rise to an offspring in which there are good and bad individuals regardless of their 
predecessor, although there is a difference between biological and digital entities.

So, the underlying scenario to our project can only be that of a slow-onset and 
slow-development threat, since sudden events such as a massive thermonuclear 
war would not leave time to take effective measures to deal with human extinction, 
unless we prepared in advance for a sudden catastrophic event. In that case the quan-
tity of successors that we could make active would inevitably be small. The number 
of successors that we would like to produce and somehow keep ready for a sudden 
catastrophic event might reflect, if the choice is as rational as possible, the value we 
place on the effort to deal with the extinction of biological life on earth.

The difficulty of these decisions and the need to overcome unavoidable disagree-
ments in particularly pressing circumstances that do not allow for democratic par-
ticipation procedures to be universally agreed upon call for feasible alternatives. 
Today, machine learning as a supervised computational approach capable of taking 
all the relevant data into account in an unbiased manner and guiding choices in the 
most effective and efficient manner is a candidate as a tool, however, not without 
ethical and factual issues to be carefully considered.

In the next section, we explain why the extinction of human life on earth can 
be considered morally evil and therefore it is legitimate and proper to try to cre-
ate non-biological successors to humans, according to the state of current scientific 
knowledge. In Section  3, we describe what non-biological successors might look 
like. In Section 4, we introduce the idea of specific human artificial successors, with 
inspiration from the novel Klara and the Sun. In Section 5, we address the ethics of 
constructing artificial successors, a discussion that may also be useful for the current 
state of humans and suggest that an algorithmic solution to the issues raised above 
would be preferable to other more established solutions. In Conclusion, we sum-
marize how post-extinction scenario could also be exploited as a tool for our current 
social and political issues.

5 On the risk that an out-of-control superintelligence might thwart the possibility to create artificial 
successors to humans, there seems to be two main possibilities: 1) The superintelligence, for whatever 
reason, seeks to take control of all of the world’s resources, including those needed to create such suc-
cessors; and 2) The superintelligence ends up destroying humanity, perhaps by accident, yet does not 
seek to take control of all of the world’s computing resources. This latter scenario suggests that even an 
existential catastrophe caused by a runaway superintelligence need not necessarily rule out the creation 
of artificial successors (i.e. successors other than the superintelligence itself). We thank an anonymous 
reviewer for this suggestion.
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2  The Value of Sentient, Conscious, and Rational Life

It ought to be noted that the situation of the human species is peculiar, as humans 
have at least partially freed themselves from biological evolution driven by envi-
ronmental change but are not yet able to protect themselves from radical climate 
change through their own technology. Faced with the possibility of the extinc-
tion of the human species, a first specification to be made concerns the value we 
place on the existence of human individuals. This debate has developed recently, 
especially in the light of anti-natalist positions that have been advanced based 
both on a global consideration of the living world and specific views of the moral 
good. We do not wish here to enter in all the technicalities this relevant debate, of 
which we shall only give a few functional hints to support our position, namely 
the idea that preserving the human species is desirable and that in the event of a 
potential extinction we should try to establish ’successors’ endowed with the best 
human qualities compatible with the existing technological resources, mainly AI 
and machine learning.

Our main goal is to argue how such successors could be created and with what 
characteristics – a contribution that may prove philosophically and heuristically 
useful even before an extinction of the human species becomes a reality. One 
of the key points of the paper is that, if there is value that is lost in extinction 
(and this premise will be discussed below), then attempts should be made to res-
cue that value at least partially. Hypothesizing such a process, which is initiated 
before extinction and is intended to extend after extinction, can be a useful test 
even in the long pre-extinction phase. The use of algorithms based on machine 
learning is in fact a solution that, hypothesised in extreme conditions such as the 
risk of extinction, can become a viable avenue even in less complex situations.

As anticipated, some scholars advocate a kind of anti-natalist morality, by 
which humanity should bring itself to a close, on the grounds that pain and suf-
fering override the value of any possible life (Benatar, 2008; Crawford, 2010). 
According to Murphy, other authors do not argue for a deliberate extinction, but 
that humans ought to refrain from procreating (Murphy, 2016). Such scholars, 
with greater or lesser emphasis, postulate that this could generate benefits out-
weighing the harm caused to humans.

In this sense, Murphy addresses Kraut’s presumption of beneficence, according 
to which we should seek to perpetuate humanity indefinitely, given the magnitude 
of the possible benefits that would follow from this. Murphy’s main objection is 
that, “ironically, Kraut’s argument that we share an obligation to bring people 
into existence in order to afford them the benefits of human life opens the door 
to the possible extinction of human life” (Murphy, 2016, 756). In other words, 
seeking what is best may justify seeking the extinction of human beings, “if it 
becomes possible to enhance the goods available to human descendants in a way 
that moves them away from human nature as it is now” (Murphy, 2016, 751). 
Furthermore, as Murphy claims, while the benefits of human life may be dis-
tinctive, they cannot serve as reason-giving in regard to their own perpetuation. 
After all, the things that are good for existing entities are discrete; they require 
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no presumption of a shared ‘master good’ across their variety. “What is good for 
human beings is not necessarily what is good for bacteria or viruses, either in 
degree or kind” (Murphy, 2016, 752).

Without assuming that human life is more special than others, and without know-
ing how beneficial or harmful it is or will be to preserve human life on Earth, it is 
important to emphasize that, as a form of life, humans have at least some values and 
their extinction is a problem worth considering.

An ethical starting point to address it may be the idea that humans collectively 
have absolute intrinsic value and that their disappearance would be a loss for the 
universe. Value is the worth of something. The intrinsic value of X is the value that 
X has solely in virtue of its intrinsic nature. Or intrinsic value can be explicated in 
terms of the sorts of emotions and desires appropriate to a thing “in and for itself” 
(or for its own sake). It is fitting or appropriate for anyone to favour X in and for 
itself (Lemos, 2015). It seems difficult to dispute that terrestrial life as a whole has 
intrinsic value, not least because everything we might value or think of as having 
intrinsic value depends on the existence of life on Earth.

In this vein, the Value Impact View proposed by Guy Kahane seems to be plausi-
ble one (Kahane, 2014, 2021). Kahane’s argument holds as a premise that a thing is 
important to the extent that it contributes to the overall intrinsic value of the domain 
in which it is found. If there is only one thing of intrinsic value in the universe, then 
the entire value of the universe will be given by that thing, which is the thing that 
makes the greatest difference to the value of the universe. The other fundamental 
assumption is that Terrestrial life has intrinsic value.

In Kahane’s words, “terrestrial life as shorthand for all the value associated with 
sentient life on our planet, from the pains and pleasures of dormice to the horrors 
and triumphs of human history. Different axiologies will develop the details differ-
ently. For our purposes it is enough that nearly everyone accepts some version of 
[the claim that terrestrial life has intrinsic value] − even pessimists, who think that 
this value is negative” (Kahane, 2021, 7).From these premises follows the fact that, 
if outside our Earth nothing has intrinsic value (if we do not know about valuable 
extraterrestrial entities), then life on Earth has importance on a cosmic scale. Kahane 
adds the “(widely held) assumption that we humans, and the kinds of things we can 
do or bring about, are of far greater value than other terrestrial sentient beings, it 
also follows that we humans collectively possess the greatest cosmic significance” 
(Kahane, 2021, 8).

Further on, Kahane, to justify our cosmic significance, considers the if we are 
alone hypothesis. He wrote, “if we are alone, then we, and other terrestrial sentient 
beings, might be the only thing that possesses intrinsic value in the entire cosmos. 
[…] And if (or rather when) life on Earth become extinct, this might be the end of 
value in the universe” (Kahane, 2014, 754).

This line of thought is shared by Singer, who argues that "in the unlikely event 
that the Earth is the only place in the universe where sentient beings ever exist, then 
our judgment of how well the universe has gone should depend entirely on how well 
the existence of sentient beings on Earth has gone” (Singer, 2009, 97).

Human life as a whole, however, might be deemed to have no intrinsic value 
compared to, say, terrestrial life as a whole. Some might consider human beings to 
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be detrimental to the well-being of the planet (which they endanger by anthropizing 
the natural environment). However, it would be difficult to deny that human life is of 
more than instrumental value, since it is difficult to establish what should be the best 
state for the Earth (without humans certain natural environments would be worse for 
many living species) and, in addition, humans are the only ones who could today, for 
example, prevent the destruction of all life on Earth by the impact of a large meteor-
ite thanks to their technologies.

Some, even if they do not want to endorse Kahane’s premise, might think that it 
is likely that there are extraterrestrial life forms in the universe and that therefore 
avoiding the complete extinction of humankind on earth is a morally desirable goal 
(Lingam & Loeb, 2019). The permanence of what characterizes us as humans, in 
terms of knowledge and skills, then at the cognitive level, could be our gift to extra-
terrestrial life forms that would arrive on earth and a way to make the value of Ter-
restrial life endure even if we are not the only thing of value in the universe and our 
successors were not endowed with phenomenal consciousness.

We can therefore say that, if humans are of (great cosmic) importance, we should 
deal with their extinction by transferring their value and significance to their poten-
tial successors. These ‘heirs’ to the human race should at least be sentient (con-
scious) or rational, since we tend to value and grant full moral status to autonomous 
human beings able to have feelings and make decisions based on reasons (Clarke 
et al., 2021).6

3  How to Create Our Successors

Although, as said before, alarm has recently been raised about the dangers that 
developments in artificial intelligence may generate, our perspective is somewhat 
divergent (Hinton et al., 20237; Turchin & Denkenberger, 2020; Yudkowsky, 2008).8 
Indeed, we think that in the light of the existential risks humanity faces and the 
hypothesis of extinction, the various ways in which artificial intelligence can help to 
deal with this eventuality are to be welcomed. In addition, as will emerge from the 
development of our argument, the application of machine learning to the prospect of 
extinction allows us to appreciate how (some forms of) decision-making automation 
can be of great help even in less extreme situations (Moravec, 1988). Of course, this 
does not exempt us from carefully considering all ethical issues related to the mas-
sive application of artificial intelligence in our lives (Floridi, 2023).

Given the rapid development of artificial intelligence, instead of artificial suc-
cessors to humans, one might think of using such advanced technology to avoid 

6 This obviously does not mean denying or belittling the value and significance of other species, but here 
we cannot develop this point.
7 https:// www. safe. ai/ state ment- on- ai- risk# open- letter; last acceded July 19, 2023.
8 For instance, although it is plausible that a super AI would be cognitively enormously more powerful 
than a human being, we believe that the time is far off when an AI could be truly energy self-sufficient, 
unless it is able to produce from scratch external effectors in the form of high-performance robots.

https://www.safe.ai/statement-on-ai-risk#open-letter
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an existential catastrophe caused by climate change or pandemics, in ways that we 
cannot even think of right now. This objection makes sense, but it is plausible to 
assume that climate change, having reached a certain stage, is not reversible quickly 
enough to avoid the extinction of many living forms, including humans. A super-
intelligent AI might suggest “unthinkable” remedies, but they might not necessarily 
be physically implementable globally in time. The same could be said for a pan-
demic. Unless the superAI finds an effective vaccine or drug, and this is not certain 
to be the case for every possible virus, it does not seem likely that an unseen intel-
ligence could save us from contagion. Furthermore, a super intelligence is such in 
comparison to the intelligence of a human being, but it does not mean omniscience 
and omnipotence as God ideally has.

That said, how to create successors that are sentient (conscious) or at least capa-
ble of rational, human-like behaviour is not a simple problem to address. So-called 
techno-optimism about machine consciousness claims that when a very sophis-
ticated general-purpose AI is developed, then such AI will be conscious. But as 
Schneider well explains, this position, called ‘computationalism’, is based on very 
strong assumptions, which are far from obvious. Computationalism holds that one 
can explain a cognitive or perceptual ability by breaking it down into causally acting 
parts if each part is describable according to a specific algorithm (Schneider, 2019). 
It follows that thought is independent of the substrate in which it tak es place. In this 
sense, if we can reproduce the internal computational configuration of an entity that 
we know to be conscious, then we will have an accurate isomorph of it, which will 
be as conscious as the entity that was reproduced. However, what is conceptually 
possible is not necessarily technologically feasible, and beyond all possible theoreti-
cal objections to computationalism, it seems that we are a long way from being able 
to build that kind of specific isomorphs of humans at present.

Not even the thought experiment involving the progressive replacement of each 
human biological neuron with silicon chips tells us much more in this regard. It is a 
logical-conceptual possibility but remains a perhaps insurmountable technical-mate-
rial issue. In fact, it is not to be excluded that artificial consciousness might rather 
arise from supercomputers that are not mere copies of individuals, and the latter 
might not be sufficiently numerous to constitute something like a population.

A more interesting hypothesis is instead that artificial intelligence will develop 
very advanced cognitive capabilities, way superior to those available to humans so 
far, even with the help of technical tools. In other words, even our extended minds 
would be far inferior to next-generation artificial intelligence (Clark & Chalmers, 
1998), and such an AI is perhaps not that far off in time. If one of the purposes of 
our consciousness is that of allowing us to focus attention, to grasp the salience of 
events or environments based on perceived emotions, or to facilitate other functions 
useful to the flourishing of the species, humanoid robots equipped with next-gener-
ation artificial intelligence might not even need consciousness to accomplish all that 
humans achieve thanks to the phenomenology they experience.

On the other hand, one possible test for measuring consciousness in machines, 
devised by Schneider and Turner (2017), allows us to identify some explicit behav-
ioural features in the machines themselves that might be indicators of conscious-
ness as we experience it. The presence of those indicators, however, would not 
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necessarily erase the doubt that intelligent machines are simply zombies (Chalm-
ers, 1996; but also consider Chalmers, 2023, that is open to the machine conscious-
ness possibility). The so-called ACT test involves, for example, asking the machine 
whether it conceives of itself as something other than its physical self, or whether it 
tends to prefer that specific types of events happen in the future rather than having 
already happened.

Furthermore, the test seeks to ascertain how AI treats concepts and scenarios 
such as reincarnation, out-of-body experiences, and body exchanges. Non-verbal 
cultural behaviours such as the commemoration of the dead or religious rituals could 
also indicate the presence of an AI-developed consciousness, according to the test’s 
advocates. For example, the robot painter Ai-Da, with human features and guided 
by artificial intelligence, is already a reality. Ai-Da can interpret and draw with 
its robotic hand the objects that it sees with a camera installed in its eye (Jeffries, 
2021). But Ai-Da does not only make artistic still-lives. It is able to produce original 
artworks.

At the time of writing this paper, ChatGPT, Bard and others Large Language 
Models endowed with a user-friendly access page for texts and DALL-E and Mid-
journey for images promise to change the way we use AI and, probably, the way 
AI will change our life (Farina & Lavazza, 2023). Advanced LLMs could easily 
pass the ACT test if not limited in the supervised learning process. This means that 
this line of development of artificial intelligence both supervised and unsupervised 
by humans, once connected to the environment via sensors and effectors, could 
undoubtedly give rise to artificial entities capable of activities in the world and inter-
actions with living beings that are highly mimetic of those currently performed by 
humans. It cannot be ruled out that such artificial entities could also develop some 
form of behaviour that we would call moral in its effects—if not in its motivations—
and maybe hitherto unseen forms of moral behaviour.9 This would give such entities 
value, and as moral agents sui generis they should be granted a moral status of some 
degree.

Faced with this scenario, it is worth noting that there are several theories of 
personal identity and continuity of the subject over time. One of the most widely 
accepted theories is that of psychological continuity: we are our memories and our 
ability to reflect on them. Its most general and contemporary form involves so-called 
patterns (Kurzweil, 2005). Indeed, computationalism is the idea that we can reduce 
the activity of our brain (which makes us who we are) to a pattern and ultimately to 
an algorithm.

9 One may wonder whether the artificial entities we envisage are not, qua artificial, substantially differ-
ent from their predecessors and thus endowed with different conceptual schemes with regards to empiri-
cal and normative issues. In this sense, how can we claim that it is desirable to create successors? Desir-
able for us, with a strong anthropocentric sense, or desirable for them as well? The question raised by one 
of the reviewers is important and is already partially answered in the paper. We can add that perpetuating 
value on earth can be considered something objectively good for every entity we can conceive of. From 
the perspective of successors, their perspective may not be so different from that of humans who find 
themselves born and living in their environment without having chosen their fate but somehow evolution-
arily prepared and motivated to do so.
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As we are talking about AI-powered functional isomorphs of humans, they 
should have some psychological continuity with humans. The psychological con-
tinuity should be given by the homology of all or some mental states, at least in 
functional terms. If we are talking about an artificial successor of a specific individ-
ual, the continuity will be given mainly by the memory that can be transferred not 
with a sci-fi direct uploading from the brain to the machine but with the uploading 
of a great number of memories in narrative and sensorial format (images, sounds, 
smells). In addition, the main character traits and behavioural dispositions can be 
extracted from the subject’s history. Then there will be the part of common traits and 
dispositions for all successors that will be selected as suitable for the digital post-
extinction society by the algorithmic process that will be described later. These will 
presumably be rationality, aversion to harming others, and a tendency to appreciate 
all things human appreciate, with a view to recreating a society similar to the present 
one cleansed as far as possible of its current flaws.

If the artificial entities will not be successors to specific individuals, their mem-
ory will be knowledge of the current world and experiences typical of human beings, 
maybe exemplary and outstanding individuals. Obviously, there can be no phenom-
enological continuity with specific individuals, but this, as has already been said and 
will be said below, does not imply that artificial successors have no value. On the 
contrary, they have a value that derives from the actual and potential (prospective) 
continuity with biological human beings.

We can now focus on a hypothesis concerning artificial intelligence and human-
oid robots. This scenario seems quasi-realistic today and allows us to reflect upon 
interesting ethical issues.

4  Humanoid Robots and the Imitation Game

In his most recent novel, Klara and the Sun, the Nobel laureate writer Kazuo Ishig-
uro imagines a future in which humanoid robots will be equipped with highly 
advanced cognitive abilities and awareness of themselves and their environment 
(Ishiguro, 2021)10. These entities would be programmed to act as the artificial 
friends and companions of children. In the novel, one such humanoid robot is pur-
chased by the family of a girl, Josie, who is seriously ill after undergoing a cogni-
tive enhancement intervention via genetic engineering. Faced with the prospect that 
Josie may not survive, the mother hires an artist to produce a perfect likeness of her 
daughter, with which she can turn the robot Klara into her daughter after her death. 
The task given to the humanoid robot is to acquire all the behavioural styles and 
types of psychological attitudes manifested by the girl so as to eventually imperson-
ate her. The goal of this project is to have a humanoid robot capable of perfectly 
resembling Josie and of interacting with her parents in the way the couple’s human 

10 It is not unusual to draw from a novel a thought experiment or hypothetical example worthy of discus-
sion in an analytic philosophy paper. Therefore, it should not seem strange or limiting to resort to the 
story told by Ishiguro, which is rich in insights.
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daughter did. Of course, this is a novel, and one cannot expect perfect scientific and 
technological realism from the author. However, the idea developed by Ishiguro is 
certainly brilliant and fascinating. Faced with the prospect of mass extinction, one 
might think that humanity could try to perpetuate something like individuals as 
we know them today thanks to this form of replication achieved through humanoid 
robots.

Homo sapiens would then have the chance to project itself into the future in a 
new and unprecedented, although no longer biological, form. One can imagine a 
scenario in which some individuals are gradually replaced by humanoid robots that 
are perfect copies of them, with other humanoid robots eventually completing the 
work by helping the last survivors to find a suitable copy prior to the death of all 
human organisms. It is certainly hard to imagine what it would be like to have digi-
tal copies of humans running the world, in the absence of any human observer. We 
can, however, ask whether it makes sense to imagine such a scenario.

The situation depicted by Ishiguro is certainly influenced by the ongoing scien-
tific debate of which we have given a few brief hints (Appel et al., 2020). The start-
ing idea of the book involves a humanoid robot that is already conscious, or at least 
that’s the impression one gets when reading the first-person story told in the novel. 
However, we could perhaps pick up on some interesting features of Klara’s behav-
iour that might be possible in a robot even without it being endowed with a con-
sciousness of the sort possessed by humans. For example, Klara is programmed or 
instructed (though, as artificial intelligence progresses, this distinction may blur) to 
stay close to, please, and help the person who chooses her as their artificial friend. 
To carry out this task in the best possible way, it enacts goal-directed behaviours, 
that we can ascribe to the category of rational choice of means to achieve prede-
termined ends. However, in her process of free learning in the environment, Klara, 
beyond what she feels at a phenomenological level, also develops attitudes and 
behaviours that we would not hesitate to define as religious or, according to some, 
guided by magical beliefs. In fact, she comes to believe that the Sun has special 
powers and acts according to precise purposes: this God-like entity, by means of 
one’s conduct, can be induced to intervene in one’s favour.

Such a behavioural evolution brings us back to the following possibility. The 
humanoid robot acting as the successor of a given human being will be endowed 
with all the characteristics that, thanks to its artificial intelligence, it will be able to 
capture and reproduce, from posture to voice, from knowledge to existential pur-
poses, from affections towards certain people to tastes and preferences. Conscious-
ness is not needed to do this, and yet, as in the example of Klara and the Sun, it 
is not excluded that further orientations, inclinations, and abilities may arise, all of 
which will influence the relationships between humanoid robots.

In this sense, we might evaluate a more technologically realistic scenario of 
extinction and possible replication. Our premise is that the presence of sentient 
beings is the primary source of value and significance in the universe. This commits 
us to trying to avoid the extinction of sentient humans. However, we may be faced 
with a situation in which the risk of extinction becomes very high, for example due 
to accelerating climate change. It would therefore be wise to implement a replace-
ment/replication strategy. If we were able to reproduce consciousness artificially, we 
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could think of conducting a major project of replacement/replication aimed at pro-
ducing artificial successors that can achieve a better society, e. g., one that is more 
just, less violent, more inclusive, able to avoid suffering due to physical and mental 
illness, built in such a way as to ensure the flourishing of all its individuals for the 
longest possible time.

Such a condition seems totally unattainable today from a technological stand-
point, even without taking in account the many controversial issues that arise at the 
ethical level (the main one being, who can ultimately decide on such a project in the 
absence of universal agreement?). A different case is a situation in which humanity 
is clearly at risk of extinction and wants to find a way out. If there is a time when 
climate change is no longer reversible and there is no opportunity to transfer at least 
some of the Earth’s population to other planets, the idea of species replacement/rep-
lication would certainly be worth considering.

As mentioned, a realistic scenario includes the chance of creating humanoid 
robots designed to replicate specific human individuals. Such humanoids might be 
able, via artificial intelligence, to observe and incorporate, so to speak, everything 
that they can detect about that individual, either directly or indirectly. Such artifi-
cial individuals would probably not be conscious in the way that we humans are, 
but they might be capable of sophisticated social interactions and display a range of 
behaviours that we humans would judge to be typical of individuals with inner self-
awareness and phenomenology.

Obviously, they are not sentient entities in the full sense, and in this vein Kahane 
and Singer would probably claim that the value of digital successors is only instru-
mental. Our digital successors would therefore not preserve all that is valuable in a 
world populated by conscious humans, but they would preserve only a part of that 
value. Whereas extinction without replicas wipes out all the value embodied in the 
existing world, only part of that value would be lost if extinction were followed by 
artificial successors.11

However, there is something more to our non-sentient successors. Firstly, as 
mentioned earlier, they could exhibit highly moral behaviour even if their motives 
were not moral in the classical sense, as is the case with a well-meaning individ-
ual towards their neighbours. For example, choosing to endure harm for the sake of 
another – as Klara does in Ishiguro’s novel, by having a key component for her func-
tioning taken away as a sacrifice to the Sun in favour of her little friend.

Secondly, digital successors would have an instrumental value oriented to 
an intrinsic value, since they could attempt, thanks to their cognitive abilities, to 
restart life (in case it had been destroyed) from chemical components as it happened 

11 One might distinguish between a catastrophic scenario involving the extinction of all humans and a 
more catastrophic one involving the disappearance of all sentient beings. The former—"extinction with-
out replicas"—will only destroy most of the value currently found in the world, but still not all of it. If 
sentient non-human animals were to survive, their lives would still preserve some intrinsic value (they 
could evolve in self-conscious entities). We thank an anonymous reviewer for this suggestion.



1 3

Human Extinction and AI: What We Can Learn from the Ultimate… Page 13 of 21 16

billions year ago and/or accelerate evolution from simple organic forms towards 
human beings similar to the extinct ones, thus capable of full-fledged sentience12.

All this could confer a moral status on our artificial successors as moral agents 
sui generis, because they exhibit moral behaviour even in the absence of clear inner 
moral motives. They would therefore be the bearers of a value that is not intrinsic 
value, if intrinsic value is only attributed to sentient entities, but could be a value 
that is more than purely instrumental, of an intermediate and per se new kind. After 
a human extinction, the Earth populated by these artificial successors would there-
fore be an Earth that has retained at least part of its value and could later recover it 
in full. This could motivate the choice of creating artificial successors even if they 
are not sentient.

5  The Ethics of Constructing Artificial Successors

A point of great interest from the viewpoint of moral reflection concerns the behav-
ioural basis that we might want to preliminarily install in such humanoid robots. 
Furthermore, we should consider what, if any, ‘filters’ we might want to apply with 
respect to the reproduction of the individual’s characteristics.13 A typical topic of 
the debate on human enhancement resurfaces here, in a new and more radical sce-
nario. Having individuals who cannot make mistakes, it has been said, is an unac-
ceptable limitation on our freedom to err, something that impinges on our sense of 
humanity in its openness to a future that is not already written (Harris, 2011, 2016). 
Imposing a kind of ethical determinism through the biochemical enhancement of 
humans would certainly conflict with some of our basic moral intuitions. However, 
it has been argued that this objection is not definitive, and one can justify moral 
enhancement in the direction of prosocial behaviour (Douglas, 2013).

In the scenario of artificial successors to humans, which would be potentially 
programmable in a certain way, the terms of the question seem to change. On the 
one hand, no possible comparisons could be made. All individuals would have a 
predominant prosocial tendency because the humanoid robots would have been 
instructed not to assimilate human anti-social tendencies, or to exhibit prosocial 
behaviours and inhibit anti-social ones, in a more sophisticated version of Asimov’s 
laws. There would be no limitations on freedom, except from a hypothetical point of 
view, in reference to the extinct humans. On the other hand, the evolutionary dynam-
ics of artificial intelligence, capable of learning, may not exclude the emergence of 
unanticipated behaviours. An environment that has become hostile for humanoid 

12 This is something we are already trying to do; cf. https:// www. techn ology review. com/ 2023/ 11/ 14/ 
10828 28/ how- did- life- begin/.
13 Robots with artificial intelligence could also learn moral principles and values by interacting with 
each other through the strategy of reciprocal altruism, which seems to have emerged spontaneously in 
human evolution. "I do one thing for you now, you do one thing for me tomorrow," and the fittest survive 
and grow in numbers. But there is no certainty that this would be the case for our successors as well, 
in an environment probably different from the savanna where homo sapiens evolved. Besides, the time 
frame might be too long.

https://www.technologyreview.com/2023/11/14/1082828/how-did-life-begin/
https://www.technologyreview.com/2023/11/14/1082828/how-did-life-begin/
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robots could lead to competition for scarce resources (energy), and even interaction 
with the non-human living forms left on Earth might trigger new attitudes, including 
aggressive and predatory ones.

It is here that machine learning can play a key role. Notoriously, machine learn-
ing a subfield of artificial intelligence, has emerged as a transformative approach for 
extracting valuable insights and making data-driven predictions. By leveraging algo-
rithms and statistical models, machine learning enables computer systems to auto-
matically learn and improve from experience without explicit programming.

Based on a combination of selected human features based on machine learning, 
our artificial successors would, at least potentially, be morally better than us. Yet, the 
entirety of the human heritage would remain inscribed in each android robot- recall 
that Klara is indistinguishable from Josie even in the eyes of the latter’s parents. 
This circumstance means that human culture would continue to produce its effects 
and affect the evolution of the new society made up of artificial individuals.

This opens another very interesting issue, related to the selection of human indi-
viduals to replicate. In fact, it seems unlikely that billions of humanoid robots could 
be built with sophisticated microprocessors capable of implementing an advanced 
level of artificial intelligence. So, who should be replicated? Who are the best can-
didates to transition into the new species? Only young people, for example? Should 
criminals be excluded? Who should decide? These are questions that refer to the 
kind of society we would like to create, even if we are fully aware that we will not be 
there to witness it and that we cannot reasonably think of truly guiding its evolution.

Obviously, many people would aspire to have a successor, in the belief that they 
deserve it and would be useful to the future society, or simply because they would 
like to continue living in another form, as happens with physical procreation and 
cultural transmission between parents and children. Well-off individuals might have 
easier access to artificial successors, but the authorities might choose to implement 
fair criteria for allocating scarce resources. Would a society of artificial successors 
benefit from diversity or homogeneity of values and cultures? Or should variety be 
preferred as a function of adaptation to a changing environment? Indeed, if we are to 
adhere to the idea that sentient entities are the ones with the most value and signifi-
cance, then we should favour those with the richest personal phenomenology.

How can we identify such individuals? They might be writers, or artists in gen-
eral, who can express a wide range of feelings and emotions. Or they might be indi-
viduals who have had many experiences in their life: this would mean privileging 
the elderly over the younger, or those who have suffered more adversity in their life 
than those who have led quiet, uneventful lives. We mentioned that humanoid robots 
would be intelligent but not conscious. However, the evolution of AI coupled with 
the wealth of experience assimilated by the humanoid robots could lead it to mani-
fest the behaviours that appear to be the result of consciousness, even if one could 
not reliably establish whether the humanoid robot has indeed become conscious. 
This is not to adopt a behaviourist perspective on consciousness and the entities 
under examination, but merely to remain agnostic about whether AI might become 
conscious under specific conditions and what this development might look like.

As mentioned above, in addition to successors of particular individuals, one could 
have successors of human beings without direct continuity with living individuals 
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but realized on the basis of average psychological functioning with the addition of 
specific characteristics selected by means of the algorithmic procedure.

In the scenario just outlined, the use of machine learning would become a form 
of choosing the preferred characteristics to be inserted in our robotic duplicates and 
which individual to prioritize. The automated procedures per se are not always a 
guarantee of an unbiased procedure and results. Both data on which systems are 
trained and humans who designed them can be carriers of biases, errors, and preju-
dices (cf. Crawford, 2021; Martens, 2022). Yet, the urgency and difficulty of the task 
of selecting human features to be passed down through our digital heirs and such as 
to enable the optimal development of the artificial duplicate society would make one 
resort to a process that is as natural as possible.

Faced with such different cultures, ideologies, religions, worldviews, and mate-
rial interests that characterise the societies inhabiting the Earth, it seems difficult to 
find a shared process that could lead to outcomes easily accepted by at least most 
individuals (consider also the extreme condition of deciding in the light of a pos-
sible mass extinction).

The use of machine learning algorithms may then be an ’external’ and shared 
solution. From the efforts of the best experts in charge of implementing such a 
machine learning system, ’supervised’ if one may say so by the entire world com-
munity, one can reasonably expect a selection of data and a procedure that is least 
influenced by previous biased assessments. The usefulness of resorting to machine 
learning will thus be to have the trained system extract as neutrally as possible the 
elements and characteristics most suited to our successors and most reflective of 
’our better angels’.

There is obviously an axiological and normative dimension to all this. But where 
it cannot easily be adjudicated by a classical deliberative procedure—representative 
assemblies, voting, other forms of preference ordering—then machine learning may 
become the most effective available modality.

It is well known that machine learning involves the process of training a com-
puter system to recognize patterns in data and make predictions or take actions with-
out explicit programming (Flach, 2012; Goodfellow et al., 2016; Leist et al., 2022). 
The primary objective is to develop algorithms that can learn from historical data 
and generalize their knowledge to new, unseen data instances. Firstly, this process 
typically involves data representation (data is represented in a structured format, 
such as numerical vectors or matrices, which can capture relevant information and 
features of the problem domain); and feature extraction (where relevant information 
is extracted from raw data to create informative and discriminative representations).

Subsequently, other stages include model training (models are trained using 
labelled or unlabelled data to capture underlying patterns and relationships. Super-
vised learning algorithms learn from labelled data, where each instance is associ-
ated with a corresponding target or output. Unsupervised learning algorithms, on the 
other hand, identify inherent structures and patterns in unlabelled data. Reinforce-
ment learning focuses on training an agent to make optimal decisions through inter-
actions with an environment) and evaluation techniques (evaluating the performance 
of machine learning models is obviously crucial to ensure their effectiveness and 
generalizability).
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Concerning human features to be valued or preserved, in addition to sentience, 
another source of value comes from knowledge and its advancement, the ability 
to study and understand the world and oneself. This goal can be pursued even by 
unconscious machines and indeed can probably be achieved more effectively and 
efficiently by AI. A different value, instead, comes from morally valued behaviours, 
those that improve coexistence (in an objective sense, making it more functional) 
and increase its pleasantness in a subjective sense. These are the behaviours for 
which it is worth living, as human history has shown, with a prevalent role being 
assigned to justice and wisdom. In this sense, should we choose eminent moral per-
sonalities for replication? Yet, if it might be relatively easy to choose a certain num-
ber of heroes and "good people", it is more difficult to implement the most suitable 
“mix” of individuals for a society to flourish. Would a population of kind and sub-
missive Klaras make the humanoid robot community the best of all possible worlds? 
Sometimes assertiveness and toughness also serve the purpose of achieving good 
coexistence among different individuals.

Nor should we overlook that the humanoid robot society would be born with a 
predetermined number of entities destined to last indefinitely, unless unpredictable 
breakdowns occur. As mentioned, however, our successors may attempt to restart 
sentient human life on earth. And to create better copies of themselves. This ele-
ment of relative fixity further complicates the choice of humans to be replicated. 
On the other hand, one could set an end to the artificial life of humanoid robots, 
which would consequently be induced to build new entities over time. This very 
programmed "mortality" could be both a test of consciousness (is it accepted, does 
it create any behavioural consequences, do individuals try to postpone it?) and as a 
stimulus to the emergence of consciousness in humanoid robots via artificial intel-
ligence. Indeed, it appears that awareness of one’s own mortality is unique to the 
human species.

Ultimately, imperfection and unpredictability seem to be among the most typical 
characteristics of the homo sapiens species, as Savulescu and Persson rightly high-
lighted as the premise of their proposal for the biotechnological moral enhancement 
of individuals. Indeed, recent history shows that societies and individuals are unable 
to cope effectively with climate change, the arms race and perhaps, even the phe-
nomenon of zoonosis that threatens to spread increasingly deadly viruses. Conse-
quently, given biases and noise are a constant in our decision-making process (Kah-
neman et al., 2021), the choices driving the extinction of the species and artificial 
replication should be entrusted to an algorithm capable of considering all relevant 
elements and trained to try to achieve the flourishing to which all human aspirations 
and intellectual reflection aim. Over the centuries we have come a little closer to this 
goal, but there are still many obstacles on the path that leads to it.

Faced with the threat of human extinction, the idea of an ultimate algorithm to 
drive the transition from homo sapiens to its artificial successor thus becomes both 
a thought experiment and a technological challenge. This algorithm would have to 
select what basic traits and characteristics to program into all humanoid robots and 
what individuals ought to be replicated; such a tool effectively answers the same 
questions we try to answer when contemplating how we should morally enhance 
humans and what goals we should pursue in the education of young people and the 
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organization of society. The result of such an experiment should then be compared 
with our best current theories.

Obviously, it can be argued that other methods of choice are more tried and tested 
and more easily accepted by people, such as a democratic procedure. This last one 
seems to be the most ethically defensible because it considers the political freedom 
of individuals and their autonomy, allows maximum participation, puts a limit to the 
power of who is chosen to decide and introduces a transparent procedure of control. 
A machine learning algorithm might be taken not to respect all these conditions that 
make democracy the best form of government thus far. However, we usually rely 
on experts to address scientific, technical, medical, and social issues that are too 
complex to be handled effectively and quickly by democratic political procedures. 
Choosing what characteristics our successors should have is an almost intractable 
issue with majority decisions.

An algorithm could be deemed as a super-expert that, if well trained (and in this 
case means with supervised learning or reinforcement learning based on general 
characteristics such as prosocial attitudes, non-violence; cf. Christov-Moore et al., 
2023), can also avoid the biases that often characterize expert decisions (Kahneman 
et al., 2021). The algorithm should then solve the task given to it by humans: what 
characteristics should our successors need to have for they to be the best expression 
of the value of terrestrial life and able to survive under the conditions of biological 
extinction? That should be done based on what humans have accomplished so far 
but without the cognitive and emotional limitations of humans themselves.14 This 
criterion of efficiency sacrifices the other values at stake in the democratic proce-
dure, but we could democratically choose to rely on the algorithm when deciding 
what our successors should look like. In case of biological extinction, we would in 
fact have no possibility to modify the choice. And a wrong choice about the succes-
sors could have the result of compromising the continuation of the value of terres-
trial life.

In this vein, it is important to stress the incorporation of some features of the so-
called trustworthy AI (European Commission, 2019) into the chosen algorithm. The 
first concept is that of interpretability/explainability to have the possibility to visu-
alize the estimated or found relations among variables (Allgaier et al., 2023). The 
second concept is that of fairness, which means not discriminating against specific 
groups or individuals, mainly based on not biased data (Pessach & Shmueli, 2022). 
And, finally, the last concept to be considered is that of generalizability (or external 
validity), the ability of a trained model to perform well on unseen or new data that 
it has not encountered during the training process. A model with high generalizabil-
ity is able to make accurate predictions or classifications on diverse and previously 
unseen examples (Maleki et al., 2022).

So, what could be called the ‘ultimate algorithm’ should be the result of an 
investment in research that overcomes objections to the use of algorithms for deci-
sions that affect society as a whole.

14 This is not to say that all individual successors will necessarily be the same. The algorithm could cre-
ate an assortment of humanoid robots with different characteristics for them to complement each other.
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6  Conclusion

Faced with the direct and perceptible threat of the extinction of the human spe-
cies, the survival instinct that evolution has inscribed in us leads us to make every 
effort to avoid such an outcome. But the undesirable compound effects of many of 
our behaviours might bring us to the brink of extinction without it being possible 
to rectify our past choices. This is the result of cognitive and moral limitations 
combined with the strength and pervasiveness of the technical tools we have at 
our disposal today. If we believe that the human species – made up of individuals 
capable of consciousness and rationality – is something of value worth preserving 
in the form of artificial successors, the only ones capable of surviving in a modi-
fied environment that is inhospitable to us (climatically transformed or populated 
by incurable viruses), then we can ask ourselves how such successors should be 
conceived and constructed.

In this article we have argued that one hypothesis would be to copy our mental 
functions into advanced humanoid robots in line with the fictional scenario envis-
aged in Ishiguro’s novel Klara and the Sun. The philosophical discussion of this 
hypothetical situation led us to consider how best to select the characteristics to 
be favoured in such artificial successors for them to flourish as individuals and as 
a society. The difficulty of such a choice led us to consider that such a procedure 
could be entrusted to an evolved algorithm. If this might be a feasible way for-
ward in the ultimate threat scenario, we might also deem it to be a viable solution 
even before the ultimate threat manifests itself; indeed, we might regard it as a 
possibility to avoid the ultimate threat of our species’ extinction.

Instead of morally enhancing individuals through biotechnology, as has been 
suggested, we could ‘enhance’ our conduct by relying on well-designed algo-
rithms to guide our choices towards our chosen ends, primarily the survival of the 
species in the face of the threats of human-induced climate change and the spread 
of deadly zoonotic viruses due to the uncontrolled anthropization of parts of the 
planet. It is a question of avoiding the compound effects and the inability to find 
shared solutions at the political and social level due to the weakness of will at the 
individual level.

We can therefore state that the prospect of the extinction of Homo sapiens, 
which forces us to envision extreme scenarios, can teach us a great deal about 
the here and now. Indeed, if extinction does not occur, one can think that the next 
generations – i.e., our biological successors – would benefit from considering – as 
we did here—more efficient algorithmic procedures, without violating, indeed 
perhaps enhancing, those values whose exercise qualifies us as moral beings.
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