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Abstract
Deepfakes pose a multi-faceted threat to the acquisition of knowledge. It is widely 
hoped that technological solutions—in the form of artificially intelligent systems for 
detecting deepfakes—will help to address this threat. I argue that the prospects for 
purely technological solutions to the problem of deepfakes are dim. Especially given 
the evolving nature of the threat, technological solutions cannot be expected to pre-
vent deception at the hands of deepfakes, or to preserve the authority of video foot-
age. Moreover, the success of such technologies depends on institutional trust that 
is in short supply. Finally, outsourcing the discrimination between the real and the 
fake to automated, largely opaque systems runs the risk of undermining epistemic 
autonomy.

Keywords Artificial Intelligence · Deepfakes · Epistemic Autonomy · 
Misinformation · Self-Trust · Trust

1 Introduction

Online misinformation has become a major focus of study for academics, and 
a major cause of concern among journalists and the broader public. While many 
forms of misinformation are already prevalent online, some commentators fear that 
novel technologies—especially those for generating deepfake videos—will super-
charge the problem of misinformation (Fallis, 2021; Foer, 2018; Rini, 2020; Warzel, 
2018). It is natural to suppose that, insofar as novel technologies for deception are 
the problem, novel technologies for detection are the solution. Thus, considerable 
thought and investment has been poured into technologies for detecting deepfakes 
and other forms of misinformation.

In this paper, I argue that technological solutions to the problems posed by deep-
fakes are deeply limited. After providing a brief overview of how deepfakes threaten 
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knowledge, I argue that automated detection technologies cannot fully address these 
threats. Then, I argue that reliance on deepfake detectors, more so than reliance on 
other forms of artificial intelligence, threatens epistemic autonomy. This threat to 
epistemic autonomy is especially dire, as automated deepfake detectors may pick up 
on signs of inauthenticity that are imperceptible to humans, thus generating inelimi-
nable tensions between the detector’s verdicts and what seems perceptually to be the 
case. In this way, technological solutions to the problem of deepfakes threaten to 
supplant reliance on individuals’ own senses, while also undermining trust in those 
senses.

2  Seeing for Oneself and the Three‑Pronged Threat of Deepfakes

Before considering the prospects for technological solutions to the problem of deep-
fakes, it is necessary, first, to establish a better understanding of that problem. I 
argue in this section that, when considering the effects of deepfakes on the acquisi-
tion of knowledge, deepfakes do not just pose a single problem. Rather, deepfakes 
pose three distinct but related threats to the acquisition of knowledge. These threats 
are perhaps joined by threats to understanding, wisdom, and other valuable epis-
temic states that may or may not be reducible to knowledge. Threats to epistemic 
states are by no means the only problems associated with deepfakes. As has been 
argued elsewhere, deepfakes raise a range of moral concerns (Öhman, 2020; Rini 
& Cohen, forthcoming; Young, 2021, Chapter 11) and might impact the audience’s 
sub-doxastic states even if they do not alter the audience’s beliefs (Harris, 2021). I 
focus here on the effects of deepfakes on knowledge in order to simplify the discus-
sion and because, on the face of things, these effects might seem relatively easily 
addressed by algorithms for the automatic detection of deepfakes.

The term ‘deepfake’ is sometimes used to refer to media items in general—
including photos, audio, and video—that are generated using deep learning tech-
niques. More commonly, the term is used to refer specifically to video footage that 
uses deep learning techniques to superimpose the likenesses of persons over existing 
recorded videos or live video streams. I focus on deepfakes, defined in this relatively 
narrow way, in what follows. While such deepfakes have to this point overwhelm-
ingly taken the form of pornography (Cox, 2019), the potential of deepfakes to play 
a deceptive role was recognized early on and is increasingly being realized.

As epistemologists have previously noted, deepfakes are concerning, in part, 
because they seem to threaten the acquisition of knowledge from video footage—
an especially important form of evidence (Rini, 2020). Philosophers have pre-
viously argued that to see photographs or videos of a thing is to see the thing 
itself (Walton, 1984; Yetter-Chappell, 2018) or, more modestly, enables percep-
tual knowledge of that thing (Cavedon-Taylor, 2013). This point, coupled with 
the fact that technological developments have led the proliferation of technolo-
gies for recording, sharing, and streaming video footage, suggests that individuals 
can see a much more diverse array of what occurs than was previously possible. 
Although mass media has long allowed for individuals to see what is occurring 
in distant corners of the world, and indeed some of what is happening offworld, 
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the democratization of information sharing through technologies including 
smartphones and social media platforms radically extends what we can see for 
ourselves.

This point is epistemically significant not only in terms of the resultant knowl-
edge expansion, but also in terms of the extension of ordinary individuals’ epistemic 
autonomy. Whereas knowing what happened elsewhere in the world might have 
been impossible, or might have required taking others on their word, we can now, in 
a radically expanded array of cases, know by seeing for ourselves. This point is epis-
temically significant, as seeing for oneself—whether literally or in a more inclusive, 
intellectual sense of “seeing”—is highly valued in both folk and academic episte-
mology (Pritchard, 2016). Thus, even if it is possible to acquire knowledge through 
the testimony of others, one is likely to feel some pressure to see for oneself if this 
option is easily available. Suppose, for example, that one is curious as to the weather 
outside. One can come to know about the weather by either asking one’s partner—
who has just returned from outside—or by looking out the window. Even if both 
options would yield knowledge, most would, I suspect, prefer the former option. 
In effect, novel technologies have given us access to many small windows through 
which we can see things for ourselves. In doing so, such technologies have radically 
expanded what we can know by seeing for ourselves. But this expanded ability to 
know by seeing for oneself is not secure. As I argue in the remainder of this section, 
deepfakes pose a three-pronged threat to the acquisition of knowledge by seeing for 
oneself through video footage. Each of these threats corresponds to a condition that 
epistemologists tend to think must be satisfied in order to obtain knowledge. Else-
where, Harris (2023) have discussed the three-pronged threat of social media trolls 
and bots, and I adopt the terminology of deceptive, skeptical, and epistemic threats 
here.

In the early days of Russia’s 2022 invasion of Ukraine, a deepfake video appear-
ing to show President Volodymyr Zelenskyy surrendering and calling on Ukrainian 
soldiers to lay down their arms emerged (Allyn, 2022). The video circulated widely 
on social media, and was inserted onto a Ukrainian news website by hackers. The 
apparent intention behind the video was to trick Ukrainian soldiers and civilians into 
believing that their President had surrendered, thereby facilitating an easier Rus-
sian victory. Put differently, the video appears to have been intended to deceive at 
least some viewers into forming a false belief. Although the deepfake was not well 
made, and proved ineffective, the video nonetheless illustrates the deceptive threat 
of deepfakes.

In general, deepfakes and other forms of misinformation pose a deceptive threat 
insofar as they are likely to produce false beliefs in an audience. Deceptive potential 
is perhaps the most obvious and immediate threat posed by deepfakes. Especially 
where time is a factor—immediately before an election, for instance—the threat of 
a deepfake causing deception on a mass scale looms large. Thus, efforts have been 
made to alert the public to the existence and deceptive potential of deepfakes. For 
example, in one widely-discussed case, the comedian Jordan Peele partnered with 
Buzzfeed to create a PSA about the deceptive threat of deepfakes (Mack, 2018).

Public awareness of deepfakes raises its own concerns. These concerns are well-
put by Hany Farid, in a comment on the effect of the Zelenskyy deepfake:
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The next time the president goes on television, some people might think, ’Wait 
a minute — is this real?’ (quoted in Allyn, 2022)

Farid’s comment captures that the harmful effects of deepfakes do not end at the 
deceptive threat. As awareness of the deceptive potential of deepfakes increases, 
so too does the skeptical threat. In other words, audiences are likely to place less 
trust in the authority of video footage quite generally, and become less inclined to 
form beliefs on the basis of video footage, thereby reducing the chances of being 
deceived, but also limiting opportunities to form true beliefs. Notably, because 
non-deepfakes vastly outnumber deepfakes, and are likely to continue to do so, an 
increase in skepticism toward video footage—unless especially well-targeted toward 
inauthentic videos—would likely reduce true beliefs more than false beliefs.

The skeptical threat of deepfakes is developed most extensively by Regina Rini 
(2020). According to Rini, deepfakes threaten not only to reduce the perceived 
authority of video footage but—because video footage has historically been used 
to verify the authenticity of photos, testimony, and the other forms of evidence—
the reduced credibility of video footage will have wider skeptical impacts. In short, 
if the perceived authority of video footage goes down, it will take the perceived 
authority of other forms of evidence down with it. Left unchallenged, the skeptical 
threat of deepfakes has the potential to reverberate widely.

Notably, the skeptical threat of deepfakes does not depend on paranoia or irra-
tionality on the part of ordinary persons. Reducing one’s trust in a source of evi-
dence is a reasonable response to actual reductions in the significance of that evi-
dence. Deepfakes threaten to reduce the significance of evidence and may, for this 
reason, be understood as posing an epistemic threat. The epistemic threat of deep-
fakes is captured neatly by Don Fallis (2021), who argues that deepfakes reduce the 
amount of information conveyed by video footage. Fallis’s account of the threat of 
deepfakes is based on the following approach to informational signals, adopted from 
Brian Skyrms (2010):

[A] signal R carries information about a state of affairs S whenever it distin-
guishes between the state of affairs where S is true and the state where S is 
false. That is, R carries the information that S when the likelihood of R being 
sent when S is true is greater than the likelihood of R being sent when S is 
false. (Fallis, 2021, p. 629)

On this approach, deepfakes reduce the amount of information conveyed by video 
footage by increasing the likelihood that there is video footage depicting an event 
despite the non-occurrence of that event.

In general, an epistemic threat is one that impedes the ability to satisfy the war-
rant condition on knowledge. Roughly speaking, knowledge is warranted true belief, 
where warrant is understood as whatever property distinguishes knowledge from 
mere true belief. By reducing the amount of information conveyed by video footage, 
deepfakes can be understood as threatening the acquisition of warrant, and hence 
knowledge, from even veridical video footage. The threat that deepfakes pose to the 
acquisition of warrant need not be understood (solely) in terms of information con-
veyance. Some epistemologists have noted that deepfakes can make the formation 
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of true beliefs based on video footage lucky (Harris, 2021, 2022; Matthews, 2023). 
Comparably to how fake barns in one’s environment can make it a matter of luck 
that one forms a true belief that one is in the presence of a barn (Goldman, 1976), 
deepfakes can make it a matter of luck that one forms true, as opposed to false, 
beliefs based on video footage. Supposing that knowledge is incompatible with luck, 
the threat of deepfakes to warrant may be (partly) understood in terms of making it a 
matter of luck that one’s beliefs are true.

We have seen that deepfakes jeopardize the acquisition of warrant from video 
footage. Additionally, by threatening to cause false beliefs—that is, by posing a 
deceptive threat—deepfakes threaten the truth condition on knowledge. Finally, as 
we have seen, deepfakes threaten to reduce the perceived authority of video foot-
age—including authentic video footage. In this way, deepfakes further threaten 
knowledge by discouraging the formation of true beliefs based on video footage. In 
short, deepfakes pose a three-pronged threat to knowledge acquisition from video 
footage. Put differently, deepfakes threaten the ability to acquire knowledge by see-
ing for oneself through video footage.

3  Technological Solutions for Technological Problems

It is widely hoped that the three-pronged threat resulting from advancements in the 
development of realistic deepfakes can be countered by advancements in automated 
deepfake detection technologies (ADDs). ADDs might in principle be used to help 
remove deepfakes from various online environments, or to label videos as authen-
tic or inauthentic. Additionally, traditional news organizations might rely on ADDs 
for fact-checking purposes. Researchers’ efforts to develop ADDs have been crea-
tive and productive. For an excellent overview of these technologies and their short-
comings, from which I draw heavily in this section, see Mirsky and Lee (2022). In 
general, deepfake detection technologies are based on the principles that automated 
systems can pick up on subtle artifacts of fakery that are imperceptible, or at least 
not typically perceived, by human observers. Algorithms can be trained to detect 
specific anomalies, or to locate, without human direction beyond the provision of 
training sets, strategies for classifying footage as deepfaked or otherwise. Gener-
ally speaking, the former technologies are less promising insofar as any algorithm 
trained to detect a specific anomaly can be overcome by correcting for that specific 
anomaly (Mirsky & Lee, 2022).

There are many critiques to be raised against the development of ADDs for 
addressing the threat of deepfakes. First, algorithms can at best succeed at identify-
ing deepfakes whose flaws resemble those in their training sets. But the detection 
of deepfakes has the structure of an arms race, pitting the development of deep-
fakes against the development of ADDs (Mirsky & Lee, 2022). Today’s ADDs may 
be of no use against tomorrow’s deepfakes. What is worse, outdated ADDs may 
provide a false sense of security, and confer an unwarranted air of authenticity on 
sophisticated deepfakes that manage to evade detection. Relatedly, it is worth not-
ing that, even if a video is not a deepfake, it may nonetheless be manipulated using 
less sophisticated techniques (Harris, 2021). Technologies designed solely to detect 
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deepfakes will fail to detect, and potentially promote credulity toward, videos that 
are misleading in other ways. In other words, ADDs do not fully address the decep-
tive threat of manipulated videos, and can even be expected to facilitate deception in 
cases of false negative verdicts concerning undetected deepfakes and true negative 
verdicts concerning videos that are otherwise misleading.

The preceding concern for the use of ADDs is not merely speculative. Existing 
empirical research has shown that, where systems for labeling misinformation are 
in place, unlabeled misinformation enjoys a boost in perceived accuracy. This is the 
implied truth effect (Pennycook et al., 2020). The present concern for ADDs is that 
awareness of the use of such systems will lend perceived credibility to video content 
that evades detection—either because of advancements in deepfake technology or 
because the video in question, while misleading, is not a deepfake.

That ADDs are only one side in what is effectively an arms race also means that 
such technologies have limited potential for addressing the skeptical threat. Even if 
detection technologies are on par with the development of deepfakes themselves, 
skepticism may be grounded in the inability to verify this. To see this, suppose that 
the detection strategies that exist at a time perfectly identify all extent deepfakes as 
such. In this case, the fear may yet remain that some deepfakes have evaded decep-
tion. Notably, this fear will be most pronounced among those who recognize the 
limitations of ADDs described above.

I have thus far focused mainly on the potential for certain deepfakes to evade 
detection. But the potential for false positives is a further serious concern, and one 
that might severely decrease trust in the authenticity of real video footage. For a 
simple example, consider an ADD that works by recognizing unrealistic patterns in 
the lighting of the foreground and background. Such a system might flag certain 
authentic videos—especially those taken in unusual lighting conditions—as deep-
fakes. More generally, whatever features typically indicate that a given piece of foot-
age is a deepfake might be present, in certain rare cases, even in authentic footage. 
In this way, algorithmic deepfake detection tools can encourage undue skepticism 
toward even authentic videos. Crucially, supposing that non-deepfakes continue to 
vastly outnumber deepfakes, even a miniscule rate of false positives would lead to 
the mislabeling of a vast number of non-deepfakes (Dolhansky et al., 2020). Adding 
to this concern is recent empirical evidence suggesting that warnings about deep-
fakes themselves reduce willingness to believe based on even non-deepfake video 
footage—in other words, that such warnings constitute a skeptical threat in their 
own right (Ternovski et al., 2021). Such findings accord with a wave of more recent 
work suggesting that efforts to warn about or otherwise reduce receptivity to misin-
formation can, by making the threat of misinformation more salient, reduce trust in 
even reliable information (Hameleers, 2023; Modirrousta-Galian & Higham, 2023; 
Van Duyn & Collier, 2019). These findings suggest that, even when ADDs are accu-
rate, they may exacerbate the skeptical threat by drawing attention to the possibility 
that video footage is fake.

There are thus straightforward reasons to doubt that ADDs fully address the 
three-pronged threat of deepfakes. The reliance on such technologies has also been 
critiqued on more general grounds. According to Joshua Habgood-Coote (2023), 
reliance on such technologies amounts to a misguided form of techno-solutionism. 
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Habgood-Coote argues that the challenges raised by deepfakes are continuous with 
the challenges raised by earlier media manipulation techniques.1 These are social 
challenges that call for social solutions. In particular, the threat of deepfakes exist 
against a backdrop of often warranted distrust in mainstream media and other insti-
tutions, and this threat cannot be fully addressed without confronting this distrust.

In the remainder of this paper, I begin to develop two further concerns for the use 
of ADDs to confront the threat of deepfakes. The first of these, discussed in Sect. 3, 
builds on Habgood-Coote’s concerns about attempting to confront this threat with-
out addressing the underlying social conditions under which deepfakes are likely to 
cause problems. Then, in Sects. 4 and 5, I argue that ADDs present a unique threat 
to epistemic autonomy.

4  The Trust Problem

In the preceding section, I provided a brief overview of ADDs and some of their 
shortcomings. It is worth reiterating, at this point, that the promise of such technolo-
gies is to pick up on indicators of fakery that are not perceptible, or not typically 
perceived, by human observers. In other words, where such detectors are successful, 
they will sometimes render judgments that are in tension with the perceptions of 
human observers. An ADD might declare a video that appears real to human observ-
ers to be inauthentic, and vice-versa. Thus, on the face of things, these technologies 
will only help humans to better distinguish between deepfakes and non-deepfakes, 
where humans trust2 these technologies more than their own senses.

This initial gloss is too quick. One might put greater trust in one’s own faculties 
than the abilities of an automated system, but nonetheless treat unexpected outputs 
of that system as grounds for examining a given video more closely. Suppose, for 
example, that one initially regards a given piece of video footage as authentic. Sup-
pose that footage is flagged as fake by an ADD. Even if one does not defer to the 
detector, one might nonetheless think that the system’s judgment is a sufficient rea-
son to scrutinize the video more carefully.3 In this way, ADDs might serve to prompt 
more careful consideration of evidence by humans. Additionally, over time, compar-
ing one’s judgments to that of ADDs may help one to develop one’s own discrimina-
tory abilities.

1 Britt Paris and Joan Donovan (2019) provide an excellent overview of deepfakes and their continuity 
with earlier media manipulation techniques.
2 Philosophers sometimes invoke thick conceptions of trust according to which, for example, trust 
involves an expectation of goodwill toward the truster on the part of the trustee, and failures on the part 
of the trustee are appropriately met with feelings of resentment. Here, I understand trust in a thin sense, 
according to which trust in a person or thing amounts to a willingness to rely on that person or thing for 
some specified purposes.
3 The point here resembles the point, common in literature on the social epistemology of disagreement, 
that initial disagreement is grounds to reconsider one’s evidence even if it is not grounds for abandoning 
one’s belief.
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Still, even these limited forms of reliance on AI require individuals to place some 
degree of trust in the outputs of AI. A significant concern for the reliance on AI 
to combat deepfakes is thus that such trust may be difficult to come by. Much has 
been made of declining trust in the mainstream media and other institutions, but it is 
worth noting that trust in the technology sector is also limited. In the United States, 
for example, trust in the technology sector has declined rapidly since 2017 (PAC, 
2022). Insofar as users associate the reliability of ADDs with the trustworthiness 
of the sector that produces and—as is likely in the case of social media platforms—
employs them, there is thus reason to doubt that individuals will place much faith in 
the outputs of such tools. This challenge is exacerbated by the fact that some footage 
vetted by ADDs is likely to be politically charged. Consequently, the familiar lack 
of trust characteristic of political polarization is likely to compromise individuals’ 
willingness to rely on the outputs of AI deepfake detection tools, especially where 
those outputs challenge existing political outlooks. Even if one accepts AI-generated 
labels of accuracy that accord with one’s own political attitudes—for example those 
that judge to be false videos that cast members of one’s own party in an unfavora-
bly light—one will likely be less inclined to accept politically discordant judgments. 
Resistance of this sort might reflect motivated reasoning, but might also involve a 
rational process whereby one’s prior beliefs impact the perceived chances of video 
footage being veridical. In general, it is difficult to determine whether resistance to 
evidence reflects motivated reasoning or the influence of prior beliefs (Williams, 
2023) but, while these explanations differ in their rationality, both can reduce recep-
tivity to good evidence.

As I suggested above, even limited reliance on AI as a prompt to more careful 
consideration might be compromised by a lack of trust in ADDs and the people 
and platforms that deploy them. Thus, for example, a lack of trust may render one 
unlikely to take a second look at a piece of video footage when that video is flagged 
as inauthentic. In such a case, however, trust in the reliability of AI tools need only 
be partial and temporary. Such tools may lead individuals to recognize perceptible 
imperfections—or the perceptible absence of these—to which they have not previ-
ously attended.

However, the challenge will be most severe if deepfakes reach a stage of develop-
ment at which deepfakes are, for human observers, entirely indistinguishable from 
non-deepfakes. Supposing that ADDs are nonetheless reliable at this stage, correct 
judgments as to authenticity will require, of human persons, more than the tempo-
rary suspension of judgment as to the authenticity of video content. Rather, to assess 
video footage correctly, human persons will need to largely disregard the evidence 
of their own senses in favor of the outputs of an automated system whose function-
ing they do not well understand. Notably, this lack of understanding need not be 
due to failings on the part of the individuals in question. Given the opacity of AI, 
individuals may through no fault of their own be unable to understand how deep-
fakes are detected or what features of video footage ADDs pick up on. Under these 
conditions, it is to be expected that individuals will be unconvinced by outputs of 
deepfake detection systems that conflict with their own judgments. This is especially 
true of those outputs that are misaligned with the deeper convictions of the individu-
als in question.
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In this section, I have argued that the effectiveness of ADDs is likely to be com-
promised by a lack of trust in these systems and the human individuals and institu-
tions with which they are associated. In the next two sections, I argue that, even if 
individuals are willing to rely on such systems, reliance on such systems is problem-
atic insofar as it jeopardizes individuals’ epistemic autonomy.

5  Reliance on Artificial Intelligence

In Sect.  1, I suggested that recent advances in technology—especially those that 
facilitate the recording, streaming, and sharing of video footage—have expanded 
what individuals can see for themselves and, in this way, have expanded ordinary 
individuals’ epistemic autonomy. But I have also argued that deepfakes reduce the 
efficacy of seeing for oneself as a way of obtaining knowledge. Deepfakes thus 
reduce the epistemic value of epistemic autonomy or, more modestly, of the realiza-
tion of epistemic autonomy through seeing for oneself. In this way, deepfakes seem 
to discourage the exercise of epistemic autonomy. One might think that, at least in 
principle, ADDs solve this problem by helping to remove or label deepfakes. But 
this is too quick. I now argue that, when it comes to epistemic autonomy, the cure 
afforded by ADDs may well be worse than the disease.

Over the past few decades, epistemologists have devoted a great deal of atten-
tion to questions concerning epistemic autonomy. Inquiries in this area have con-
sidered the nature of epistemic autonomy (Carter, 2020; Elgin, 2021; Encabo, 2008; 
Grasswick, 2018; King, 2021; Matheson & Lougheed, 2021; Zagzebski, 2012) and 
whether epistemic autonomy is a worthy ideal (Ahlstrom-Vij, 2013, Chapter 4; Bat-
taly, 2021; Coady, 2002; Dellsén, 2021; Hardwig, 1985; Matheson, 2022; Rob-
erts and Jay Wood, 2007). Very plausibly, whether epistemic autonomy has value 
depends on how it is defined. To determine whether the impact of ADDs on epis-
temic autonomy is a cause for concern, it will first be necessary to consider whether 
there is a valuable form of epistemic autonomy.

To begin, consider some recent proposals as to the nature of epistemic auton-
omy. According to Elizabeth Fricker, the epistemically autonomous person “takes 
no one else’s word for anything, but accepts only what she has found out for 
herself, relying only on her own cognitive faculties and investigative and infer-
ential powers” (Fricker, 2006, p. 225). Sandy Goldberg characterizes epistemic 
autonomy similarly, writing that an epistemically autonomous person “judges 
and decides for herself, where her judgments and decisions are reached on the 
basis of reasons which she has in her possession, where she appreciates the sig-
nificance of these reasons, and where (if queried) she could articulate the bear-
ing of her reasons on the judgment or decision in question” (Goldberg, 2013, 
p. 169). According to these austere conceptions, epistemic autonomy might be 
equated roughly with epistemic independence. An epistemically autonomous per-
son might be prompted to investigate certain questions by the influence of others, 
but that person will not treat the judgments of others as reasons for her beliefs. 
In what follows, I will use the term ‘reliance’ to refer narrowly to treatment of 
others’ judgments in this way—where judgment is understood broadly enough to 
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include both human assertions and the outputs of artificially intelligent systems. 
While other forms of reliance arguably undermine autonomy, it is this specific 
form of reliance that most plausibly threatens epistemic autonomy.

So understood, epistemic autonomy would likely lead to at least one of two 
problems. On the one hand, refusal to rely on others might leave one with little 
material on which to base one’s beliefs. One might thus be extremely limited in 
what one believes (Roberts and Jay Wood, 2007, pp. 259–260). More realistically, 
however, one’s reach would exceed one’s grasp, and thus one would persist in 
holding a broad range of beliefs untethered and untutored by the reasons of oth-
ers (Hardwig, 1985). Arguably, this is the problem that occurs when conspiracy 
theorists attempt to “think for themselves” or “do their own research” rather than 
relying on epistemic authorities (Ballantyne et al., 2022; Buzzell & Rini, 2023; 
Levy, 2022). Thus, on this austere approach to epistemic autonomy, it is unclear 
that epistemic autonomy is a worthy aim.

In light of these concerns about epistemic autonomy understood in austere 
terms, some epistemologists have proposed that epistemic autonomy can be rec-
onciled with reliance on others (Roberts and Jay Wood, 2007, p. 260). Nathan 
King summarizes this approach well, writing that:

Autonomy requires thinking for ourselves, but not by ourselves. (2021, p. 
88).

One way to reconcile epistemic autonomy with reliance on others is to contrast 
autonomy with heteronomy, rather than with dependence (Encabo, 2008). On this 
approach, reliance on others is consistent with the preservation of one’s epistemic 
autonomy insofar as this reliance is expressive of one’s identity. Thus, by select-
ing those to rely upon based on one’s beliefs, values, and other features of one’s 
identity, one can exercise epistemic autonomy through one’s reliance on others 
(C. Z. Elgin, 2013; Grasswick, 2018).

To better grasp this point, consider why, intuitively, reliance on others appears 
to threaten autonomy. Zagzebski makes the point compellingly in the following 
passage:

Many people who live for a time in another country, or study their wisdom 
literature in depth, find that their trust in their own beliefs is undermined. It 
is common to think, “I would have had different beliefs if I had grown up 
in a different place, and it is an accident of history that I have the beliefs 
I have. I could have been Hindu, Muslim, Buddhist, Christian, atheist, or 
many other things.” The same line of thought applies to philosophical posi-
tions and attitudes about political arrangements. I am a believer in libertar-
ian free will but I could have been a determinist. I am a believer in Western 
democracy, but I could have believed in Islamic theocracy. (2012, p. 245)

Once one recognizes the extent of one’s epistemic reliance on others, it is very 
easy to conclude that one’s beliefs are less an expression of oneself, and more an 
accident of one’s social epistemic circumstances. However, the tension between 
reliance on others and epistemic autonomy is lessened when one recognizes 
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oneself as the author (or co-author) of one’s social epistemic circumstances. We 
are not simply victims of social epistemic circumstance, but have the opportunity 
to partly construct the social epistemic niches that ultimately shape our beliefs. 
Epistemic autonomy is thus arguably consistent with reliance on others—and 
indeed is furthered by such reliance—so long as one’s patterns of reliance reflect 
features of one’s identity. Epistemic autonomy of this broad kind is consistent 
with reliance on, and regulation by, the reasons of others. Notably, the relevant 
others may include epistemic authorities, and thus this sort of epistemic auton-
omy need not involve thinking for oneself. So understood, epistemic autonomy is 
far more conducive to epistemic success than epistemic autonomy understood in 
austere terms, at least so long as one chooses the objects of one’s reliance wisely.

One might argue that selectiveness about objects of reliance is better understood 
in terms of epistemic interdependence than epistemic autonomy (Levy, 2023). While 
I am sympathetic to this suggestion, I think that our choices about who to associ-
ate with—including for exchanges of information—are important ways in which 
we assert features of ourselves. This is perhaps most clear when one’s choices buck 
expectations in one’s immediate social environment. For example, when a teenager 
in a deeply religious community opts to pursue and to rely upon secular sources of 
information that are not well respected in his or her community, the teenager plau-
sibly exhibits a form of autonomy. Especially insofar as this process involves inves-
tigations into the credibility of various sources, the selection and ultimate reliance 
on sources reflects the intellectual character and effort of the individual. But, even 
in cases in which one’s selection of sources involves no act of teenage rebellion, or 
indeed where one’s choices are well-aligned with the choices made by other mem-
bers of one’s community, such choices reflect features of oneself. For this reason, I 
think it is appropriate to think that choices about who to trust are appropriately con-
strued as exercises of epistemic autonomy.

Some approaches to epistemic autonomy considered thus far are stated in terms 
of reliance on other persons. However, in light of increasing reliance on the outputs 
of artificially intelligent systems as bases for belief, it is worth considering whether 
such definitions of epistemic autonomy are too restrictive. Consider a few examples. 
Within medicine, diagnoses and recommendations are increasingly informed by 
AI. Many companies use chat bots to communicate information to consumers, and 
this practice can be expected to expand as chatbots become increasingly sophisti-
cated. More recently, it has been suggested that sophisticated chatbots might replace 
browser searches as the default mode of retrieving information online (Wong, 2023).

I will argue below that a particular form of reliance on AI—reliance on the output 
of ADDs—compromises epistemic autonomy. It might be thought that only reliance 
on other human persons presents a prima facie challenge to epistemic autonomy, 
and thus that reliance on AI cannot threaten epistemic autonomy. However, there 
are at least two reasons to think that reliance on artificial intelligence sometimes 
threatens epistemic autonomy. First, there is a sense in which dependence on AI 
does involve reliance on other human persons. One form of reliance on others is 
direct, and involves taking the word of others—or some similar expression on the 
part of others—as a reason to believe a specific proposition. For example, I directly 
rely on you when I take your word for it that it that your clock is accurate. However, 
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reliance on others can also be indirect. When I come to believe that it is 11:03AM 
based on the reading of your clock and your prior assurance that the clock is gener-
ally accurate, I rely on you indirectly with respect to my belief about the time. Such 
indirect reliance is pervasive, and need not concern the use of material tools and 
instruments. If I take your assurance that some heuristic or problem-solving method 
yields correct results, I rely indirectly on you concerning my belief in those results. 
Consider for example the simple long division algorithm taught to children as a way 
of breaking down relatively complex calculations into a series of simpler steps. If I 
accept your assurance that following these steps will yield a correct answer to a par-
ticular mathematical problem, I am thereby indirectly reliant upon you concerning 
my belief in that answer (cf. Levy, 2007, p. 186). Notably, indirect reliance on others 
may dissipate as one confirms the accuracy of an instrument, method, or the like.

When one relies on AI, one relies indirectly on those who have developed it and 
who attest to its reliability. Even this indirect form of reliance poses at least a poten-
tial challenge to the valuable form of epistemic autonomy described above. I expand 
on this point below. For the present, it bears noting that, if reliance on artificial intel-
ligence potentially threatens epistemic autonomy for the reason just described, so 
too does reliance on those tools, instruments, methods, and so on whose accuracy 
we accept on the word of others.

There is, however, a second and more distinctive reason to suspect that reliance 
on artificial intelligence sometimes threatens epistemic autonomy. Many interactions 
with systems powered by artificial intelligence increasingly resemble interactions 
with human persons. It is possible in principle to interact with a customer service 
chatbot or online social bot without realizing that one is not in conversation with 
another human. One way to develop this point is to argue that systems powered by 
artificial intelligence can assert or issue testimony.4 However, for present purposes, 
it is enough to note that, from a human interactant’s perspective, interactions with 
such systems may closely resemble interactions with other human persons. Within 
these interactions, a person might behave just as on would in interactions with 
another person. Suppose that one allows such interactions to inform one’s beliefs. It 
would appear arbitrary to think that epistemic autonomy is not potentially threatened 
in such interactions, but is potentially threatened by the acquisition of information 
through comparable interactions with human persons.

The above argument requires some clarification. ADDs are unlikely, in typical 
cases, to provide information through interactions comparable to interactions with 
other human persons. Insofar as ADDs inform individuals’ judgments about the 
authenticity of video footage, it is likely that they will do so by generating simple 
labels or scores for pieces of video footage. The point of the preceding argument 
is hence not that ADDs present a potential threat to epistemic autonomy because 
interactions with such systems resemble interactions with human persons.5 Instead, 

4 Thus far little philosophical attention has been devoted to this issue, but see Ori Freiman and Boaz 
Miller (2020) and Billy Wheeler (2020).
5 It is worth noting, however, that some ways of relying on human persons resemble the way in which 
we are likely to rely on ADDs. In particular, we now sometimes form beliefs on the basis of simple labels 
and scores—generated by human persons—concerning the accuracy of information.
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the argument above serves to show that it is implausible that reliance on AI systems 
in general cannot compromise epistemic autonomy. Thus, that ADDs are powered 
by artificial intelligence is not by itself a reason to deny that such systems potentially 
compromise epistemic autonomy.

The preceding arguments suggest two ways in which we might rely on artificial 
intelligence. First, we might rely on artificial intelligence as we would other tools 
and methods, thereby relying indirectly on human designers. Second, we might treat 
artificial intelligence as functionally similar to ordinary human persons, rather than 
tools, instruments, or methods. Whether we construe artificial intelligence as more 
instrument-like or more person-like has implications for how beliefs based on infor-
mation retrieved from AI are justified (Duede, 2022). For present purposes, how-
ever, the most important point is that reliance on AI is at least a candidate for threat-
ening epistemic autonomy.

6  Deepfake Detection, Self‑Trust, and Epistemic Autonomy

In the previous section, I argued that relying on AI presents at least a potential threat 
to epistemic autonomy. In this section, I argue that reliance on ADDs, in particu-
lar, would in many cases compromise epistemic autonomy. On an austere construal 
of epistemic autonomy, the argument that reliance on ADDs and other forms of AI 
would compromise epistemic autonomy would be a simple matter. One who relies 
on AI does not exclusively depend on what she has found out for herself, and does 
not trust solely in her own cognitive faculties and skills. However, as I now argue, 
some forms of reliance on ADDs would compromise even the broad form of epis-
temic autonomy.

On the broad construal, epistemic autonomy is compatible with reliance on others 
insofar as this reliance reflects features of oneself, including one’s beliefs, values, 
and so on. When construed in this way, some ways of relying on ADDs might well 
reflect oneself in relevant respects. For example, if one identifies closely with a par-
ticular ADD—because for example one had a role in its development or is deeply 
familiar with the process by which it was trained or its track record of success—
one’s reliance on that ADD may reflect one’s identity.

However, such cases would be highly atypical. Suppose, for example, that ADDs 
come to be widely employed by social media platforms to label video footage. Real-
istically, even if platforms emphasize transparency about the use of ADDs, most 
users will have little understanding about how such systems work, how they are 
developed, and so on. As we have seen, this lack of understanding need not be the 
fault of ordinary users but will at least in many cases be an inevitable consequence 
of the opacity of ADDs. In these conditions, the reliance on AI is not an expression 
of epistemic autonomy. It might be thought that individuals can exercise epistemic 
autonomy through their indirect reliance on the developers of ADDs, or the plat-
forms that vouch for the reliability of these systems. I return to this point in the 
concluding section. For the present, it bears recalling that most ordinary individuals 
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have little trust in the technology sector, and hence would be unlikely to identify 
with the developers of ADDs in this way.

To further develop the argument that ADDs are likely to compromise the epis-
temic autonomy of many ordinary persons, it is worth comparing reliance on ADDs 
to the reliance on AI within a more familiar and more extensively theorized con-
text. Artificial intelligence promises to revolutionize processes of diagnosis and 
prediction in medicine,6 and will increasingly assist in making treatment recom-
mendations. Because the detection of deepfakes is most closely analogous to diag-
nostic classification, I focus here on the diagnostic role of AI. Philosophers and other 
researchers have devoted considerable attention to whether it is possible (Ferrario 
et al., 2021; Ryan, 2020), and if so appropriate (Alvarado, 2022; Durán & Jongsma, 
2021; Hatherley, 2020), for patients and medical professional to trust the outputs of 
diagnostic AI. One consideration relevant to the latter question is whether reliance 
on diagnostic AI would compromise human epistemic autonomy.

In the short term, the main use of artificial intelligence within diagnostic con-
texts is to analyze large quantities of data for the purposes of early screening. For 
example, diagnostic algorithms might be used to provide preliminary analyses of 
vast numbers of medical images, selecting a subset of patients for further review 
by human physicians (Hunter et  al., 2022). This limited diagnostic role for artifi-
cial intelligence leaves the epistemic autonomy of human physicians intact, espe-
cially as it serves mainly to better focus, rather than supplant, physicians’ cognitive 
labor. However, as diagnostic artificial intelligence advances, AI systems are likely 
to increasingly generate more reliable diagnoses based on patient information and 
medical images than human physicians. Indeed, the equivalence or superiority of 
certain algorithms to human experts has already been demonstrated in some diag-
nostic contexts (Menzies et al., 2023; Tschandl et al., 2019). Cases are likely to arise 
in which the independent judgments of human physicians conflict with those of arti-
ficially intelligent diagnostic systems. In such cases, reliance by physicians on AI 
diagnoses presents at least a prima facie threat to the epistemic autonomy of physi-
cians. One might thus suspect that, even if artificially intelligent deepfake detectors 
pose a threat to epistemic autonomy, it is not a unique threat.

However, there are several reasons to be especially concerned about the compat-
ibility of reliance on ADDs with epistemic autonomy. First, in a future in which def-
erence to AI in medical diagnostics becomes commonplace, professionalization into 
the medical community will likely involve education concerning the principles and 
reliability of diagnostic algorithms. In fact, incorporation of information concern-
ing artificial intelligence into medical curricula is already underway. For this rea-
son, future reliance on diagnostic algorithms within the medical context will likely 
be aligned with the beliefs and values of members of the medical community, and 
hence need not conflict with their epistemic autonomy in the broad sense. This con-
trasts with the reliance on ADDs to judge the authenticity of video footage, which 
cannot be expected to be accompanied by systematic education concerning the reli-
ability and value of such systems.

6 It bears noting, though, that some claims as to the revolutionary potential of AI in the medical context 
appear to be overly optimistic (Smith, 2023, pp. 211–212).
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Second, AI will be used within medical diagnostics to make classification judg-
ments concerning non-ideologically-charged matters7—the presence or absence 
of malignant tumors—for example. In contrast, as we have seen, ADDs can be 
expected to provide labels for politically and otherwise ideologically significant con-
tent. Thus, the outputs of ADDs are more likely than the outputs of medical diag-
nostic algorithms to include judgments that conflict with beliefs significant to indi-
viduals’ identities.

Finally, the application of medical diagnostic AI will be restricted to specific 
types of data in specific contexts. In contrast, ADDs can be applied to video footage8 
depicting all sorts of events. As emphasized in Sect. 1, such footage has long been 
a trusted way of forming beliefs, and hence to affirm the necessity of reliance on 
ADDs would be to acknowledge the inadequacy of long-standing and general belief-
forming practices. In effect, to rely on an ADD instead of one’s own faculties is to 
accept the vulnerability of the process by which many of one’s most confidently-
held beliefs have been formed. In this way, the reliance on ADDs fosters a general 
kind of self-doubt that is inimical to epistemic autonomy both within the context of 
reliance and beyond. The risk is that, in coming to rely on ADDs, we will cease to 
regard seeing for oneself through video footage, unaided by AI tools, as a way of 
coming to know. Instead, when it comes to the formation of beliefs through per-
ception of video footage, we will regard the evidence of one’s senses as an insuffi-
cient basis on which to form beliefs and will thus rely more heavily on external aids 
and less on our own perceptual judgements. Even on a broad construal of epistemic 
autonomy, this externalization of reliance will, insofar as it fails to reflect features 
of ourselves, amount to ceding some epistemic autonomy. Thus, even if ADDs can 
address the three-pronged threat of deepfakes, reliance on such tools may result in 
the degradation of epistemic autonomy. This is not a decisive consideration against 
the use of such technologies, but it is a significant cost that ought to be factored into 
decisions about how and if to deploy such technologies.

7  Concluding Remarks

In this paper, I have argued that technological solutions offer little hope of satis-
factorily addressing the three-pronged threat of deepfakes. In part, this is because 
the value of ADDs is offset by corresponding developments of deepfake technolo-
gies themselves. Consequently, ADDs run the risk of improperly providing stamps 
of approval for advanced deepfakes. Similarly, ADDs cannot provide assurance that 
advanced deepfakes have not gone undetected. At the same time, reliance on ADDs 
has the potential to undermine self-trust and epistemic autonomy.

7 To say that these matters are not ideologically charged is not to say that they are value-neutral. For 
example, diagnostic contexts plausibly involve judgments about the relative importance of avoiding dif-
ferent kinds of error (cf. Douglas, 2000).
8 While I focus on ADDs here, there are comparable technologies for detecting manipulated photos and 
audio content.
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The main upshot of this paper is thus that the prospects for purely technologi-
cal solutions to the threats of deepfakes are dim. Yet these threats are potentially 
dire. Some solution is needed. Given the scale of the problem, technological solu-
tions—especially those that help to extend and focus the efforts of human persons—
undoubtedly have some role to play. But, as Habgood-Coote suggests (2023), we 
ought not expect future technology to offer a silver bullet to the challenges posed by 
deepfakes. Rather, confronting the threats of deepfakes plausibly requires confront-
ing the social and institutional ills that allow for deepfakes to pose potent threats. 
Even if one cannot trust video footage by itself, one might trust certain sources 
and channels to deliver authentic footage (Harris, 2021). Discovering and relying 
upon trustworthy sources is itself an expression of epistemic autonomy in the broad 
sense. While locating such sources is no easy task and will likely require increased 
transparency on the part of sources and channels, addressing the threat of deepfakes 
through allocations of trust that better reflect the trustworthiness of sources holds 
the promise of promoting epistemic success while simultaneously preserving and 
enhancing the epistemic autonomy of ordinary persons.
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