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Abstract
Democratic innovations have been widely presented by both academics and practi-
tioners as a potential remedy to the crisis of representative democracy. Many argue 
that deliberation should play a pivotal role in these innovations, fostering greater 
citizen participation and political influence. However, it remains unclear how digi-
talization affects the quality of deliberation—whether digital democratic innovations 
(DDIs) undermine or enhance deliberation. This paper takes an inductive approach 
in political theory to critically examine three features of online deliberation that mat-
ter for deliberative democracy: scale, transparency, and the facilitation of equality. 
It argues that the enhancement of equality should be given special attention when 
designing and implementing deliberative DDIs. Equality is a basic democratic value 
that is crucial for the intrinsic quality of deliberation. One way of enhancing equality 
through digital deliberative practices is via AI facilitation, which can assist human 
facilitators and help mitigate power dynamics, often present in non-digital settings.

Keywords Digital democratic innovations · Deliberation · Citizen participation · 
Transparency · Equality · Scale of deliberation

1 Introduction

Deliberation in democratic innovations (DIs), including digital democratic innova-
tions (DDIs), is a topic that is widely discussed by both academics and practitioners. 
DIs and DDIs have largely been seen as a possible solution to the crisis of repre-
sentative democracy, and many believe that deliberation is an element that is crucial 
for these new initiatives, for citizen participation, and for giving the general pub-
lic more influence over political processes (Goodin & Dryzek, 2006; Landemore, 
2020; Smith, 2009, a, b). Low voter turnouts, declining civic activity (e.g., party 
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membership), rising economic inequalities, and political polarization are all signs 
that current democratic systems are not living up to people’s democratic aspirations 
and standards (Bernholz et al., 2021; Dalton, 2004; Newton & Norris, 2000; Norris, 
2011, p. 31; Smith, 2009).

This frustration is increasingly pushing modern states and local governments to 
search for reforms that could help reconnect people with political power. Among 
these initiatives, digital democratic innovations (DDIs) are of specific interest. DDIs 
can be defined as initiatives or institutions that are designed with the goal of deep-
ening citizens’ participation and influence on political decisions through the use of 
digital tools and platforms. A good example of a DDI is the online participatory 
platform Decide Madrid (based on the Consul platform also used in other cities and 
countries), which allows Madrid’s residents to engage in activities such as online 
consultations, citizen assemblies, polls and participatory budgeting. What makes 
DDIs an intriguing topic for research is that they could potentially scale up citizen 
participation and help reform the current citizen participation practices in ways that 
would be unfeasible through non-digital means (Landemore, 2020, p. 16; Neblo 
et al., 2010; Steiner, 2012). The trend for DDIs has been further reinforced by the 
COVID-19 pandemic, which generated a lot of participatory health governance pro-
cesses and thus demonstrated the public’s need for participatory initiatives, espe-
cially when it comes to complex, polarizing and societally influential issues (Nor-
heim et al., 2021).

A lot of these DI and DDI experiments have put the practice of deliberation 
between citizens at their core – for instance, platforms such as Decide Madrid or 
Decidim provide users with opportunities for online deliberations. As many academ-
ics contend, deliberation can help people arrive at more informed decisions that take 
various points of view and perspectives into account, and it is often construed as the 
best way to build connection between citizens and policies (Dryzek, 2005; Goodin 
& Dryzek, 2006; Landemore, 2020). However, when it comes specifically to DDIs, 
many have raised concerns about the value of online deliberation and some have 
even expressed worries that digitizing deliberative democracy would undermine the 
benefits deliberation is supposed to bring (Berg et al., 2021; Bernholz et al., 2021; 
Bohman, 2004; Hilbert, 2009; Wisniewski, 2013).

Is there an added value to digital deliberation? This is the question that I attempt 
to answer through critically engaging with features of DDIs that are often seen as 
arguments in favor of digital deliberative practices. In the paper, I analyze those 
features and demonstrate their limitations, while at the same time emphasizing that 
even with these pitfalls, deliberative DDIs could still positively affect deliberation. 
For the purpose of the argument, I focus solely on DDIs that offer digital delibera-
tion and their internal features, even though in many case studies digital deliberative 
practices often coexist with and support other, non-digital participation practices.

I argue that the main added benefit of online deliberation consists in the facilita-
tion of equality among participating citizens. If designed properly, digital delibera-
tion could help us neutralize power dynamics that are present in non-digital DIs and 
that cannot always be counteracted with the sole help of human moderators (Curato 
et al., 2017; Spada & Vreeland, 2013). The paper is an exercise in inductive political 
theory (Landemore, 2020, p. 20), meaning that its aim is to engage with and develop 
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normative concepts and arguments, while drawing inspiration from case studies and 
experiments in DDIs’ domain that discuss their upsides and downsides.

In particular, the paper responds to previous works on deliberation and digital 
democracy in this field. Landemore (2021) argues in favor of moving beyond current 
electoral democracy systems and tries to imagine a utopian, ideal version of open 
democracy (based on mini-publics) assisted by digital technologies, but her paper 
does not address potential limitations of digital deliberation.1 In another article, 
Landemore (2022) raises the question of whether deliberation can be scaled up via 
digital tools, and which benefits such digital deliberation could bring.2 Even though 
Landemore (2022) touches upon the possibility of AI facilitation, the work does not 
cover it in depth and does not address AI’s potential limitations. Moreover, Lande-
more (2022) does not showcase equality as a basic democratic value that should be 
given special attention when it comes to DDIs. This article aims to fill these gaps: it 
consists of a critical analysis of DDI dimensions and their possible advantages and 
drawbacks, while also putting forward a normative argument that places equality 
at the center of democratic (and deliberative) practices. In other words, the paper 
argues that the facilitation of equality deserves specific attention as a potential DDI 
benefit, since it is a basic democratic value that is not only instrumental, but also 
fundamental for the deliberative ideal.

I will proceed as follows: in the first section, I dive into the concept of delibera-
tive democracy, explain the value behind it and why we should consider deliberation 
an essential democratic principle. The second section critically engages with the 
idea of digital deliberative practices. I outline three features of online deliberation 
that could serve as ways of potentially advancing deliberative democracy, namely: 
scale, transparency and the facilitation of equality. I discuss their possible limita-
tions, and I argue that the enhancement of equality should be given specific attention 
as the main added value of deliberative DDIs. Finally, I conclude and outline pos-
sibilities for further research.

2  The Value of Deliberation

Let me start with the concept of deliberation, and why it is significant and valu-
able not only for all kinds of DIs and DDIs, but for democratic theory in general. 
Of course, it has to be noted that deliberative theory is very broad, and therefore I 

1 More specifically, Landemore (2021) reflects on how digital technologies could be helpful in the con-
struction of open democracy – a concept developed by Landemore herself in her book Open Democracy 
(2020). She claims that digital technologies could be helpful for moving beyond the default electoral 
democracy system, and introducing a democratic model of open mini-publics (including digital ones).
2 Landemore (2022) discusses whether AI can bring deliberative democracy to the masses. Thus, it spe-
cifically centers around the question of whether deliberation can be scaled up via digital tools, and it 
considers two possible models of digital deliberation and their possible limitations – Mass Online Delib-
eration and the array of randomly selected mini-publics that are being rotated in their composition. The 
article considers how AI tools could be useful in either of those approaches, and touches upon potential 
benefits AI could provide for moderation/facilitation.
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am only sketching the elements of deliberative practices that are important to my 
research. Deliberative democratic processes presuppose a special emphasis on the 
moment of deliberation when making political decisions. In other words, instead of 
focusing only on the moment of final decision-making (e.g., voting), the process of 
deliberation itself is considered central (Cohen, 1989; Habermas, 1996; Landemore, 
2013). Deliberation is often a part of political decision-making procedures that take 
place among public officials (such procedures also include non-deliberative mech-
anisms, e.g., voting). Still, deliberative democrats mostly focus on political issues 
among citizens, and not only among governing elites.3

Overall, deliberation can be quite broadly defined as a non-coercive form of com-
munication that encourages reflection on values, preferences and interests (Dryzek, 
2002).4 Deliberative democracy specifically has a broad variety of definitions and 
variations, but there are some regulative ideals that the majority of theorists share. 
As such, according to the general idea of deliberative democracy, the deliberation 
process around a certain issue should be inclusive of all people who are potentially 
affected by this issue and political decisions around it (Mansbridge et  al., 2010). 
The democratic process cannot be considered truly deliberative if it does not incor-
porate all the relevant perspectives, meaning that all the groups that are affected 
by a problem in question should have their opinions and standpoints represented. 
Strategies on how exactly to achieve this representativeness and sufficiently include 
relevant perspectives vary, with some researchers arguing, for instance, in favor of 
oversampling for vulnerable groups, while others claim it is enough to simply create 
a sample of participants that is as diverse as possible (Goodin, 2008; Karpowitz & 
Raphael, 2016). In any case, despite different strategies, a common understanding is 
that inclusiveness of relevant perspectives in deliberation is necessary.

Nonetheless, there is an ongoing discussion in political theory on what actu-
ally qualifies as deliberation. The classic ideal of deliberation usually presupposes 
that over the course of deliberation citizens arrive at a consensus on a certain issue 
through reason, after rationally exchanging arguments and perspectives with each 
other (Cohen, 1989). This consensus then becomes a basis for policies and politi-
cal decisions that are acceptable and legitimate for everyone. Not only should the 
process of deliberation ensure that all the relevant perspectives are included, but it 
should also produce policies that are better and more responsive to people’s actual 
needs than the ones generated without deliberation (Curato et al., 2017; Landemore, 
2022; Przybylska, 2017, 2021).

The problem with the classic ideal of deliberation is that it puts a lot of empha-
sis on people being rational and capable of seeing reasons that would objectively 
qualify as and aim at the common good. Meanwhile, there is increasing evidence 
that even when citizens sincerely commit to the values of deliberation and openness 

4 See Mansbridge (2010). Even though so-called deliberative ideal strives for no coercion, it is impos-
sible to completely neutralize all possible power dynamics.

3 See Habermas (1991, 1996) and his model of public sphere. Habermas focuses on a two-tier system, 
with the formal and the informal public sphere. According to Habermas, public sphere is a common area 
between the state and the people (citizens), which allows for a discussion over public concerns, which 
then turn into public opinion that overflows into government policie, regulations, etc.
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to each other’s opinions and perspectives, they still tend to exhibit so-called “moti-
vated reasoning”. Motivated reasoning implies that even after being exposed to the 
same arguments, people might still arrive at different conclusions and have a dif-
ferent view on what constitutes the common good (Bagg, 2018). Human reasoning 
is thus always biased and shaped by hidden motivations over which we do not have 
control. In other words, even when trying to be rational and objective in their rea-
sons, humans are still guided by a certain self-interest that is intertwined with our 
identity and moral experiences (Bagg, 2018, p. 258).

However, the fact that human reason cannot be pure and objective does not mean 
that a deliberative ideal is unachievable. In their article on the place of self-interest 
and the role of power in deliberative democracy, Mansbridge et al. (2010) suggest 
a concept of deliberative negotiation as a more realistic ideal of deliberation. This 
concept takes into account self-interest and the fact that an understanding of the 
common good might vary for different people, depending on their motivations and 
views. The deliberative ideal based on negotiation does not necessarily strive for 
a unanimous consensus of citizens, and it does not rely on citizens seeing objec-
tive reason. Instead, it strives for mutual justification of each other’s perspectives, 
which can result in different forms of agreement – such as, for instance, compromise 
(Mansbridge et al., 2010; Miller, 1992). Such an approach to deliberation not only 
makes it more achievable, but, by letting self-interest play a role in the delibera-
tive ideal, it also embraces the diversity of human perspectives and opinions (Mans-
bridge et al., 2010, pp. 72–73).

As a possible critique to this view, O’Flynn and Setälä (2020) claim that the 
whole point of deliberation should consist in finding the “right answer” that all peo-
ple would reasonably accept, and therefore things like compromise undermine the 
deliberative ideal. On the other hand, O’Flynn and Setälä (2020) themselves admit 
that there is a convincing argument to be made that deliberation is not about finding 
the one correct answer, but more about how people relate to each other as political 
equals while trying to find the best (versus the “correct”) solution to an issue, which 
aligns with the view of Mansbridge et al. (2010) and Miller (1992). Therefore, in 
this article, when talking about deliberative democracy and the deliberative ideal, 
I will use the expanded concept of deliberation as suggested by Mansbridge et al. 
(2010), which accounts for people’s self-interest.

But what is the value behind deliberation, and why do so many academics and 
practitioners focus on it as an essential part of DIs/DDIs? The answer is that delib-
erative democracy allows citizens to not only have more direct influence on political 
decisions (which can be achieved with such initiatives as, for example, voting on a 
referendum), but also to be more involved in the process of discussions and delibera-
tions prior to making an actual decision. Through the deliberative procedure, people 
form opinions on which solution or policy best meets all the arguments that have 
been put forward regarding a certain issue (Miller, 1992). Therefore, what makes 
citizens’ deliberation valuable is that the process of inclusive deliberation exposes 
people to a variety of different perspectives, allows them to interact with those per-
spectives, critically reflect on them and transform their own views. As a result of 
such a deliberative process, together people come to more informed decisions that 
take into account different points of view on the problem at stake (Dryzek, 2005; 



 A. Mikhaylovskaya 

1 3

3 Page 6 of 24

Goodin & Dryzek, 2006; Landemore, 2020). This is a stark contrast with the system 
of pure representative democracy, which prioritizes political elite competition and 
the moment of casting a vote over deliberation (Landemore, 2020, p. 139).

It is crucial to remember that deliberation is more than just a discussion with a 
variety of perspectives. It is not enough to simply have diverse opinions represented 
in a discussion for it to constitute deliberation; rather, the point of deliberation is to 
have a variety of opinions and arguments that critically engage with each other and 
respond to each other in a respectful, reasonable manner (Landemore, 2013). Even 
if the ultimate consensus is unachievable and is not the main goal of deliberation 
(as mentioned before, deliberative negotiation can also be striving for compromise 
or other forms of commonly beneficial agreement), participants should still reason 
in such a way as if their aim is to reach a shared judgment, which is possible with 
proper process design and facilitation (Curato et al., 2017).

A common critique of deliberation draws on the fact that, according to Sunstein’s 
law of group polarization, group discussions on highly conflicting issues can lead 
to further polarization of participants’ opinions – defending their views against 
others, people become defensive and further reinforced in their beliefs (Cohen & 
Fung, 2021; Sunstein, 2000). However, such a critique is applicable only in cases 
where communication does not, in fact, meet the standards set by deliberative 
theory (Curato et  al., 2017; Landemore, 2013; Stromer-Galley et  al., 2012). How 
exactly discussions develop depends highly on how the procedure is designed and 
with which goals in mind. For instance, deliberative polls and other experiments 
that were based on deliberative practices demonstrate that deliberation does not lead 
to polarization (Fishkin, 2011; Luskin et al., 2007). In fact, quite the contrary: as is 
noted by Dryzek (2005), properly designed deliberation can be especially helpful 
when it comes to resolving highly polarizing issues. Unlike majority vote or other 
non-deliberative processes, deliberative initiatives can strive to find the best solu-
tion, the best compromise that would work for different sides of the debate, and not 
just for the one that has a majority’s support. Such a deliberative approach to democ-
racy can potentially have enormous benefits and help align policy making with peo-
ple’s actual needs, while simultaneously empowering citizens and exposing them to 
a variety of opinions. In short, deliberation can make the decision-making process 
less polarizing and more democratic in the sense of representing people’s diverse 
needs (Curato et al., 2017; Landwehr, 2010).

When deliberation is designed properly, it not only improves decision-making 
processes, but also nurtures people’s democratic capacities and civic virtues. Delib-
eration participants learn how to be more open to other people’s perspectives and 
opinions, and also develop mutual respect – this is especially true if deliberative 
practice is continuous, since continuous exposure is incredibly important for build-
ing civic capacities (Kadlec & Friedman, 2007). Of course, there are also other ways 
in which deliberation can affect citizens, and even though the ideal of deliberation is 
not coercive, it is impossible to completely neutralize all power dynamics that might 
arise in deliberative practice. Nevertheless, with proper structure and process design, 
organizers of deliberative initiatives can strive to minimize these power dynamics, 
and maximize the many values and benefits that deliberation offers (Kadlec & Fried-
man, 2007; Mansbridge et al., 2010).
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To summarize, deliberation is an ideal that is essential to democracy. It presup-
poses inclusion of all relevant and affected perspectives in the process of decision-
making, and, when properly designed, deliberation can help find solutions and poli-
cies that are more responsive to people’s needs and interests, while simultaneously 
encouraging better informed decisions on the citizens’ side. Deliberative practices 
can also serve as a way to resolve particularly polarizing and debated issues. Moreo-
ver, citizens who participate in deliberation can feel more empowered through gain-
ing a potentially more direct influence over political decision-making (Curato et al., 
2017). In addition, they learn to become more respectful, reflective and open toward 
other people’s perspectives and viewpoints, especially if deliberative practice is con-
tinuous and is not a one-time event. Still, as it was already pointed out, to activate 
these potential benefits of deliberation and actually advance democratic practices 
in accordance with the deliberative ideal, the design of deliberative initiatives is 
absolutely vital (Floridia, 2017). The question that I am addressing in this paper is 
whether deliberation in the digital format can have any advantages over non-digital 
processes. To answer this question, I now turn to the next section about the enhance-
ment of deliberation through digitalization.

3  Can DDIs Enhance Deliberation?

The literature on DDIs suffers from a lack of discussion around the democratic val-
ues that underpin them. Smith (2019b, p. 578) highlights the following:

Although a great deal of sophisticated innovation has emerged in the digital 
realm, it has been accompanied by little sophisticated reflection on its dem-
ocratic qualities. Digital innovations are likely to disrupt our categories of 
analysis, developed primarily through familiarity with face-to-face forms of 
engagement.

But the democratic qualities and values of DDIs are critical to consider. Accord-
ing to Bernholz et al. (2021), democratic values can, potentially, help us create and 
design digital democratic tools that would facilitate and increase citizen participa-
tion in political life, cultivate informed political debate and decision-making, and 
allow people to find and pursue collective goods with more ease.

One such value to take into account in relation to DDIs is the democratic ideal 
of deliberation. Deliberation is essential since, as was explained in the previous 
section, it is a crucial democratic value that allows citizens to not only have more 
influence on political life, but also to be more involved in the process of discus-
sions prior to an actual decision-making moment (Dryzek, 2005; Goodin & Dryzek, 
2006; Habermas, 1996; Landemore, 2013, 2020; Przybylska, 2021). A deliberative 
approach to democracy can potentially have enormous benefits and help align policy 
making with people’s needs, while simultaneously empowering citizens, nurturing 
their civic capacities and exposing them to a variety of perspectives. The question 
is, though: does online deliberation have any added value when compared to non-
digital practices? I will attempt to answer this question by analyzing three features 
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that could, arguably, help to enhance deliberation via digital means, namely: scale, 
transparency and, finally, equality in deliberation.

3.1  Scale of Deliberation in DDIs

The argument of scale is one of the most emphasized and popular ones when it 
comes to the discussion of deliberation in DDIs and is therefore essential to address. 
Many researchers are convinced that, if designed properly, digital tools could allow 
us to scale up deliberation to a level that would be simply unfeasible in a normal, 
non-digital setting. This view is based on the fact that citizen participation through 
digital tools would be easier to organize, as it would be less costly and would require 
less effort from the public’s side than being physically present at some forum or 
public consultation (Landemore, 2021; Neblo et al., 2010; Steiner, 2012). Moreover, 
if people deliberate digitally, then it is possible to have many more people contribut-
ing to the deliberation simultaneously – arguably, thousands of people could engage 
in a deliberative discussion (Klein, 2007, 2012).

Yet, the question arises of how such digital deliberation could be structured. It 
is quite clear that it would be impossible to conduct deliberation among hundreds 
and thousands of people in the format that is usual for smaller and/or non-digital 
deliberative practices. Allocating speaking time, proposing arguments and critically 
engaging with the arguments of others would have to take on a different shape in the 
digital realm if the idea is to engage as many people as possible (or even open up 
deliberation to the whole community in question).

One of the formats proposed for digital deliberation is the concept of so-called 
“Mass Online Deliberation” (MOD) developed by Velikanov, which is also closely 
related to the idea of argument maps (Hilbert, 2009; Klein, 2007; Spada & Klein, 
2015; Velikanov, 2012; Velikanov & Prosser, 2017). The idea is that people make 
their proposals through text, and an AI system then clusters those proposals together 
into a sort of argument map which visualizes the current state of discussion, helping 
users navigate through contributions already made by other people (Hilbert, 2009; 
Spada & Klein, 2015; Velikanov & Prosser, 2017). The hope is that such a system 
could structure and integrate massive amounts of online contributions into a coher-
ent common will regarding an issue in question (Hilbert, 2009, p. 93).

There are a number of issues that come with this model, the first and the most 
obvious one being that of inclusiveness and representativeness (Landemore, 2022; 
Landwehr, 2010). If the aim of digitizing deliberation is to achieve mass scale par-
ticipation, it would most likely imply that participation is open to all people in a 
relevant community (be it a local, national or even international level). The ques-
tion then remains – what kind of citizens would get involved? If no special sam-
pling or recruitment practices are in place, the chance is high that it would be mostly 
already politically active, educated citizens who would get engaged. Marginalized 
and vulnerable groups are thus further excluded. All deliberative practices, includ-
ing non-digital ones, face this issue when it comes to participants’ self-selection, but 
digitalization can potentially exacerbate the problem because of factors such as the 
digital divide between younger and older people or the lack of access to technologies 
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among some segments of society (Norris, 2001). In other words, self-selected par-
ticipants may not be representative of the target population, and not all the variety 
of perspectives and opinions would be present (while having a diversity of relevant 
perspectives is part of the deliberative ideal). When it comes to mass scale online 
deliberation open to all, we do not have empirical evidence on whether marginal-
ized groups participate in sufficient numbers, even though some academics argue 
that those groups are willing to deliberate (Neblo et al., 2010; Steiner, 2012).

We do have examples of digital platforms that come very close to the MOD 
model of online deliberation and manage to engage a large amount of people – for 
instance, the platform Pol.Is in Taiwan, which allows users to arrive at a consensus 
on a certain issue through drawing an argument map based on the crowd’s writ-
ten input (Hänggli et al., 2021). However, even though the platform has been rather 
successful in advancing mass participation and generating a kind of consensus 
on a number of complex issues, it is still unclear what kind of people actually got 
involved and which segments of the population were excluded, so the question of 
representativeness and inclusiveness remains open. Of course, it is possible to argue 
that aiming for participation of absolutely everyone is unrealistic and unnecessary 
– after all, when it comes to voting or referendums, the goal is not to have every sin-
gle person participate, but simply a sufficient number of people (Landemore, 2022). 
But even if digital deliberation establishes a certain threshold on the number of citi-
zens needed, participation based purely on self-selection would still be biased and 
would likely not live up to the deliberative ideal (Landwehr, 2010).

Finally, another major problem that comes with these formats of digital delib-
eration through argument maps and clustering is the fact that, to become feasible, 
such a system requires a certain level of simplification. Scaling up deliberation to 
make it possible for thousands of people to participate would necessarily imply 
simplifying the deliberation process, as it is done, for example, in the already men-
tioned Taiwanese experiment with Pol.Is. On this platform, people can vote in favor 
of or against proposals made by others, but they cannot respond to those proposals 
directly – instead, they can make their own proposals, which then get clustered into 
an argument map visible to all users. Such a system makes the points of disagree-
ment visible, and thus motivates people to generate new proposals that would strive 
for a compromise between different clusters, which eventually leads to some form 
of consensus. Even though this structure might allow for an arguably effective deci-
sion-making (or proposal generation) process, it lacks the qualities that would make 
citizen engagement truly deliberative.

In argument maps and mass online deliberation models, people seem to be engag-
ing with arguments and issues only on a rather superficial level; there is no true 
exchange of diverse perspectives and back-and-forth reasoning (Landemore, 2022). 
Meanwhile, this is one of the main values of deliberation – it consists of citizens 
exchanging diverse perspectives, becoming more open to others’ views and building 
up civic capacities. This crucial value is lost when we attempt to scale up delib-
eration to mass levels via digital means such as argument maps. Thus, even though 
DDIs can potentially help with scaling up general citizen participation and even with 
making decision-making processes more effective, DDIs that attempt to specifically 
scale up deliberation often end up simplifying it.
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Of course, despite these limitations, it is possible to imagine that scaling up could 
still be very beneficial for inclusiveness, even if it leads to a certain simplification of 
discussions. But there needs to be an awareness of what scaling up can and cannot 
do for deliberation. At this current stage, it is clear that the challenges that scaling 
up faces might actually affect the deliberative quality of discussions. Therefore, scal-
ing up cannot be the main motivation for resorting to online deliberation.

3.2  Transparency of Deliberation in DDIs

Another argument related to the benefits of deliberation via digital means has to 
do with transparency and access to information. Transparency, alongside delibera-
tion, is one of the key democratic principles (Landemore, 2020). It implies a feed-
back loop between decision-makers and citizens, meaning that decision-makers have 
access to citizens’ input, while citizens possess enough information to form opinions 
about political processes and have the power to influence the agenda and political 
debate surrounding certain issues (Landemore, 2020, p. 143).

Specifically with regards to digital deliberation, transparency of the deliberative 
process would, in many ways, presuppose transparency of the design of DDIs, as 
well as of the decision-making process. Transparency in deliberation should serve as 
a kind of accountability mechanism that contributes to better democratic practices. 
Basically, it should ensure that both decision-makers and citizens clearly understand 
how recommendations are being formed, what the goal of deliberation is, and, if 
citizens’ recommendations are rejected, it should be explicitly explained why that 
is the case. All the information relevant for deliberation and the problem at stake 
should be easily available for citizens, with an opportunity for them to voice their 
concerns and suggest new topics. If a deliberative process with such features of 
transparency is continuous – it helps to nurture citizens’ civic capacities as well as 
to contribute to more responsive government practices (Migchelbrink and Van de 
Walle, 2019; Yang, 2006).

Digital tools could be very useful in making information for deliberative pro-
cesses more accessible and transparent. A digital platform could combine all the 
necessary resources in one place and provide citizens with a comprehensive over-
view of the debate, as well as with necessary information and user-friendly tools 
for deliberation and participation. Online spaces provide opportunities to present 
and share information in more digestible, illustrative and comprehensive ways (e.g., 
videos, reports, graphs), making DDIs a valuable asset to deliberation. Meanwhile, 
participants in non-digital deliberative initiatives are usually required to spend much 
more effort, resources and time in order to get access to relevant information. Thus, 
if a digital deliberation platform is designed properly and is user-friendly and engag-
ing, this could contribute significantly to transparency. User-friendliness is espe-
cially important here, since simply making information available online does not 
automatically make it transparent – it is imperative that digital resources are easy to 
navigate (Berg et al., 2021; Heller, 2011).

Digital deliberation could also, potentially, increase not only the internal transpar-
ency of the participatory process, but also external transparency and public visibility 
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— something that is currently a concern with many deliberative practices, as they do 
not always have good outreach with the general public and the media. For example, 
digitalization could create a possibility to open up online deliberation processes to 
all citizens who simply wish to observe them. This, perhaps, would motivate these 
observing citizens to actually take part in deliberations in the future, therefore devel-
oping the wider public’s interest in political agenda and civic participation (Przyb-
ylska, 2017, 2021). Moreover, such public transparency would also give the wider 
public, as well as civil servants and decision-makers, an opportunity to witness how 
the deliberation process functions and why it is valuable.

Nevertheless, even if DDI platforms are transparent both in terms of internal pro-
cesses and public visibility, it does not mean that this digital transparency enhances 
the quality of deliberation itself. In other words, even though transparency is valua-
ble from an overall democratic perspective, it is not necessarily sufficient to enhance 
the deliberative process. Therefore, even if transparency is something that might be 
seen as an argument to transfer deliberation to the digital sphere, the reason for that 
is not necessarily enhancing deliberative practices, but rather supporting democratic 
resources around it.

Moreover, despite all its benefits and the fact that some level of transparency is 
essential for building trust between deliberants, citizens and decision-makers, trans-
parency is also something that can have adverse effects. To start with, there is a con-
cern over the privacy and security of the personal data of DDI users. Since the idea 
is that deliberation through DDIs would engage citizens with diverse backgrounds 
and perspectives, it is unavoidable that some personal information from participants 
will be required. Platform users would most likely need to be verified to avoid the 
issue of fake identities and bots, and in some cases, it might be necessary to know 
participants’ demographic data in order to select a sufficiently diverse sample of 
people to discuss a particular issue (this would be different in the case of partici-
pants’ self-selection, which has its own downsides, as we discussed in the previ-
ous section) (Ford, 2021). Giving up personal data is problematic in and of itself, 
as there is a risk of a platform misusing users’ data by, for instance, selling it to 
third parties or sharing it with the government for surveillance purposes (Van Dijck, 
2014).

Vulnerable personal data would also include recording of citizens’ sensitive polit-
ical opinions. Arguably, this might lead to self-censorship and less engagement with 
the platform, since people would be more careful with what opinions they express 
online, which could potentially hinder the quality of deliberation (Rhee & Kim, 
2009). This is especially the case if participation is not anonymized, and participants 
have to disclose identifiable data (Gonçalves et al., 2020). On the other hand, deano-
nymity (non-anonymous participation) does not necessarily mean people would not 
say what they think. Some researchers argue that deanonymity and transparency 
simply might encourage people to be more civil and respectful with each other (and 
not necessarily less open), while anonymity, on the contrary, might cause inflamma-
tory, disrespectful and less constructive comments, even though the evidence about 
this is mixed (Coleman & Moss, 2012; Kennedy et al., 2021; Shortall et al., 2022b). 
In either case, whether participation is anonymized or not, political opinions are still 
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recorded in one way or another, and the traceability of those to specific individuals 
might raise privacy concerns.

Even if we assume that private details and opinions of DDI users would be, to 
some extent, protected under regulations like the EU’s GDPR, the problem remains 
that most of the current deliberation platforms are usually designed in a way that ties 
them to one centralized server. This makes these types of platforms and their users 
vulnerable – in case of a breach, the entire deliberation process could be easily com-
promised, not to mention that a single server system would also grant a significant 
power to whoever manages that server in the first place. That entity would essen-
tially be able to exercise control or pull the plug on the entire democratic process 
(Ford, 2021).

There are some ideas in the world of technologies about how DDIs could be built 
in a decentralized way, so that the servers are not as vulnerable and so that users 
could, for instance, verify their identity on the platform while staying anonymous 
and/or their data and opinions not being easily traceable (e.g., through blockchain 
technology), but those are still under development and have not been tried out 
much in practice. Thus, many more experiments would be needed before it could be 
claimed that privacy and security concerns are adequately addressed (Ford, 2021, p. 
279).

To summarize, the transparency possibilities of DDIs can be extremely valua-
ble, and they can greatly enhance the information systems surrounding deliberative 
processes. However, transparency through DDIs does entail privacy and security 
risks, especially when one considers how many of the current platforms have been 
designed (Ford, 2021). It can be argued that these risks are being addressed, and 
more and more ideas are emerging about how to create secure DDIs, and therefore 
these concerns should not stop us from considering digital technologies for delib-
eration and citizen participation purposes. Still, it does imply that, right now, trans-
parency brought about by DDIs has its downsides. This in no way means that the 
potential of increased transparency in DDIs should not be explored further – trans-
parency can be very beneficial for the processes surrounding deliberation (e.g., shar-
ing useful information, results, etc.). However, this still leaves us with the question 
of whether there is any other way in which digital tools could enhance the quality 
of intrinsic deliberative practices and processes. In the next subsection, I will exam-
ine the principle of equality in deliberation as a basic democratic value that can be 
facilitated via DDIs.

3.3  Equality of Deliberation in DDIs

In this section, I reflect on how DDIs could potentially contribute to equality in 
deliberation. Equality is a basic democratic value central to any discussions about 
democracy and its advancement, yet it is not always emphasized when it comes to 
deliberation and democratic innovations. I believe that the facilitation of equality 
deserves specific attention when it comes to developing deliberative DDIs. How-
ever, before considering the potential of DDIs in facilitating equality, it is important 
to answer the following question: what exactly does equality in deliberation imply?
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To begin with, as discussed by Sen (1995), even though equality is considered 
a basic democratic value, it is not explainable in and of itself – if we say that peo-
ple are treated equally, it always implies equal treatment in a specific domain (e.g., 
income, opportunities, etc.). In other words, equality is always an equality of some-
thing in particular. I would like to focus on several particular dimensions of equality 
that I see as important specifically in the context of equality of deliberation. The 
general literature on equality and what it implies is incredibly broad and complex, 
and therefore, I simply identify elements of equality, as outlined by some research-
ers, which I consider relevant for the deliberative ideal and for my argument.

The first vital dimension of equality is equality of consideration. Equality of con-
sideration can be broadly defined as a value which implies that all participants of the 
deliberative process and their diverse perspectives are equally considered and treated 
in the same manner, regardless of participants’ position and social status outside of 
this process (Abdullah et al., 2016; Beauvais & Baechtiger, 2016; Mansbridge et al., 
2010; Sen, 1995). Such equality also, evidently, implies a certain neutrality – who-
ever manages, organizes or facilitates the deliberative process should not be biased 
toward participants and their views.

Anderson’s (1999) conception of equality adds another dimension that is relevant 
for deliberation. Equality should advocate for access to equal citizenship, meaning 
that citizens should have capabilities to stand as political equals and should justify 
their views and actions through arguments acceptable to others (Anderson, 1999, 
pp. 314, 319). Additionally, the third dimension of equality in deliberation should 
also establish the requirement for freedom from domination or oppression by others, 
which is highly necessary in the deliberative ideal – participants should be able to 
express their opinions safely, without the pressure to support a particular viewpoint 
and without their own views being undermined and disregarded (Anderson, 1999).

Finally, I would argue that in a deliberative context, democratic equality does, 
ideally, also presuppose equity, or the value of inclusiveness of diverse and relevant 
perspectives, alongside with, when necessary, a special attention to some vulner-
able groups in order for them to have an equal opportunity for input (Abdullah et al., 
2016; Beauvais, 2018). The democratic deliberative ideal strives for plurality and 
establishes that all groups affected by an issue in question should be included in 
deliberation, and therefore there cannot be true deliberative equality if there is no 
inclusiveness of these groups and their various standpoints (Abdullah et al., 2016; 
Beauvais, 2018; O’Flynn, 2007).

In summary, the democratic value of equality with regards to the deliberative 
ideal should include the following dimensions: to start with, opinions expressed 
by citizens should be given equal and impartial consideration. Citizens participat-
ing in deliberation should also stand as political equals and have equal capabili-
ties to express their views within a deliberative process. Furthermore, there should 
be no dynamics of oppression or domination that could prevent participants from 
openly communicating their points or could coerce them to express a certain view 
because they feel some kind of pressure to support it (Abdullah et al., 2016; Ander-
son, 1999; Beauvais, 2018; O’Flynn, 2007; Sen, 1995). Finally, marginalized and 
vulnerable groups should be included in such a way as to not be disadvantaged by 
other interest groups that might normally be more dominant: this might imply some 
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disproportionate oversampling of minorities, as one example (Abdullah et al., 2016; 
Beauvais, 2018; O’Flynn, 2007). These dimensions of equality are crucial and rel-
evant for the democratic practice of deliberation, and yet they are rarely put at the 
forefront when it comes to DDIs.

So, how could DDIs enhance democratic equality? I claim that, to begin with, 
digital tools could be extremely valuable in facilitating and moderating discussions 
in a truly equal way that is unachievable when you use human facilitators and mod-
erators. Facilitation in deliberation can be defined as structures and interventions 
that set the rules for communication and discussion in alignment with the delib-
erative ideal (Carcasson & Sprain, 2016; Dillard, 2013; Moore, 2012). Facilitators 
should, ideally, be neutral, in accordance with equality of consideration, and they 
should enable participants to engage in deliberation in an equal, meaningful and 
effective way – for instance, they must ensure that nobody dominates the discussion 
and that all participants have an opportunity to express themselves and their views, 
and have equal speaking time (Black et al., 2011; Epstein & Leshed, 2016; Moore, 
2012; Park, 2012; Ryfe, 2006; Trénel, 2009).

There is increasing evidence that the use of human moderators and facilitators 
in deliberative discussions can influence the views of participants and the general 
dynamics of deliberation. In other words, facilitators in such settings possess coer-
cive power (Dillard, 2013; Mansbridge et al., 2010; Park, 2012; Spada & Vreeland, 
2013). Of course, the state in which coercive power (including between participants) 
would be absent entirely is unachievable, and some coercion is even necessary to 
ensure an equal discussion and to keep order. But facilitators should not affect the 
actual views of participants, and we should strive to minimize coercive power as 
much as possible, using the minimization of coercive power as a regulative ideal to 
measure deliberative practice (Curato et al., 2017; Mansbridge et al., 2010; Spada & 
Vreeland, 2013).

Studies conducted by Spada and Vreeland (2013), Park (2012) and Dillard (2013) 
clearly demonstrate that, especially under certain conditions, human facilitators can 
have a significant influence on the views and behaviors of deliberation participants. 
Such influence can be exercised by facilitators through either expressing a prefer-
ence toward or undermining a certain opinion, thus violating equality of considera-
tion. This is especially true if a facilitator is perceived by citizens as an expert on the 
issue in question (Park, 2012). To add to this, even when facilitators have no special 
expertise on the problem, they can still have a substantial effect on deliberation. For 
instance, the experiment by Spada and Vreeland (2013) among students of a politi-
cal science class shows that, when facilitators do intervene in the deliberative pro-
cess by expressing specific views, their influence has a statistically significant effect 
on the expressed opinions/preferences of participants; in other words – they have 
significant coercive power.

It is possible to argue that recruiting truly neutral facilitators who would make a 
special effort to not exercise their power would solve the problem, and there is proof 
that the use of neutral facilitators increases perceptions of fairness of the process 
among participants. But the reality is that in many real-life deliberative initiatives, 
truly neutral human facilitators are rarely recruited. Partly because of the costs of 
such employment, facilitators are quite often selected from the members of the local 
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community, or they are volunteers from that community. This means that, even if 
provided with some training (which is also often not the case), these people una-
voidably have viewpoints on the issues in question and their own interest in the out-
comes of deliberative discussion (Spada & Vreeland, 2013, p. 3). Therefore, we can-
not fully rely on human facilitators to guarantee equality in deliberation.

This is where digital tools and AI can come in and assist us in designing mecha-
nisms that would help secure a more equal and impartial deliberation process, where 
participants and their viewpoints are better protected against domination. Unlike 
human facilitators, digital tools designed by independent specialists do not have a 
personal stake or interest in the debate. Of course, disposing of human facilitators 
entirely would be difficult (and undesirable), but digital technologies could defi-
nitely provide additional checks and balances and improve the quality of facilitation 
for the debates. It could naturally be argued that designing such a tool would be a 
costly investment, but, if we talk about cases where a DDI is already being imple-
mented and deliberation is from the beginning intended to take place digitally, then 
it makes total sense to invest in such a DDI that would, among other things, provide 
facilitation mechanisms for deliberation.

An AI system of a potential DDI could be designed in such a way that would 
enhance equality of deliberation by, for instance, keeping track of the speaking time 
for all participants and, therefore, preventing certain individuals from dominating 
the debate. This is especially important since there is evidence that in many delib-
erative initiatives there is a trend of vulnerable groups being undermined. For exam-
ple, gender inequality is one of such instances – it is known that women in delib-
erative contexts often tend to speak less than men, since group dynamics that form 
do not allow women to express themselves as freely and openly. Men end up with 
more speaking time, they are usually the ones dominating the discussion, and are 
perceived as having more authority in a group, unless women are oversampled or 
other mitigating steps are taken (Karpowitz & Mendelberg, 2014; Karpowitz et al., 
2012). Likewise, apart from women, other vulnerable groups are also often sidelined 
and excluded from deliberative contexts, as demonstrated by Wojciechowska (2019) 
in her article on intersectionality in democratic innovations.

Digital facilitation of deliberative practices could help mitigate these common 
dynamics of domination. Whereas for human facilitators it can be difficult to prop-
erly control the speaking time of participants (since they would likely feel like they 
cannot simply interrupt somebody who is in the middle of explaining themselves), 
regulating speaking time with technology would be much more easy and straightfor-
ward – people would know in advance and be able to observe how much time they 
have for expressing their viewpoint, and therefore they would not be able to domi-
nate the discussion by speaking overtime or interrupting others. This would allow 
for women and other vulnerable groups to express themselves more freely in a safe, 
more equal, and neutral environment.

It goes without saying that keeping track of speaking time might not be enough 
to give proper attention to vulnerable groups, and additional intervention might be 
needed to make their opinions heard. In these instances, AI would still be helpful not 
as a replacement of human facilitator, but as an assistance tool. It would relieve the 
human facilitator of the burden of managing the entire discussion and time-keeping. 
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Human facilitators could then concentrate on other tasks and put more of their effort 
into cases that would further enhance equality and equity. For instance, if it becomes 
evident that a certain marginalized individual or group might need some support 
(such as extra time) or encouragement to formulate their point and make it heard, a 
human facilitator would intervene, and otherwise they would focus on simply moni-
toring the discussion process, while digital tools assist with more mundane tasks.

AI-assisted DDIs could include content moderation, especially if deliberation is 
text-based (although it might, arguably, be possible with voice technology as well, 
which is now rapidly developing). Insults, threats or other aggressive rhetoric could 
be flagged by the digital system, and then either automatically removed or reported 
further to a supervisor – after all, such content moderation mechanisms are already 
widely employed by social media platforms, so there is no reason why they should 
not be tried out in DDIs (Landemore, 2022). Content moderation would also help 
to contribute to an environment where all users are treated as political equals and 
safeguarded against oppressive dynamics. Moreover, some elaborate AI systems are 
able to provide quite good summaries of what has been said/written. This could be 
an additional asset which would provide an opportunity to keep track of how the 
debate is going and which arguments were put forward. For instance, AI could sum-
marize previous discussion points to help both participants and the human facilitator 
to navigate deliberation process with more ease, or it could even create argument 
maps which would visualize the discussion.

Still, the question can be raised: how would DDIs aid the inclusiveness and 
equity aspect of equality, in other words – how to further ensure an equal participa-
tion of members of vulnerable, marginalized groups, so that they have a chance to 
properly express themselves and are not sidelined by others? After all, even if digital 
facilitation and allocation of equal speaking time can go a long way, it might not be 
enough, as was already mentioned. A partial answer to this could be that, as some 
studies have shown, people actually feel more free to express their own viewpoints 
in online spaces rather than face-to-face, and they are also more comfortable with 
discussing political disagreements (Rains, 2005; Stromer-Galley, 2003). Therefore, 
digital deliberation could allow members of vulnerable groups to be more outspoken 
and to have more influence on discussion. Content moderation and potential summa-
ries of discussion by an AI would also contribute to this, since it would create a safer 
environment and also help vulnerable individuals (as well as other participants) to 
keep track of arguments. Furthermore, as stated previously, even considering that we 
cannot fully rely on AI and human intervention is still necessary, digital tools would 
still make the task of any potential facilitator much easier and more manageable. 
Instead of having to keep track of all the details (such as not allowing interruptions 
and rudeness, measuring speaking time, summarizing arguments), human facilita-
tors could concentrate on simply keeping an oversight over technology and ensuring 
equity, inclusiveness and special intervention, when necessary.

AI tools could also be used for the recruitment of participants if you have an 
online pool of people to select from. Algorithms could be used as a way to increase 
inclusiveness and ensure that marginalized groups are sufficiently represented, 
depending on the problem under discussion and the goals of deliberation. In some 
cases, that might imply, for example, oversampling of a certain group (e.g., women), 
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and there is empirical evidence that using certain software can help increase gender 
inclusiveness (Vorvoreanu et al., 2019). It is also crucial that for some vulnerable 
groups deliberation via the digital means might provide easier access to delibera-
tion – think of people in more remote areas, people with mobility issues or other 
people that simply would not have time to take part in an in-person deliberation. 
In this manner, DDIs could make the recruitment process, as well as participation, 
easier and more inclusive. Digital tools and AI assistance could help improve the 
dimension of equality and equity in deliberation, which requires inclusiveness and 
sufficient representation of all relevant and diverse perspectives.

Despite its potential, the limits of AI must be acknowledged and taken into 
account by any designer or organizer of a DDI initiative. Many researchers have 
rightly pointed out that AI is not a neutral tool (Crawford, 2021). AI systems are 
developed by people with their own biases which often find their way into the devel-
opment process, and AI also learns from the biases incorporated into the data that 
it is trained on (Crawford, 2021; Ekstrand & Kluver, 2021; Ekstrand et  al., 2019; 
Shortall et al., 2022b). In addition, developers of AI and digital software typically 
belong to more powerful demographic groups – they are often relatively young, 
white, educated males, which creates an additional layer of potential biases and 
non-inclusive tendencies that might affect digital tools (Shortall et  al., 2022a; 
Wojciechowska, 2019). Even when the platform or tool position themselves as neu-
tral, in reality, they are quite often biased against certain groups, or help to serve 
certain interests (Floridi et al., 2018; Pasquale, 2015, 2016).

This is exactly the reason why I argue that AI facilitation should not be seen as a 
replacement for humans, but as an assistant tool that would make the job of human 
facilitators easier by taking over certain tasks from them. Replacing human facilita-
tors with digital moderation would be undesirable not only because of feasibility 
issues and AI biases, but also because empirical research shows that people tend 
to prefer moderation that includes human intervention (Gorwa et al., 2020; Ozanne 
et al., 2022; Wojcieszak et al., 2021). As was already mentioned, human facilitators 
are sensitive to contextual nuances and human dynamics that AI is unable to rec-
ognize, and these nuances are very important in deliberation, especially if we think 
about marginalized and vulnerable groups (Alnemr, 2020).

In order to further combat potential biases of AI, other strategies can be imple-
mented. For instance, any AI tool that is planned for use in deliberative citizen par-
ticipation should be designed and scrutinized with democratic values in mind from 
the start. Ultimately, AI tools should not only be functional, but they should be cre-
ated with the goal of advancing democratic values such as equality. In order to make 
that possible, the practices of involving marginalized and vulnerable groups in the 
design could be implemented. By co-designing the platform and digital tools with 
members of the relevant community and citizens from vulnerable groups, DDIs and 
related AI tools could become more aligned with democratic principles (Allegretti, 
2021). Other strategies to create democratic AI can also be envisaged. It is possible 
to imagine certain evaluative/ethical committees that could help to ensure that AI is 
aligned with democratic values. It is also necessary to continuously study AI imple-
mentation and its interaction with people, including (and especially) in participatory 
and deliberative processes (Floridi et al., 2018; Matias, 2023). More research should 
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be conducted on this topic, as we are currently still at the beginning of this journey. 
Even so – AI facilitation combined with human one can be beneficial for advanc-
ing equality, and therefore challenges should not prevent researchers and practition-
ers from attempting to implement it. The more these practices are implemented and 
studied critically, the easier it will be to combat their weaknesses, which can now be 
counterbalanced by combining AI facilitation with human facilitation.

In summary, arguments presented in this section demonstrate that, despite their lim-
itations, DDIs and AI moderation tools have the potential to contribute to a more equal 
deliberation. They can facilitate deliberative discussion in a more neutral fashion, 
and to minimize the effect of power dynamics. Facilitation with digital tools can also 
encompass automated content moderation of participants’ contributions (Landemore, 
2022). Even though human facilitation is still necessary – AI tools could help make 
the job of human facilitators much easier. Furthermore, digital deliberation could pos-
sibly enable citizens from vulnerable groups to be more comfortable with speaking up 
and provide them easier access to participation (Rains, 2005; Stromer-Galley, 2003). 
Recruitment practices could also become more accessible via digital means – DDIs 
could contribute to a more convenient recruitment of necessary samples of partici-
pants. Thus, equality in deliberation could be significantly enhanced through DDIs, 
and therefore it is worth exploring this benefit of DDIs further. Equality is a vital dem-
ocratic principle in and of itself, but it is also instrumental to the democratic value of 
deliberation. Therefore, it deserves more attention in regard to innovative democratic 
practices and, specifically, DDIs. If digital technology could help us advance the value 
of equality, and therefore potentially advance democracy – such a possibility is defi-
nitely worth exploring, even if it comes with its own challenges.

4  Conclusion

In this paper, I have analyzed arguments in support of transferring deliberative par-
ticipatory initiatives into the digital sphere. I started by outlining the importance of 
DDIs for modern developments of democracy. I then also explained what delibera-
tion is, and why deliberation is an essential democratic value that should be consid-
ered when it comes to DDIs. I then went on to discuss whether the process of delib-
eration could be enhanced with the assistance of digital tools.

The first argument in support of digital deliberation that I engaged with was the 
argument of scale. Even though digital tools could indeed help us scale up citizen par-
ticipation via such means as argument maps and mass online deliberation techniques, I 
emphasized that scaling up, in this case, not only comes with problems of inclusiveness, 
but also inevitably leads to the simplification of the deliberative process itself and to a 
more superficial engagement with the arguments. (Hilbert, 2009; Klein, 2007, 2012; 
Landemore, 2022; Landwehr, 2010; Spada & Klein, 2015). Therefore, even if scaling 
up can be useful in certain instances, it often also leads to a certain loss of deliberation 
benefits. This does not imply that digital scaling up has no useful potential, but it does 
mean that when we think about deliberative processes and their benefits, we should be 
critical of scale as the main motivation behind digitalizing those processes.
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The second argument was that of transparency of deliberation done through DDIs. 
It is true that online tools can provide easier communication of and access to nec-
essary information (such as materials on the topic, deliberation outcomes, etc.) for 
both participants and organizers of deliberation. What is more, DDIs could also 
make deliberations more publicly visible by providing non-participating citizens an 
opportunity to easily observe deliberations and get an overview of their results, there-
fore potentially also encouraging these citizens to also join deliberative initiatives in 
the future (Berg et al., 2021; Heller, 2011; Przybylska, 2017; Yang, 2006). Overall, 
digital transparency could be useful in supporting a lot of the processes surrounding 
deliberation. Still, deliberation through DDIs also comes with significant privacy and 
security risks, since sensitive information about participants would be stored on the 
platform (Ford, 2021; Gonçalves et al., 2020; Van Dijck, 2014). Though these risks 
can be mitigated by new technological developments (e.g., blockchain), more experi-
ence and research should definitely be done on implementing these new solutions in 
the realm of DDIs, which also sketches a new important line of research (Ford, 2021).

Finally, I looked at the potential of DDIs to enhance equality in deliberation. I 
emphasized that equality is a basic democratic value that is also intrinsically impor-
tant for deliberation, and therefore I argued that it deserves specific attention when we 
engage with the topic of deliberative DDIs and their possible benefits and downsides. 
I outlined relevant dimensions of equality, and I demonstrated that digital technolo-
gies could indeed be helpful in enhancing this value. To start with, they could help 
facilitate deliberative discussions in a more neutral way, counterbalancing some issues 
related to human facilitators, who can be biased and can at times affect deliberation 
process with coercive power (Spada & Vreeland, 2013). Even if abandoning human 
facilitation completely is neither desirable nor possible, digital tools could assist 
human facilitators immensely by taking away the burden of a variety of tasks and 
helping to preserve neutrality. Digital tools could make sure that citizens are allocated 
equal speaking time and are not disrupting other participants, therefore neutralizing 
dynamics of domination and oppression. Additionally, an AI solution could assist with 
content moderation and providing useful summaries of discussions and arguments 
(Landemore, 2022). Deliberation via DDIs could also be beneficial for the inclusion 
of marginalized and vulnerable groups – thanks to a lack of interruptions and neutral 
facilitation, vulnerable individuals might be more free to express themselves and their 
perspectives (Rains, 2005; Stromer-Galley, 2003; Stromer-Galley et al., 2012). Moreo-
ver, in terms of inclusiveness, it can also be easier for some vulnerable groups to join 
deliberations online, rather than spend their time and limited resources on joining in 
person. Lastly, recruitment and sampling of sufficiently diverse groups of participants 
for deliberation could also be made more convenient with the assistance of DDIs, 
which would also contribute to a better quality deliberation.

Questions that could be addressed by further research may include, but are not 
limited to, reflections on what methods could be employed to ensure AI facilitation 
in deliberation is up to democratic standards, how we could further ensure that DDIs 
are inclusive (and not only in their internal processes, but also in their outreach), 
investigations on the ecosystems of DDIs and the contextual factors which are ben-
eficial for their development; and adequate responses to the digital divide.
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Our societies still tend to move toward more, rather than less, digitalization. There-
fore, the question of deliberation with DDIs is not a question of whether it should 
develop – because, with more and more digital initiatives being tried out, it unavoid-
ably will. It is a question of trying to understand how deliberation with digital tools 
should be organized and which elements of deliberation technologies could actually 
enhance and support best. There is also no implication that practices of non-digital 
deliberation should be abandoned in favor of complete digitalization or that the two 
systems (digital and non-digital) cannot coexist, but it is important to understand 
the potential strengths, as well as pitfalls, of deliberative DDIs (Elstub and Esco-
bar, 2019). Of course, as was mentioned, much more thinking and research into the 
concrete practices of digital deliberation is needed, but this paper contributes to our 
understanding of what elements of deliberating through DDIs deserve special atten-
tion and how they can help us advance democracy and democratic values further.
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