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Abstract
In this paper, we discuss the relation between recent philosophical discussions about 
meaning in life (from authors like Susan Wolf, Thaddeus Metz, and others) and the 
ethics of artificial intelligence (AI). Our goal is twofold, namely, to argue that con-
sidering the axiological category of meaningfulness can enrich AI ethics, on the one 
hand, and to portray and evaluate the small, but growing literature that already exists 
on the relation between meaning in life and AI ethics, on the other hand. We start 
out our review by clarifying the basic assumptions of the meaning in life discourse 
and how it understands the term ‘meaningfulness’. After that, we offer five general 
arguments for relating philosophical questions about meaning in life to questions 
about the role of AI in human life. For example, we formulate a worry about a possi-
ble meaningfulness gap related to AI on analogy with the idea of responsibility gaps 
created by AI, a prominent topic within the AI ethics literature. We then consider 
three specific types of contributions that have been made in the AI ethics literature 
so far: contributions related to self-development, the future of work, and relation-
ships. As we discuss those three topics, we highlight what has already been done, 
but we also point out gaps in the existing literature. We end with an outlook regard-
ing where we think the discussion of this topic should go next.

Keywords  Meaning in life · Artificial intelligence · AI ethics · Self-development · 
The future of work · Relationships

1  Introduction

Imagine for a moment that the prognoses of some AI utopians have come true: 
namely, that we live in a world in which many, or perhaps most, of our daily labori-
ous decisions have been either outsourced to decision-support systems or at least 
recommended by them, and that most of the burdensome things we previously had 
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to do ourselves are now done for us by robots and other smart AI technologies. 
Imagine what a day in someone’s life might look like.

Breakfast would be recommended for this person by a combination of a smart 
fridge (which makes sure that the right foods are always available) and an app on 
their smartphone—so there is no need to make a decision about what to have for 
breakfast. Normally, this person now would start to work at home, but today they 
leave their home-office and are driven to their workplace by a self-driving car, 
which not only drives them to work, but also recommends a quick stop at the gym 
on the way there (because the smart car seat can tell that this person has gained a 
small amount of weight), and the person obliges. Once they arrive at the workplace, 
their work mostly consists of monitoring the behaviour of various robots and other 
AI systems, and agreeing to suggestions made by recommender systems, where a 
human needs to take responsibility for what the AI technologies suggest or do.

After work, this person is informed by an app on their phone that it would be a 
good idea to send flowers to their romantic partner, along with a text message gen-
erated by a large language model, saying something the partner is likely to enjoy 
hearing—the only thing our imagined person has to do is to choose from a menu 
of possibly appropriate answers. Most days in this person’s life follow this pattern: 
they do not have to engage in much creative thinking, come up with ideas, think 
about alternatives, or do much planning—most aspects of their life that previously 
involved using their own intelligence have been outsourced to different forms of 
AI technologies. Others which have not been outsourced are optimised: instead of 
calling a human friend, this person often simply talks with a chatbot that has been 
optimised to simulate the kind of relationship interaction they are most comfortable 
with. They only see their romantic partner on days when the recommender system 
they both use predicts that they are in the right mood to see each other, so that each 
interaction is optimised to go well.

Can we describe such a life as one that deserves praise, pride, and admiration? 
Is it a life that is important, significant, and perhaps connected to ‘higher values’? 
In short, is such a life a meaningful life?1 Intuitively, these (and related) questions 
about meaningfulness are pressing for many people. Yet AI ethics as a discipline 
has typically not paid much attention to such questions, but has primarily focused on 
other issues instead. It is only recently that some ethicists have come to see that the 
idea of meaning may be of help in broadening the discussion and addressing some 
of the main challenges in the field.

We explore this new trend by providing a critical mapping of  the main topics 
in AI ethics with respect to which the idea of meaningfulness is gaining more and 
more attention. Additionally, we formulate five key arguments about why AI is rel-
evant to issue of meaning in life. In other words, this paper is partly a literature 
review, which highlights key contributions that have recently been made regarding 
the relation between meaningfulness in life and AI. At the same time, the paper also 

1  This is of course solely an initial intuitive approximation, which might be enough at this stage in order 
to have a glimpse what ethicists in the discourse have in mind when they talk about meaningfulness. For 
a more elaborated description of what can and has been described as meaningfulness, see Sects. 2 and 3.
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seeks to articulate general arguments for why meaning in life should be a significant 
topic within AI ethics, doing so at a higher level of abstraction than has so far been 
done in the AI ethics literature.

We proceed as follows: after distinguishing between narrow and broad concep-
tions of AI ethics and motivating including the notion of meaning in life in broader 
discussions of AI ethics (Section  2), we clarify what talk of ‘life’s meaning’ and 
of cognate terms mean according to the protagonists in the meaning in life debate 
(Section 3). We note especially that one of the driving forces behind the new trend 
is the idea that the term ‘meaningfulness’ includes senses that differentiate it from 
other axiological categories, particularly ‘self-interest’ and ‘moral rightness’. Next, 
we articulate our five general arguments that demonstrate how questions of mean-
ingfulness arise from our use of AI technologies (Section  4). Some of these five 
arguments are generalizations of more specific arguments found in the literature, and 
are intended to offer a general case for the research program of exploring meaning in 
life in the context of AI ethics. With those five basic key arguments in place, we then 
turn to the current literature and consider  the category of meaningfulness in rela-
tion to AI technologies in three contexts (Section 5): personal self-development, the 
workplace, and social relationships. We will make our way through these areas by 
commenting on the main materials available (e.g. recent papers and books) and out-
lining the most common arguments.2 We end with three high-level observations that 
are meant to pave the way further research on meaningfulness and AI (Section 6).

2 � AI Ethics and Meaning in Life

‘Artificial intelligence’ (AI) is a general term that refers to technologies that can 
perform or take over tasks normally associated with intelligent human behaviour, 
including but not limited to learning through interaction with one’s environment and 
the optimization of one’s goal pursuit (Dignum, 2019). This general idea can be and 
has been interpreted in various different ways. According to Alan Turing’s (1950) 
famous way of approaching this topic, we create ‘thinking machines’ if we create 
machines that are able to imitate intelligent human behaviour. In contrast, the team 
of scientists who coined the term ‘artificial intelligence’ in a 1955 research pro-
posal spoke about creating technologies that simulate intelligent behaviour (McCa-
rthy et  al., 2006). More recent definitions—such as the one in Stuart Russell and 
Peter Norvig’s (1995/2020) influential textbook Artificial Intelligence: A Modern 

2  We limit our focus mainly to books and papers published within last 15 to 20 years in the so-called 
meaning in life discourse. Of course, there are more thoughts on meaningfulness in the history of philos-
ophy, especially if one considers the implicit talk and thought on meaningfulness; however, those must 
be part of another, more encompassing project. We also restrict our overview to English and German 
sources, mainly in analytic philosophy. On the one hand, we are most familiar with those, but on the 
other, we also lean towards the position that those resources are, as far as we know, the most elaborate 
and systematic in which you can find explicit thoughts on meaningfulness, especially as it relates to AI. 
For some further comments on the literature that we include, see Section 5.1.
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Approach—typically understand AI in terms of the creation of artificial agents.3 In 
general, then, AI refers to technologies that can either really be intelligent (whatever 
that would mean) or that could imitate or simulate intelligence, and/or technologies 
that can be seen as a form of artificial agents.

AI ethics is the study of ethical questions related to AI technologies. Without 
question, it is one of the hottest sub-fields within contemporary applied ethics. Many 
topics are explored, from different theoretical perspectives, and with different aims. 
Many contributions to AI ethics focus primarily on somewhat narrow questions 
about what is wrong or unjust about certain ways in which AI technologies might be 
used, for example, because they violate privacy, create injustice (e.g. due to biases 
in data) or cause harm (e.g. people being harmed by self-driving cars or military 
robots) (for overviews, see Tegmark, 2017; Coeckelbergh, 2020; Müller, 2020; Gor-
don & Nyholm, 2021; Heinrichs et al., 2022). Key questions concern what is mor-
ally acceptable or unacceptable about possible uses of AI technologies, along with 
questions about who should be held responsible when AI technologies cause harm 
or injustices. These are important ethical challenges and issues. Nevertheless, some 
ethicists have more recently begun to feel that this is not all that can be said about 
the value or disvalue of AI technologies.

Some argue that we need a broader approach, which also asks questions about 
what role(s) AI might play within a good human life—both whether AI might 
threaten our opportunities to live good human lives and whether AI might create 
new forms of opportunities to live good human lives (e.g. Chalmers, 2022; Danaher, 
2019a; Nyholm, 2023; Tasioulas, 2022). Within this broader ethical discussion of 
AI, some authors have begun discussing the effects that AI might have on meaning-
fulness—including whether AI threatens, or might open up new types of opportuni-
ties for, meaning in life (see the cited literature in Section 5 below).

This broader view on AI ethics is in line with a ‘bigger’ development that has 
taken place within the last 15–20 years in normative ethics, which is also spreading 
into other areas of applied ethics. In philosophical circles, it is formally known as the 
debate on meaning in life. Authors such as Susan Wolf (2010) and Thaddeus Metz 
(2013) have undertaken highly influential groundwork on this topic (for an overview 
of the field, see Metz (2013), Rüther (2021a, b), and the contributions in Landau 
(2022)). Many researchers are also now trying to apply the category of meaning-
fulness to topics debated in applied ethics, for instance regarding life and death in 
medical contexts (see for an overview Metz, 2022), animal ethics (see Purves & 
Delon (2018) and Monsó et al. (2018)), technological manipulation (Nyholm, 2022) 
and even climate ethics and the discussion about responsibility to future generations 
(Campbell & Nyholm, 2015; Kauppinen, 2014; Scheffler, 2018).

3  An agent, according to this way of thinking, is any system or entity that pursues some goal or set of 
goals in a way that is responsive to its environment. This allows for the possibility of more or less sophis-
ticated forms of agents, which can be differentiated with reference to further capacities, such as capaci-
ties for learning, degrees of flexibility across domains, creativity, and so on. See Russell and Norvig 
(1995/2020).
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3 � Conceptual Clarification: Meaning in Life

What do contemporary ethicists have in mind when they say that a life or some 
activity is more or less meaningful? On a semantic level, the field essentially 
understands ‘meaning’ as referring to something that is good for its own sake, 
which can be exemplified by a human’s life, or some aspect of their life, to a 
variable degree. That sort of personal meaning is, for many authors, opposed to 
a purpose that could be conferred on humanity by something external to it, such 
as God as conceived of in the Abrahamic faiths. Many ethicists thus distinguish 
between meaning ‘in’ a life, by which they mean a non-instrumental value that 
makes an individual’s life more desirable in a distinctive way, and the meaning 
‘of’ life: a cosmic end that might be ascribed to humanity or the universe as a 
whole (e.g. Wolf, 2007, p. 63; Seachris, 2013, pp. 3–4).

On a normative level, the essential claim of the field is that meaning is nei-
ther identical to, nor fully subsumable under, the standard axiological parame-
ters (Metz, 2013; Wolf, 2010). Many, for instance, contrast meaning with narrow 
self-interest. This means that, quintessentially, for a person to acquire meaning in 
their life, they must focus not solely on themselves, or at least not their own sub-
jective well-being, but instead orient their life ‘outwardly’. This can be realised 
through many different activities. However, many ethicists seem to agree on typi-
cal examples, such as rearing children with wisdom, being in a well-functioning 
romantic relationship, volunteering for a charity, demonstrating a refined skill to 
others, advancing knowledge through science, or creating works of art (see Lan-
dau, 2022, introduction).

Given such examples, there have been attempts to subsume the main sources 
of meaning in life under the categories of ‘the True, the Good and the Beautiful’ 
to pinpoint the main directions a meaningful life could take (see Metz (2011)). 
This does not imply that different facets of self-interest cannot play a role in a 
meaningful life (see for an overview of the options Rüther and Muders (2016)). In 
fact, one of the main protagonists of the field, Susan Wolf, has proposed an influ-
ential hybrid theory in which not only objective values must be present to create 
meaningfulness, but also a subjective counterpart, which she describes as love 
of or engagement with what is valuable (see Wolf (2010), and a summary of the 
view in Wolf (2010), also Johansson and Svensson (2022)). Even on such hybrid 
theories, meaningfulness is at least partly an autonomous notion, and not identi-
cal with the narrower category of self-interest.

What about other standard normative parameters, such as morality? The rela-
tionship between meaning and morality is complicated, but most ethicists in the 
field hold that certain moral deeds or omissions will have a significant effect on 
how meaningful a life is (see for the different options Kipke and Rüther (2019)). 
Some, for instance, claim that a person letting others suffer needlessly or treating 
them merely as a means to their own pleasure is not only morally questionable, 
but also lacks meaning, or is even meaning-reducing (see the discussion about the 
concept of ‘anti-meaning’ in Campbell and Nyholm (2015), Nyholm and Camp-
bell (2022) and Scripter (2022)).
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Even in the strongest attempts to link meaning and morality, however, the com-
mon ground of the field is that an axiological residue remains. Morality might have 
some significant effect on meaningfulness, but it is not sufficient in order to describe 
all aspects of a meaningful life. This ‘further aspect’ is controversial. Naturally, 
many stress an orientation towards ‘higher values’, as indicated by the expression 
‘the True, the Good, and the Beautiful’, but how this can be put more systematically 
is one of the crucial questions of the field. Here, the options in the debate reflect the 
options that we are familiar with from more general discussions in moral philoso-
phy. There are consequentialist approaches which stress that meaningfulness is tied 
to outcomes in meaningful areas (e.g. Bramble, 2015; Singer, 1996; Smuts, 2013), 
whereas what might be called deontological approaches typically stress certain fac-
ets of meaningful actions, such as someone’s intentions to orient themselves towards 
meaningful endeavours (Metz, 2013; Rüther, 2023; Wielenberg, 2005; Wolf, 2010).

More can be said—for example, about monistic or pluralistic approaches (Tay-
lor, 1999; Thomas, 2005), the nuances among more or less meaningful lives and 
activities (Levy, 2005), or the intersection between psychological and philosophical 
research on meaningfulness (Schnell, 2021). However, for the sake of the present 
discussion, it will suffice simply to note that meaning involves at least a form of 
partly autonomous, non-instrumental value in a person’s life, that comes in degrees, 
and that involves an orientation towards values beyond oneself, such as within the 
realm of ‘the True, the Good, and the Beautiful’.

4 � Why Consider Meaningfulness in AI Ethics? Five General 
Arguments

What we have said so far leaves open the question of why it might be fruitful to 
connect contemporary debates on meaningfulness within philosophy more gener-
ally to AI ethics in particular. We therefore now wish to offer five general, schematic 
arguments for why AI and its different uses raise philosophical questions, and put 
pressure on, widely shared ideas about what is involved in living a meaningful life. 
Some of these five arguments generalize ideas/arguments that have been discussed 
in more specific versions in the existing literature. However, none of the contribu-
tions in the debate that we discuss below have attempted to offer a set of general 
arguments for why AI ethics should incorporate discussion of the idea of meaning-
fulness in life in the way that we do here. Accordingly, a key contribution of this 
article is to articulate these general arguments for why AI ethics, broadly conceived, 
should concern itself with the notion of meaning in life.

A first argument departs from the observation that, according to at least one com-
mon definition of AI, artificial intelligence is created in order for technologies to 
take over—either partly or fully—tasks that humans previously used to perform 
with the help of their natural intelligence (Coeckelbergh, 2020; Müller, 2020; Gor-
don & Nyholm, 2021). If those tasks are things that we find meaningful—and we 
hand them over to AI technologies—then we give away tasks that help to make our 
lives meaningful. Accordingly, unless there are other things we could do instead, 
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which are also meaningful, we might thus create what might be called meaningful-
ness gaps or gaps in meaning.4

That first type of argument can also be flipped around into a second argument: if 
there are activities that we use our intelligence to engage in, but those are activities 
that we find meaningless, and AI systems can take over those activities and thereby 
free up time for us to engage in other more meaningful activities instead—well, then 
the AI could be seen as a meaning-booster or meaning-enabler. This requires two 
things: first, that there are certain activities we now engage in that involve a kind 
of opportunity cost in relation to other more meaningful things we could be doing 
instead; and secondly, that AI technologies could take over those less meaningful 
activities while not taking over any of the activities that we do find it meaningful to 
engage in ourselves.

A third argument is based on another possible way of thinking about AI and how 
we relate to AI technologies: namely, the idea that we might expand what we are 
able to do or what we are able to achieve (as individuals or as groups) by using 
new AI technologies (Vold, 2015; Hernández-Orallo & Vold, 2019; Smids et  al., 
2020). If what we become able to achieve (as individuals or as groups) is of value 
and something it is meaningful to achieve, then the introduction of AI technologies 
might create opportunities for doing meaningful things. Or, alternatively, if we see 
ourselves as acting through or via the AI technologies we create, and we see the 
AI technologies as extensions of our own minds or extensions of our own agency 
(Clark & Chalmers, 1998; Vanzura, 2021)—and, moreover, we think that the things 
we do without our new extended minds/agency are meaningful—then this might be 
yet another way in which AI technologies create opportunities for meaning or even 
generate new forms of meaning in life.

A fourth argument is connected to another way of thinking about AI technolo-
gies—or about a sub-set of AI technologies, such as social robots and advanced 
chatbots—namely, as a form of artificial persons (Smith, 2021; Wareham, 2020). If 
we think of relationships with other persons (e.g. with our fellow human beings) as 
a source of meaning in life, and we think that some AI technologies (social robots or 
chatbots, etc.) can be a kind of person, then there is a potential for meaningful rela-
tionships with these AI persons. Of course, at present, most AI researchers (includ-
ing computer scientists, philosophers, and others) are highly sceptical about the idea 
of AI technologies as being some form of persons (see Nyholm, 2023: Chapters 
eight and nine). However, some take the possibility of AI persons seriously, and it 
is possible that more and more people (including more AI researchers) will take this 
idea seriously in the future.

4  This is parallel to one way of explaining the argument about why AI might create responsibility gaps: 
if AI systems take over tasks that humans need their intelligence to perform, and those are tasks for 
which human beings had previously been responsible, then this might open up a gap in responsibility, 
since the tasks that intelligent and morally responsible humans were previously responsible for are taken 
over by artificially intelligent but not morally responsible AI technologies (Nyholm, 2023: Chapter Five). 
In the same way, if AI systems take over tasks that were meaningful for human beings, then unless those 
human beings can do other things that are meaningful instead, a gap in meaning may have arisen as a 
result.
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Here, of course, a fifth argument presents itself, since the opposite view is also 
possible: while AI technologies such as social robots or chatbots might appear to 
provide opportunities for meaningful relationships, they may in fact not be entities 
with which we can have truly meaningful relationships (cf. Misselhorn, 2021; Tur-
kle, 2011: Chapter Seven). We may instead, according to this perspective, fall victim 
to deception and false hopes of meaningful relationships with these artificial agents. 
We will address more specific versions of this worry below.

In summary, there are at least five significant ways of thinking about AI and its 
relationship with meaningfulness (in very general terms), as illustrated in this text 
box:

Text box 1:

Five general reasons for taking questions about meaning in life seriously within AI ethics:
• AI technologies might be considered as technologies that take over tasks that humans need their intel-

ligence to perform—which means that if those tasks are meaningful, then AI might take meaningful 
activities away from us, potentially creating gaps in meaning

• AI might take over meaningless tasks and free up time during which we could engage in meaningful 
activities

• AI might function as extensions of our minds or our agency—meaning that if we become able to 
do new things—or achieve new things—that are meaningful with our new ‘extended minds’ or our 
extended forms of agency, then AI might enable us to do or achieve meaningful things we could not 
achieve without AI

• AI might involve technologies that can be viewed as a form of artificial persons (e.g. social robots or 
chatbots)—so that relationships with these AI persons might potentially be seen as meaningful forms 
of relationships

• AI technologies might be a form of apparent, but not real or not sufficiently real artificial persons—so 
that relationships with these apparent AI persons are actually much less meaningful than relationships 
with the real persons or animals with whom we could have more meaningful relationships instead

5 � The Concept of Meaning in the AI Ethics Literature

5.1 � Some Preliminaries

Various things can be assessed when it comes to judgments about meaningfulness, 
including, but not limited to, whole lives, parts of lives, activities within lives, ways 
of relating to oneself, relationships with other people, relationships with non-human 
animals, relations to nature and the universe as a whole, religious practices and so on. 
We will not discuss every possible object of meaningfulness judgments here, but will 
focus on three main potential loci of meaning: self-development, work, and human 
relationships. There are two reasons for the selection. First, there has been at least 
some academic debate about all three areas. Second, and more importantly, all three 
are intuitive and clear candidates as sources of meaning.

A further key thing to note regarding what follows below is that one can distinguish 
between more or less direct contributions to the subject of meaning in life and AI in the 
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existing literature. The most direct type of contribution are papers, books, or other con-
tributions that explicitly set out to discuss the effect of AI on meaning in life—a litera-
ture that is growing, but where not a great deal has yet been written. A second, indirect 
kind of contribution to the literature on AI ethics are contributions that are not explicitly 
primarily about the effect that AI has on meaning in life, but which nevertheless are 
closely enough related to this topic that it makes sense to engage with them in research 
on AI and meaning in life. One example is papers that talk about certain forms of tech-
nology where it is debatable whether we should count those technologies as forms of 
AI, but where the discussion nevertheless can be seen as having implications for how 
we should understand the relationship between AI and meaning. Another example is 
papers about AI and its effect on human life, which do not necessarily explicitly dis-
cuss the concept of meaning in life, instead discussing some other concept instead, but 
where that concept under discussion has a clear bearing on the issue of meaning in life.

5.2 � AI and Meaningful Self‑Development

We start here with AI, meaning, and self-development, because one of the only two 
book-length treatments of AI and meaning in life that we are aware of—namely, a 
book published in German by the philosopher Richard David Precht—starts by 
announcing (in our translation) that it ‘is an essay by a philosopher, who asks him-
self, what artificial intelligence does to our human self-conception and how it [AI] will 
influence our future self-realization’ (Precht, 2020, p. 6). This book—the title of which 
can be translated as Artificial Intelligence and the Meaning of Life: An Essay—goes on 
to associate the development of AI with a transhumanist agenda that Precht thinks is 
prominent in Silicon Valley—an agenda towards which Precht takes a very sceptical 
stance (cf. also for more scepticism in this regard Nida-Rümelin & Weidenfeld, 2022). 
The book rests on a subjectivist conception of meaning in life—that is, the view that 
whether life or some aspect of life is meaningful depends on whether it is experienced 
as meaningful by the person whose life it is—and Precht offers a sceptical take on 
whether AI and other advanced technologies coming out of Silicon Valley will help 
to promote, or are intended to enable people to experience, a sense of meaning in life.

Precht argues that the development of AI technologies is not only part of a suspicious 
transhumanist agenda, but also that the development of these technologies is mostly 
driven by an excessive form of capitalism: that is, AI technologies are not developed, 
according to Precht’s analysis, because they will improve people’s lives, but rather to 
maximise the profits of the tech companies that make use of these technologies. The 
connection to meaning in life here, then, is related to the broadly Marxist idea that exces-
sive capitalism leads to a sense of alienation and a diminishment of the sense of meaning 
in life. The book is also ultimately a sustained articulation of a deep scepticism regarding 
the motives and ideologies of various leading figures in the tech world (e.g. Ray Kur-
zweil), as well as in academic discussions of AI and AI ethics (e.g. Nick Bostrom).

As we see things, Precht’s book is interesting, but it is ultimately more of a broad 
criticism of the Silicon Valley mentality than an engagement with the specific ques-
tions we are interested in about the relationship between meaning in life and AI, 
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which we think should be given more attention in AI ethics. Furthermore, the book 
makes no effort to determine whether there are any circumstances under which AI 
could have a positive impact of any kind on meaningfulness in life. It is thus a some-
what one-sided, and negative, analysis.

A related contribution to the literature discussing similar questions—viz., tech-
nologies for enhancing humans and effect on meaning in life—which does so by 
both examining threats to meaning and opportunities for meaning created by tech-
nologies that can be used for self-development, is a paper by John Danaher (2014), 
in which he discusses what he calls the ‘hyperagency’ worry related to technology 
and meaning in life. Danaher is one of the most prominent contributors to the lit-
erature on AI and meaning in life, and is, among other things, the author of the sec-
ond book-length treatment of the topic of AI and meaning in life mentioned above. 
Danaher’s (2019a) book is called Automation and Utopia, and focuses on both the 
subject of AI and self-development that we are considering in this sub-section, and 
the subject of AI and work, which we will address in the next sub-section. The ear-
lier paper about ‘hyperagency’ was not specifically written in terms of AI’s effect 
on meaning in life. The discussion is rather about technologies for ‘human enhance-
ment’ and their impact on meaning in life. If we are to believe Precht’s conclusion 
that AI is at least sometimes, if not often, associated with transhumanist ideas, how-
ever, then Danaher’s (2014) paper is at least clearly an indirect contribution to the 
subject of AI and meaning in life, since human enhancement is the main goal of 
those who are interested in transhumanism.

What is the main idea in Danaher’s paper, and what does the expression ‘hypera-
gency’ refer to? ‘Hyperagency’ refers, roughly speaking, to the idea that advanced 
technologies extend the range of things in life over which we can exercise agency, 
and/or that are under our human control. Some critics of human enhancement have 
argued that this is a threat to meaning in life, because some parts of meaning in life 
derive from aspects of life that we cannot control or exercise agency over, but which 
are instead are a type of gift or things we should accept as they are (e.g. Sandel, 
2007 and in this line also: Hauskeller, 2011). Danaher’s response to this is that hav-
ing greater powers and more extensive agency can enable us to do more good—and 
Danaher argues that doing good is part of what makes life meaningful.

This could be relevant to AI and meaning, because AI might widen the range of 
things in life over which we have control, or over which we can exercise agency. 
This might be a threat to meaning in life if it is meaningful to lack control or agency 
with respect to an important range of goods in life. On the other hand, this might 
enhance meaning in life if having more control and a wider range of things over 
which we can exercise agency enables us to do more good, which could be seen 
as being part of what is meaningful in life (e.g., under the trias of meaningfulness 
goods relating to ‘the True, the Good, and the Beautiful’).

In summary, then, an interesting difference between the two authors who have 
produced the only book-length treatments of meaning and AI is that one of them 
(Precht) approaches this topic via a form of ideological critique of the mind-
sets of those who are most enthusiastic about AI, whereas the other (Danaher) 
approaches the topic via arguments about what exactly technologies can and can-
not do in relation to the more specific goods or specific constituents associated 
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with the general idea of meaning in life. We are more interested here in the type 
of question that Danaher explores, since it allows a more nuanced evaluation of 
meaningfulness and AI technologies.

In this regard, though, there is still a long way to go. Little has been published 
on this topic so far. But there are several directions which might be fruitful. For 
one, it would be helpful, in our view, to put more weight on the identification of 
criteria for meaningful self-development. Precht mentions our general feeling, or 
sense, of meaningfulness, which he sees as compromised through AI technolo-
gies; Danaher seems to emphasise human agency and its extension. But what else 
is important?

A detour into traditional virtue ethics, which is concerned with self-develop-
ment and character, might be helpful here to identify further resources (Vallor, 
2015, 2016). Worth mentioning here, as an indirect contribution to the literature 
on AI ethics and meaning, is the recent, very readable book Self-Improvement by 
Mark Coeckelbergh (2022). Among other things, it critically examines the mod-
ern trend towards self-optimization (‘a 11 billion dollar industry’, p.2), which is 
further fuelled by AI systems. Notably, Coeckelbergh does not explicitly refer 
to the debate on meaningfulness, but some of the lines of criticism explored in 
his book can be interpreted in this direction. For example, according to Coeck-
elbergh, the urge towards self-optimization entails a dangerous obsession with 
one’s own self, which leads to a ‘spiritual narcissism’ (p. 29). Through such self-
centeredness, one loses the possibility of relating to the environment and other 
people. For Coeckelbergh, this is a general component of the good life (see his 
ch. 6 on the ‘relational self’), but against the backdrop of the meaning-in-life dis-
course and its emphasis on ‘the True, the Good, and the Beautiful’, an orientation 
towards other people can also be interpreted as a specific component of meaning, 
more specifically of the good. Relatedly, Coeckelbergh highlights that the modern 
penchant for self-optimization also involves different forms of outsourcing (e.g. 
of deliberations and decisions) to AI systems in order to increase one’s own pro-
ductivity and performance. However, such outsourcing is a problem in Coeckel-
bergh’s view, because it deprives the individual of the opportunity to acquire and 
train important skills (see pp. 74–75). Coeckelbergh does not explicitly refer to 
the discourse of meaning here either. However, his virtue-ethical references to the 
formation of human abilities are highly relevant in this context, at least if one is 
willing to accept capability-development as being meaning-conferring.

In our own view, another particularly interesting path related to self-development, 
AI, and meaning might involve reflection on the abilities and capacities which have 
to do with morality. A key issue here is whether AI technologies can work as a form 
of moral enhancement by providing recommendations about how we can best live in 
accordance with our own moral values (e.g. Savulescu & Maslen, 2015; Klincewicz, 
2019; O’Neill et al., 2022). An interesting question is whether acting in accordance 
with our moral values not because we work out how to do so ourselves, but because 
AI technologies tell us how to do this would somehow be less meaningful. Or would 
it have no significant effect on how meaningful self-development related to our own 
moral values would be? This, we think, is one additional example of an interesting 
question that should be discussed further.
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5.3 � AI and Meaningful Work

As mentioned above, Danaher is the author of the only other monograph on the gen-
eral topic of AI and meaning that we are familiar with (see Danaher, 2019a), and 
his book has a different focus than Precht’s. It is about the idea that the develop-
ment of AI might result in widespread ‘technological unemployment’, up to a point 
where we might even soon be living in a ‘world without work’, as Danaher puts it. 
The question then is whether life in such a world would be meaningful. Danaher’s 
discussion about this exemplifies two of the general argument types we identified 
above. Recall that we noted that if AI takes over tasks that we regard as meaningful 
from us, then what we are calling a meaningfulness gap might arise unless there are 
other things we could do instead that are equally or more meaningful (see Section 3, 
Argument 1). Danaher considers this type of argument. However, he thinks that for 
an overwhelming amount of people, there are ‘reasons to hate your job’, to use Dan-
aher’s striking phrase (see Ch. 3 in Danaher, 2019a). Having AI technologies take 
over your work tasks might enable you to do more meaningful things instead—for 
which reason AI would then serve as a meaning-booster or meaning-enabler. In our 
terms, then, Danaher’s (2019a) overall line of argument is ultimately of the second 
of the five argument types we articulated above, rather than the first.

It is important to note, however, that Danaher does not claim that everyone has 
reason to hate their job, or that all forms of work are meaningless. Danaher agrees 
with the widely accepted idea that for some, or even many people, work can be an 
important source of meaning (Danaher & Nyholm, 2021), but more on that below. 
What we will first highlight is Danaher’s discussion of how one might fill apparent 
meaningfulness gaps if work is taken over by AI technologies.

Danaher discusses two strategies: the ‘cyborg’ and ‘virtual worlds’ solutions. 
The first idea resembles Elon Musk’s idea behind ‘Neuralink’ (Newitz, 2017). It is 
the idea that in order to keep up with, and be able to compete with, advanced AI 
systems, we may need to merge with technologies, for example by making use of 
brain-computer interfaces that enable us to do things we cannot do with our ordinary 
brains. The second idea focuses on what Danaher thinks we could do that would 
be meaningful if we did not work anymore. Here, we get to his ideas about ‘virtual 
worlds’.

Such worlds could mean entering the metaverse—a computer-simulated world—
doing meaningful things or apparently meaningful things within the simulated vir-
tual reality. Notably, David Chalmers (2022) explicitly endorses this as a good idea 
in his recent book Reality + . According to Chalmers, virtual reality can be as real as 
normal reality, and activities done within virtual realities can be just as meaningful 
as corresponding activities within our regular reality.

Importantly, however, Danaher (2019a) does not only talk about virtual reality 
in the computer-generated sense when he discusses the escape into virtual worlds. 
Danaher also discusses the creation of games, from which we might derive mean-
ing in life. In his view, playing more or less elaborate games can be meaningful (cf. 
Suits, 1978), and if AI technologies take over our work—indeed, even if AI takes 
over meaningful work—this might free up time for us to play meaningful games 
instead. This would be a kind of ‘virtual world’, because it is a socially constructed 
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activity, with ‘trivial’ goals that have no real significance outside the game—and yet 
this could be meaningful, or so Danaher argues.

But are meaningful games the only way to lead a meaningful life in a world 
where people are threatened by technological unemployment? Sebastian Knell and 
Markus Rüther (forthcoming) raise some doubts about this, and argue that even if 
full automation is probable, there is still plenty of room for meaningful endeavours. 
More specifically, they argue for a ‘humanistic perspective’, which connects mean-
ingful actions not—like Danaher and many others—to a certain kind of active con-
tribution, mainly in the realm of ‘the True, the Good and the Beautiful’, but also to 
more receptive modes of being, which they summarise as a modern version of the 
Aristotelian idea of the vita contemplativa.

Notably, Danaher’s approach and also the response by Rüther and Knell rest on the 
assumption that AI technologies will completely take over all work tasks. This contrasts 
with an approach that instead assumes people will continue working—or that many peo-
ple will continue working—but that people will increasingly be working alongside robots 
and other AI technologies. The question, then, is whether such work can be as meaningful 
as the kind of work where humans need to use the full range of their abilities—includ-
ing their intelligence and ingenuity—to do the work. Danaher has written about this else-
where, together with Sven Nyholm, who has also written about the topic together with 
Jilles Smids and Hannah Berkers. In those discussions, the question is whether a new 
type of work situation in which humans still work but many tasks are handed over to AI 
technologies (including robots) will leave a sufficient range of meaningful tasks for the 
humans who work alongside these technologies (Danaher & Nyholm, 2021; Smids et al., 
2020).

Meaningful work, Smids et al. (2020) argue, typically involves the following five 
aspects: (1) pursuing a valuable purpose, (2) social relations and collegial interac-
tions, (3) exercising skills and self-development, (4) self-esteem and recognition 
and (5) work-related autonomy. Related to points (1) and (3), Danaher and Nyholm 
(2021) argue that meaningful work involves opportunities for human achievement. 
Achievement, in this view, is understood in terms of a combination of Gwen Brad-
ford’s (2015) view of achievement and Hannah Maslen et al.’s (2020) views about 
the basis for praiseworthiness, so that one is praiseworthy for achievements that 
have the following features: (i) the output of one’s work is valuable, (ii) one plays 
an important causal role in the production of this output, (iii) one needs to put in an 
effort, and (iv) one does this voluntarily and enthusiastically (Danaher & Nyholm, 
2021, p. 231).

The key question here is if AI technologies (including, but not limited to, robots 
and text-producing large language model technologies) are integrated more and more 
into work activities, would there still be enough room for the various noted above-
goods associated with meaningful work? Would human beings have opportunities 
for work-related achievements—to ask the question in Danaher and Nyholm’s (2021) 
article? And would human beings have access to the five goods of meaningful work 
identified by Smids et al. (2020) (see also Bankins & Formosa, 2023)?

Danaher and Nyholm (2021, p. 229) offer an argument to the effect that AI technolo-
gies may create achievement gaps—a particular version of the more general idea of mean-
ingfulness gaps—in many workplaces, for many people. Why? Because the role of many 
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human beings in workplaces may be reduced to doing what AI systems tell them to do, or 
to prompting, maintaining, or supervising AI technologies; indeed, their most meaningful 
work tasks may simply be taken over by AI technologies, such as those tasks that previ-
ously involved playing a key causal role in the production of valuable outcomes, while 
exercising significant effort in a voluntary and enthusiastic way (cf. Tigard, 2021).

Smids et al. (2020), in contrast, present a somewhat less dire picture, but nevertheless 
argue that AI technologies can threaten all five goods related to meaningful work that they 
identify. Their picture is less grim than the picture Danaher and Nyholm (2021) present, 
since Smids et al. (2020) also investigate ways in which all five of the goods of mean-
ingful work that they discuss could be compatible with, or even boosted by, work that 
involves working with AI technologies. As Smids et al. see things, it is possible that as 
we are working alongside AI technologies, we might become better able to pursue valu-
able goals. Such technologies might not necessarily affect collegial relationships nega-
tively. There is even a question, discussed by Nyholm and Smids (2020), as to whether 
robots could be a new form of good colleagues in the workplace, and there are already 
people who experience the robots they work alongside as valuable members of the team, 
but more on that in the next section. As Smids et al. (2020) see things, working alongside 
AI technologies does not necessarily mean that there is less room for exercising skills and 
self-development—for example, because this new type of work situation might require 
workers to learn and exercise the new skills needed to be able to work together with the 
new AI technologies. Smids et al. also think that this could give those workers a foun-
dation for self-esteem, and other workers reason to recognise their development. Finally, 
Smids et al. think that there are contexts in which working together with AI technologies 
could be compatible with work-related autonomy. This being said, Smids et al. also, as 
noted above, highlight various ‘threats’ to meaningful work created by AI and robots, and 
not only ‘opportunities’ for meaningful work in such work situations, to use the terms 
they employ to present their overall argument (Smids et al., 2020, pp. 515–516).

In general, then, AI, meaningfulness and work have been related to each other 
in the existing literature in at least four ways, as shown in this text box:

Text box 2:

Four possible ways in which AI might impact the future of meaningful work:
First, if work is meaningful, and AI takes over our work, then a gap in meaningfulness might be created
Second, if work is meaningless, and AI takes over this work, then opportunities for doing other, more 

meaningful things might be created
Third, if we still work, but AI takes over the meaningful aspects of work, then AI will make our work 

meaningless or at least less meaningful
Fourth, if working together with AI technologies opens up new opportunities for taking on tasks that are 

meaningful—that is, tasks that are related to the goods of meaningful work—then working with AI 
technologies can boost or enable meaningful work
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5.4 � AI and Meaningful Relationships

In June 2022, the Google engineer Blake Lemoine made headlines when he went to 
the press to speak about his belief that the AI-driven large language model LaMDA 
had become a sentient person (Tiku, 2022). The way that Lemoine described his 
conversations with LaMDA made it seem that he felt that he had come to have what 
might be called a meaningful relationship with this chatbot. Most commentators—
including other representatives from Google—were quick to contradict Lemoine’s 
claims about the capabilities of LaMDA, and argued that this language model was 
as much a conscious and sentient person as a toaster is. Lemoine was put on admin-
istrative leave from Google, perhaps mostly because he had shared transcripts that 
Google did not want him to share, but surely also because Google as an organi-
sation was embarrassed by the whole incident. Lemoine is not the only person in 
the world of technology who thinks that AI technologies might either already be, or 
that they might soon become, conscious and sentient. In August 2021, for example, 
Elon Musk claimed that the self-driving cars created by Tesla were ‘basically semi-
conscious robots on wheels’.5 In February 2022, Ilya Sutskever, the chief scientist 
of the OpenAI research group, tweeted that ‘it may be that today’s large neural net-
works are slightly conscious.’6 Relatedly, the philosopher Thomas Metzinger (2013) 
thinks that it is possible to create robots that feel pain. Similarly, the philosophers 
Schwitzgebel and Garza (2015) think that it will be possible to create AI technol-
ogies with humanlike mental and social capabilities in the future. This raises the 
question of whether we could have meaningful relations with such AI technologies, 
and/or whether they will affect our relationships with other humans.

We can also ask whether we could have meaningful relationships with AI tech-
nologies independently of whether they have humanlike consciousness and are 
sentient beings. Danaher (2019b), for example, has argued in favour of an ‘ethical 
behaviourist’ position: if an AI technology—such as a robot or a chatbot—consist-
ently behaves like a friend or romantic partner behaves, then this would be enough, 
Danaher suggests, for the AI technology to qualify as a friend or romantic partner. 
The human–robot interaction researcher De Graaf (2016) has argued, in a similar 
way, that when it comes to the goods associated with relationships, ‘performance’ 
is what ultimately matters. Janina Loh (2019) has defended what might be seen as 
an even more extreme view. Loh argues that we should not look at the capabilities 
of the technologies, but rather at the ways in which people relate to technologies. 
If somebody has become attached to an object—which might be an AI technology, 
such as an advanced robot—then we should not view this as a ‘shortcoming’ or 
‘failing’ of the person, Loh argues. Instead, we should regard this as a ‘capability’, 
which many other people may not possess. Moreover, in recognition of the value of 
inclusivity, we should value relationships between humans and technologies (includ-
ing objects without minds) as something to be celebrated as part of human diversity. 

5  See Musk’s presentation of the ‘Tesla bot’ in this video for that quote: ‘Elon Musk REVEALS Tesla 
Bot (full presentation)’, https://​youtu.​be/​HUP6Z​5voiS8 (Accessed on September 23, 2022).
6  https://​twitt​er.​com/​ilyas​ut/​status/​14915​54478​24325​8368 (Accessed on September 29, 2022.).

https://youtu.be/HUP6Z5voiS8
https://twitter.com/ilyasut/status/1491554478243258368
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If this view were put in terms of meaningful relationships, it is likely that Loh would 
conclude that such relationships can be positively meaningful.

Others, however, have defended radically opposing positions on this issue (for 
an overview, see Weber-Guskar, 2021). Authors such as Sullins (2012), Hauskeller 
(2017), and Nyholm and Frank (2017) have argued that until, or unless, robots have 
minds that are relevantly similar to human minds, and a free will relevantly similar to 
our human free will, we cannot have the kinds of relationships with robots and other 
AI technologies that we can have with fellow human beings. Our relationships with 
them cannot, from this point of view, be meaningful in the ways that our relationships 
with human beings—or indeed with some animals—can be. The core idea here is 
that meaningful relationships are had with beings that have minds and/or a free will, 
and that robots and AI technologies lack the relevant kinds of minds and free will.

Another relevant argument is presented by Catrin Misselhorn (2021), who argues 
that if we seek the kind of recognition that we typically seek from other human 
beings within meaningful social relationships when we interact with robots, then we 
are in effect treating ourselves as if we are objects, just like the robots are objects. As 
Misselhorn sees things, if we seek recognition from a robot or other AI technology, 
we behave as if we ourselves do not have minds, and as if we have no human need 
for a ‘meeting of minds’, as the phrase goes, with fellow thinking and feeling beings.

Misselhorn brings up an example from the 2019 documentary Hi AI! to illustrate 
her point. In that documentary, a man from Texas named Chuck travels to California in 
his camper van to collect his new partner, a sex robot called ‘Harmony’. In one scene 
of the documentary, Chuck tells Harmony the robot about how he was sexually abused 
as a child. Misselhorn describes this as tragic, if not pathetic, because this is the kind of 
thing you would normally tell a human being, who has a mind and is able to empathize 
with you. The relationship between Chuck and Harmony—Misselhorn would probably 
conclude if she put things in terms of meaningfulness—is not a meaningful relationship, 
at least not in the way that a relationship with a human being who could empathise with 
someone could be.

There are thus radically different views about whether we can have good and 
meaningful relationships of friendship and love with AI technologies in the liter-
ature. But what about other kinds of relationships? As mentioned above, Nyholm 
and Smids (2020) discuss another kind of relationship—collegial relationships—
and they do so explicitly with an eye to the common idea that having good col-
leagues is part of what can make work meaningful. The question they raise, there-
fore, is whether a robot can be a good colleague. As they note, there are people 
who do become attached to robots and other technologies they work alongside, and 
who regard them as members of the work team—for example, some American sol-
diers on the battlefield in Iraq became extremely attached to a bomb-disposal robot 
(‘Boomer’) that they worked with.7

Nyholm and Smids argue that it is easier for a robot to live up to the criteria of being 
a good colleague than it is for any AI technology to live up to the criteria for qualifying 

7  For more on the Boomer example, see Carpenter 2016.
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as a good friend or romantic partner, because those latter criteria are in certain ways 
more demanding. They even argue that on a behavioural level, a robot could behave 
in many of the ways that a good colleague should behave. But would being a good 
colleague on a behavioural level—i.e., would behaving like good colleagues should 
behave—be enough to make a robot into a colleague with whom one can have a mean-
ingful work relationship? Again, it might make a certain amount of sense to think that 
it is easier for a robot or AI technology to have a meaningful work-related relationship 
with a human in the workplace. Yet it might be doubted whether the most meaningful 
types of work relationships could be realised between humans and AI technologies.

In recent work on ‘collegial relationships’, Betzler and Löschke (2021) argue 
that two of the most important values within collegial relationships are work-
related solidarity and recognition. Could a robot have solidarity with their human 
colleagues? And could a robot recognise the achievements and excellence of a 
human in the workplace, in the way that a fellow human colleague is able to do so?

As we saw above, according to Misselhorn, we treat ourselves like objects—in 
effect, we degrade ourselves—if we seek recognition from technologies that lack 
human minds. It might also be plausibly argued that a robot or any other currently 
existing AI technology could not show true solidarity with a human being. It is not 
even clear what that would mean. So, if the most important values related to col-
legial relationships, as Betzler and Löschke argue, are solidarity and recognition, 
and those work-related values are important for meaningful work-relationships, then 
the conclusion that follows seems to be that we cannot have the most important and 
most meaningful forms of work-related relationships with AI technologies.

Notably, a similar argument could be made within the context of arguments pre-
sented in recent work on southern African Ubuntu ethics by analytic philosophers 
interested in relationships (including human-technology relationships) and meaning 
in life. Cindy Friedman (2022), for example, argues that Ubuntu ethics presents an 
ideal of relationships between human beings that is not (yet) possible to realise within 
human–robot relationships. Why? Because the AI in contemporary robots is so rudi-
mentary that we cannot flourish by interacting with robots in the ways that we can 
flourish as human beings within relationships with other humans. If one puts that 
conclusion about human–robot interaction together with the general idea defended 
by Thaddeus Metz (2020) and Aribiah Attoe (2020) that Ubuntu philosophy presents 
a compelling vision of meaningful relationships, then it is implied that human–robot 
relationships—or relationships between humans and AI technologies more gener-
ally—cannot be meaningful in the ways that human–human relationships can be.

In summary, while there are those who defend views about the values that can 
be realised in human-AI relationships that might support the idea that relationships 
with AI technologies might be meaningful, there are also many philosophers—and 
perhaps many more philosophers—who defend views about what is involved in 
meaningful relationships that support the conclusion that it is not possible to have 
relationships with AI technologies that are meaningful in the ways that relationships 
with our fellow human beings can be.
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A further question that could also be asked is whether AI could mediate our rela-
tionships with other human beings—or with animals—in a way that would boost 
or enable meaningfulness, or whether placing AI between ourselves and others will 
typically take meaningfulness away from our relationships. In other words, rather 
than asking whether we could have meaningful relationships with AI technologies, 
we could also ask whether AI technologies could somehow work as a booster or 
enabler of meaningful relationships between, or among, human beings. That is a key 
question to ask in this context, but we will not discuss it here (for valuable related 
discussion, see Kaliarnta, 2016 and Elder (2018)). Instead, we will proceed to our 
general conclusions.

6 � Meaning in Life in AI Ethics—Summary and Outlook

We have tried to show at least three things in this paper. First, we have noted that 
there is a growing debate on meaningfulness in some sub-areas of AI ethics, and 
particularly in relation to meaningful self-development, meaningful work, and 
meaningful relationships. Second, we have argued that this should come as no sur-
prise. Philosophers working on meaning in life share the assumption that meaning 
in life is a partly autonomous value concept, which deserves ethical consideration. 
Moreover, as we argued in Section 4 above, there are at least five significant general 
arguments that can be formulated in support of the claim that questions of mean-
ingfulness should play a prominent role in ethical discussions of newly emerging 
AI technologies. Third, we have also stressed that, although there is already some 
debate about AI and meaning in life, it does not mean that there is no further work to 
do. Rather, we think that the area of AI and its potential impacts on meaningfulness 
in life is a fruitful topic that philosophers have only begun to explore, where there is 
much room for additional in-depth discussions.

The following Table 1 provides an overview of some of the key contributions to 
the existing literature that we have reviewed above.

We will now close our discussion with three general remarks. The first is led by 
the observation that some of the main ethicists in the field have yet to explore their 
underlying meaning theory and its normative claims in a more nuanced way. This is 
not only a shortcoming on its own, but has some effect on how the field approaches 
issues. Are agency extension or moral abilities important for meaningful self-devel-
opment? Should achievement gaps really play a central role in the discussion of 
meaningful work? And what about the many different aspects of meaningful rela-
tionships? These are only a few questions which can shed light on the presupposed 
underlying normative claims that are involved in the field. Here, further exploration 
at deeper levels could help us to see which things are important and which are not 
more clear, and finally in which directions the field should develop.

The second remark we wish to make by way of conclusion, which may be rather 
obvious, is that the three above-discussed topics of self-development, work and rela-
tionships are not the only topics worth pursuing when it comes to questions of AI 
and meaning. There might be a wide area of highly interesting unexplored territory. 
We imagine, for example, that issues connected to the theme ‘AI and sustainability’ 
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may also open up many opportunities for studies on meaningfulness (see for the 
general theme and its topics: Coeckelbergh (2021) and van Wynsberghe (2021)). A 
first attempt has been made by Nyholm (2021), who connects the discussion about 
moral duties towards future generations with the topic of anti-meaning, and briefly 
relates this to AI risks. But much more can be done on this issue.

Finally, a third general remark can be made about the priority of considerations 
that have been made in the field so far. In our view, the status of the debate makes it 
understandable that it almost solely concentrates on meaningfulness and its imple-
mentation in different areas in AI ethics. Nevertheless, we also think that if the field 
wants to proceed, it is also necessary to develop considerations that weigh meaning-
fulness against other value concepts that might play a role, and first and foremost 
against well-being and morality. This would be helpful for many reasons. One is 
that it will shed light on the place and relative importance of meaningfulness. Let 
us assume that some AI technologies are able to make one’s life more meaning-
ful. Is such a life also necessarily one in which people are better off (in terms of 
well-being), and in which people live together in more just and fair ways (in terms 
of morality)? Perhaps meaning ultimately has a dark side; perhaps it does not. It 
is not up to us make a final statement about this here, but we think that it is worth 
exploring that question and related questions in future work, in order to gain the full 
picture regarding how we should think about the relevance of meaningfulness in AI 
ethics.
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