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EDITOR LETTER

Introduction to the Topical Collection on AI 
and Responsibility

Niël Conradie1,2 · Hendrik Kempt1,2 · Peter Königs3

The rapid progress in the research and development of artificial intelligence (AI) is 
radically changing many aspects of our lives. Sophisticated AI is becoming com-
mon place in such diverse domains as transportation (self-driving cars, delivery 
drones), the workplace (work robots, automation), healthcare (medical AI, care 
robots), law enforcement (predictive policing, surveillance), the military (autono-
mous weapons systems), and entertainment (video games, sex robots). Along with 
these changes come moral challenges. Crucial among these challenges are those 
that call attention to the myriad potential relationships between AI technologies 
and moral responsibility. One way of making sense of the conceptual landscape is 
to construe it as organized around two interrelated questions about responsibility:

(1)	 Can we develop Responsible AI, and what would such an AI look like?
(2)	 Who, if anybody, is Responsible for AI: how should responsibility for the out-

comes produced by AI systems be distributed?

With these two questions as organizational focal points, this topical collection 
seeks to advance our understanding of the ethical and social implications of AI 
across different fields of application.

Responsible AI has become a catchall term for the ethical design of AI systems. 
This has predominantly manifested in the formulation of guidelines for responsible 
AI. These have been promulgated by various academics, corporations, and political 
actors (Floridi, 2018; OECD, 2019; IEEE, 2019; Vöneky, 2020; EC, 2020), though 
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there is good reason to think that meeting the challenge of designing responsible 
AI cannot be accomplished merely through the provision of a checklist of steps to 
be ticked off (Dignum, 2019; Kiran et al., 2015). Taken more widely, the concern 
with responsible AI can be understood as a forward-looking responsibility on those 
involved in the funding, development, and deployment of these systems: a duty to 
ensure that the AI technologies they bring forth meet certain ethical criteria. Though 
most (but not all) participants in the discussion can broadly agree on some elements 
of these criteria — e.g., non-maleficence, transparency and privacy, the provision 
of fair and just outcomes for stakeholders — there is substantial disagreement on 
how these elements should be understood and what other elements there may be 
(Ghallab, 2019; Jobin et al., 2019; Wang et al., 2019). Furthermore, there is often an 
apparent gulf between the general principles that inform the criteria and the details 
of how they are to be implemented technically (Hagendorf, 2020; Peters et  al., 
2020). Spanning this gulf requires a thorough investigation of the actual features that 
these technologies possess or will possess. As examples, three features frequently 
identified as ethically salient, though not by any means universally present in all 
AI systems, are some degree of autonomy in operation (Franklin & Graesser, 1997; 
Sparrow, 2007; Gunkel, 2019; Nyholm, 2020), internal complexity resulting in the 
possible opacity of its workings and thus the correct interpretation of its outputs 
(Castelvecchi, 2016; Holm, 2019; Pedreschi et  al., 2019), and communicative or 
discursive abilities (Gunkel, 2018; Guzman & Lewis, 2019). Each of these features 
gives rise to unique ethical considerations. Viewed in this way, the challenges facing 
the design of responsible AI can be taken as twofold. First, the challenge of arriving 
at the normatively appropriate principles and deriving the subsequent criteria. Sec-
ond, the challenge of how these criteria should be implemented given the actual fea-
tures of contemporary and future AI technologies. Although much insightful work 
has been undertaken regarding both these challenges, there remains much to be 
done. As examples: should responsible AI account for apparent moral pluralism, and 
if so how? How are considerations of system efficiency and the need for transpar-
ency and explainability to be weighed against each other in cases where there is an 
unavoidable tradeoff? And, since stakeholder trust is vital for the successful imple-
mentation of AI, what role should trust play in the ethical design of these systems?

The second, related question concerns Responsibility for AI, or how we attrib-
ute responsibility for what an AI does, on its own or in collaboration with human 
agents. One pressing worry among AI scholars is the difficulty of identifying 
who is responsible for the actions (or perhaps mere behaviors) of an AI. Thanks 
to advanced machine learning techniques, intelligent machines are approaching a 
degree of sophistication and autonomy that makes it difficult to fully understand, let 
alone predict their behavior. For this reason, it has struck many as inappropriate to 
assign responsibility for an AI’s actions to the human agents who have causally con-
tributed to its actions, such as its operator or its engineers (Danaher, 2016; Matthias, 
2004; Sparrow, 2007). Whether autonomous AI really gives rise to such “techno-
responsibility gaps”, what might be problematic about them, and how they ought to 
be dealt with has been the subject of intense debate (see e.g. Gunkel, 2020; Johnson, 
2015; Köhler et  al., 2018; Königs 2022; Nyholm, 2018). Some have opposed the 
use of autonomous AI on these grounds, maintaining that there is something deeply 
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objectionable about causing harm for which nobody can justly be held to account, 
especially in a military setting (Roff, 2013; Sparrow, 2007). Others have taken a 
more optimistic view, either by denying that uniquely techno-responsibility gaps 
emerge in the first place or by exploring strategies of bridging the gap in one way 
or another (for examples of the former response, see Köhler et al., 2018; Robillard, 
2018; Tigard, 2021, and for the latter: Champagne & Tonkens, 2015; Himmelreich, 
2019; Kempt & Nagel, 2021; Nyholm, 2018). A futuristic solution would be to treat 
AIs as possible bearers of responsibility in their own right precisely in recognition 
of their autonomous nature (Hellström, 2013). As AI becomes increasingly com-
plex, questions surrounding the allocation of responsibility will become more sig-
nificant. While the ongoing debate has provided some initial answers to these ques-
tions, many aspects remain poorly understood, including, for instance, the moral 
significance of responsibility gaps in non-military contexts and the very nature of 
AI agency.

It should not be thought that the debate is neatly aligned with our organizational 
distinction between Responsible AI and Responsibility for AI. Attempts to tackle 
how we can distribute responsibility in cases involving AI systems have neces-
sary implications for what would constitute the ethical design of these same sys-
tems. Likewise a commitment to a certain idea of what constitutes ethical design 
will impact the possible attributions of responsibility to relevantly involved human 
agents. The interconnectedness of these two dimensions of the problem is reflected 
in the contributions to this Topical Connection.

Rosalie Waelen and Michał Wieczorek look at the issue of responsible AI 
through the lens of Axel Honneth’s theory of recognition. They build their argument 
around the idea that the various manifestations of gender bias in AI systems can be 
understood as constituting instances of misrecognition of women in the Honnethian 
sense. Realizing responsible AI, however, requires more than just technological fixes 
to the problem of biases in AI systems. For these biases are symptoms of underly-
ing structural injustices, which need to be addressed if one is to achieve an adequate 
recognition of women.

It is to the nature of AI agency that Elena Popa turns her attention, presenting an 
argument critical of attributing moral responsibility to artificial agents. Taking key 
insights from action theory as her foundation, she contends that only the adoption of 
a teleological approach can make sense of artificial agency and its dependence on 
human goals and values. Building on this, once the roles played by these goals and 
values are properly understood — as well as the incapacity of extant artificial sys-
tems to set their own goals — the conclusion is that attributions of moral responsi-
bility to artificial agents themselves are illegitimate. However, fears of a responsibil-
ity gap can be alleviated by adopting a more complex picture of the relations at play, 
illustrated by a discussion of two of Matthias’ seminal cases.

Another contribution to the question of whether we can reasonably ascribe 
artificial agents responsibility comes from Mihaela Constantinescu, Constantin 
Vică, Radu Uszkai, and Cristina Voinea. In reference to Aristotle’s virtue eth-
ics, they operationalize the ascription of moral responsibility through a four-fea-
ture moral responsibility test that can determine whether an artificial agent can be 
morally responsible. The authors apply this test to the concept of artificial moral 
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advisors (AMAs) and conclude that those fail the test. Thus, we ought to prevent 
such artificial advisors to be bearers of responsibility. Luckily, we still can use 
AMAs if we restrict their use to enhancing our moral knowledge rather than rely-
ing on them being responsible.

Turning more directly to responsibility gaps, the dominant view in the litera-
ture is that such gaps are a problem that needs fixing. Kevin Baum, Susanne 
Mantel, Eva Schmidt, and Timo Speith’s paper is one of two contributions to 
the topical collection offering novel solutions to this problem. Focusing on deci-
sion support systems, Baum et  al. argue that adequate responsibility attribution 
requires, first and foremost, a human in the loop. But for a human in the loop to 
be responsible, she must meet the epistemic condition on responsibility. Draw-
ing on action theory, they suggest that this presupposes access to the intelligent 
system’s motivating reasons. An alternative solution to the problem of responsi-
bility gaps is put forth by Johannes Himmelreich and Sebastian Köhler, who 
champion the idea that the dispute about the distribution of responsibility for an 
AI system’s harmful outcomes is best approached as a conceptual engineering 
problem. Though clear from the outset that their aim is programmatic rather than 
fully solutionary, Himmelreich and Köhler see in this an opportunity for reforma-
tive evaluations of our current conceptual choices in the discussion about respon-
sibility gaps. They illustrate how this is to be undertaken by identifying a list of 
functions the concept of responsibility plays and assessing the conceptual choices 
made by some views in the literature in the light of these functions. The answer to 
whether there are responsibility gaps, it seems, might be “it depends”.

John Danaher, contradicting the dominant view in the literature, suggests that 
responsibility gaps might in fact be something to be welcomed, at least some-
times. For they allow us to delegate difficult moral choices to machines and thus 
to reduce the psychological distress typically associated with such choices. AI-
generated gaps in responsibility provide a low-cost coping mechanism for dealing 
with the inevitable tragedies of moral decision-making.

Mario Verdicchio and Andrea Perin focus on the practical issue of attrib-
uting responsibility within complex medical interactions. While this topic has 
gained more attention over the last years, their contribution is focused on the 
ethical and regulatory responsibility between doctors, engineers, and techno-
logical artifacts under the light of notoriously hard-to-determine causal effects. 
With three requirements for regulations of use, based on the rights of patients for 
informed decisions, the duty of doctors to protect their patients’ health, and the 
possibility for doctors to rely on the technology they are using, they propose a 
way of distributing responsibility that avoids a growing reliance of opaque deci-
sion-making systems and places responsibility firmly in human hands.

The ever growing sophistication of AI and, hence, their integration into human 
practices will pronounce and sharpen questions of both responsible AI and 
responsibility for AI on practical levels. The articles published with this Topical 
Collection make diverse yet equally important contributions to interpret and han-
dle present and future questions of AI and responsibility.
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