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Abstract
The initial successes in recent years in harnessing machine learning (ML) tech-
nologies to improve medical practice and benefit patients have attracted attention 
in a wide range of healthcare fields. Particularly, it should be achieved by providing 
automated decision recommendations to the treating clinician. Some hopes placed 
in such ML-based systems for healthcare, however, seem to be unwarranted, at 
least partially because of their inherent lack of transparency, although their results 
seem convincing in accuracy and reliability. Skepticism arises when the physician 
as the agent responsible for the implementation of diagnosis, therapy, and care is 
unable to access the generation of findings and recommendations. There is wide-
spread agreement that, generally, a complete traceability is preferable to opaque 
recommendations; however, there are differences about addressing ML-based sys-
tems whose functioning seems to remain opaque to some degree—even if so-called 
explicable or interpretable systems gain increasing amounts of interest. This essay 
approaches the epistemic foundations of ML-generated information specifically and 
medical knowledge generally to advocate differentiations of decision-making situa-
tions in clinical contexts regarding their necessary depth of insight into the process 
of information generation. Empirically accurate or reliable outcomes are sufficient 
for some decision situations in healthcare, whereas other clinical decisions require 
extensive insight into ML-generated outcomes because of their inherently normative 
implications.
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1  Introduction

The period in which the amount of medical knowledge doubles is increasingly 
becoming shorter (cf. Densen, 2011): it was estimated that it took approximately 
50  years in 1950 for our knowledge to double; that time had shortened to only 
7  years in 1980, just under 4  years in 2010, and approximately 73  days in 2020. 
Especially in medicine, the growth of information in recent decades has been over-
whelming, not only in quantity but also in potential importance for improving pre-
vention, diagnostics, therapy, and care for the benefit of the patient. The types of 
information range, for example, from general theoretical approaches about human 
physiological processes to empirical evidence of pharmacological and other thera-
peutic modes of action to psychological and social interactions of the unique patient. 
This increasing complexity has led and continues to lead to fragmentation and dif-
ferentiation of medical subfields and their actors. Nonetheless, the constantly grow-
ing information challenges and even exceeds the processing and knowledge capabili-
ties of physicians. The new hope in medical practices for significant support and at 
least partial reduction of physicians’ limited capabilities is formed by a variety of 
“clinical decision support systems.”1

As firm steps in this digital transformation of healthcare, increasing attention has 
been focused on support systems whose operating mode is based on machine learn-
ing (ML) algorithms. Connected with increasingly powerful processor technolo-
gies, these ML-based systems are already enabling improvements in accuracy and 
efficiency across several medical disciplines (cf. Topol, 2019). To date, they have 
served experimentally to identify and evaluate differential diagnoses and determine 
“best” therapy options. However, to warrant a high quality of medicine and health-
care in the future, the expectation of technical progress in this field must undergo 
a serious examination of the moral challenges and their epistemic presuppositions. 
Consequently, this paper seeks the epistemic foundations of ML-generated medi-
cal information and its normative implications for the doctor-patient relationship.2 
On the one hand, some authors have emphasized that users—in this case, physi-
cians—need to understand in a certain way why an algorithm delivers its outcome 
to maintain the patients’ trust in its resulting decisions. Therefore, they demand that 
ML applications provide explicable or interpretable processes and/or outcomes (cf. 
Bjerring & Busch, 2021; Heinrichs & Eickhoff, 2020; Holzinger et al., 2020; Rudin 
& Radin, 2019; Tsamados et al., 2021). On the other hand, voices have been raised 
that consider such explicability for ML in healthcare to be an overvalued aim and 
therefore consider that merely the proof of a certain accuracy (cf. London, 2019) or 
reliability (cf. Durán & Jongsma, 2021) sufficiently justifies its use.

1  “Clinical decision support systems” will be used for “software that [is] designed to be a direct aid to 
clinical decision-making, in which the characteristics of an individual patient are matched to a computer-
ized clinical knowledge base and patient-specific assessments or recommendations are then presented to 
the clinician or the patient for a decision” (Sim et al., 2001).
2  The term “doctor-patient-relationship” is used here as more common in the clinical jargon. It can also 
be applied for relationships between patients and other therapeutic and nursing agents in the healthcare 
field.
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By examining the epistemic foundations of medical knowledge, this paper aims 
to explain why, even though accuracy is often prima facie sufficient in medical con-
texts, deeper transparency in ML-generated information is normatively necessary in 
some medical decisions, even if it may sometimes remain out of reach. This paper 
demonstrates that this is mainly due to the peculiarity of medical knowledge, which 
Solomon (2015) calls “untidy pluralism”: medical knowledge is thus characterized 
by a variety of methods and heuristics (e.g., “consensus conferences,” “evidence-
based medicine,” “translational medicine,” and “narrative medicine”; cf. Ibid.). Due 
to its ability to provide multiple appropriate methods for solving the same prob-
lem, different results and thus incoherence may occur. Hence, attempting a moral 
assessment in such cases is difficult because these different methods may represent 
different goals. To avoid falling prey to one-sided reliabilistic forms of knowledge 
(to which agents may be tempted by using ML-generated information; cf. Bjerring 
& Busch, 2021), transparency and interpretability of the goals pursued as well as 
the information provided can better address the epistemic and normative require-
ments of deliberation in medical practice. Acknowledging the variety and, in some 
situations, equivalence of methods utilized for medical knowledge leads to the rec-
ognition that only a clearer view on the genesis of and reasons for a specific ML-
generated outcome enables its necessary epistemic contextualization and normative 
evaluation.

This paper is structured as follows: First, a brief overview of the current state of 
ML in healthcare and its obstacles in interactions between physicians and patients 
is provided (Sect. 2). This presentation is a starting point for the debate about basic 
conditions of medical knowledge and understanding in general and resulting epis-
temic challenges in utilizing ML-generated information to support clinical decisions 
(Sect. 3). Disagreement exists, especially regarding the criteria of information that 
necessarily underlies responsible medical decisions. Under keywords such as opac-
ity, black box, reliability, accuracy, transparency, describability, explicability, and 
interpretability, attempts have been made to problematize or resolve the insight into 
ML-generated information. However, the plausibility and normativity requirements 
applied to a medical decision—and thus to an ML-supported decision—are fun-
damentally determined, I argue, by the scope of the decision to be made. Medical 
knowledge and information generated by ML do not differ categorically, but the lat-
ter manages to represent only part of the former. This results in significant norma-
tive and communicative implications for the deliberative doctor-patient relationship 
(Sect.  4). A short conclusion summarizes the relevant findings and provides per-
spectives on subsequent questions (Sect. 5).

2 � Machine Learning in Healthcare Contexts: a Short Overview

Clinical decision support, including technical forms, are not a novelty in healthcare 
(consider laboratory medicine, imaging techniques, and interprofessional consulta-
tions). Hence, their implementation in the diagnosis and treatment process does not 
imply a categorical change in physicians’ tasks. However, the dynamically evolv-
ing field of ML-based systems promises quantitative and qualitative expansions in 
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decision support. These extensions are enabled by advances in generating and pro-
cessing information as well as breakthroughs in ML in which non-rule-based algo-
rithms “learn,” that is, generate insights, by identifying specific patterns and regu-
larities in a defined set of raw data (cf. Hinton, 2007; Schmidt-Erfurth et al., 2018).3 
The goal of ML is to “intelligently” link sets of data and in doing so generate infor-
mation that allows users to identify and interpret correlations, draw conclusions, and 
make predictions. In contrast to traditional, rule-based algorithms, ML-based sup-
port systems do not “require specific instructions that detail every step the program 
must take” (Ahuja, 2019). Inspired by the human brain, research on ML continues to 
“imitate the neural structure of the nervous system” by creating artificial neural net-
works (Pearson, 2017, quoted by Ahuja, 2019; cf. Hinton, 2007). Different forms of 
such networks are being developed to suit different areas of life, but the performance 
of all of these networks improves with an increasing amount of data (Hinton, 2007).

The usage of ML-based systems pledges considerable opportunities to integrate 
the constantly growing medical knowledge and the significant amounts of data into 
medical practice to substantially improve the benefit to the patient. Recently, thanks 
to this potential, research on ML and its implementation in the clinical setting has 
proliferated in various fields of healthcare (cf. e.g., De Fauw et  al., 2018; Esteva 
et al., 2019; Johnson et al., 2018; Krittanawong et al., 2017; Patel et al., 2021; Salto-
Tellez et al., 2018).

The list of expectations and hopes for the healthcare potential of ML-based sys-
tems is long. Medical practice could become more accurate and individually cus-
tomized with less harm and fewer side effects; additionally, it could be less costly in 
the long term by preempting diseases. In this respect, medicine could be more pre-
ventive. For example, “the research firm Frost & Sullivan estimates that AI has the 
potential to improve patient outcomes by 30% to 40% while reducing treatment costs 
by up to 50%” (quoted by Ahuja, 2019). The rapid technological progress has led to 
largely substitute the question of whether such systems could partially or completely 
replace human practitioners in certain tasks (e.g., Ahuja, 2019; Pearson, 2017), 
only by the question of when this could be possible. Debates about such specula-
tive “replacements” of certain professional groups hardly seem fruitful4; instead, it 
seems more realistic that the usage of ML-based systems—as with previous techno-
logical developments—will lead to sometimes more and sometimes less pronounced 
shifts in the tasks of human medical agents.

4  Despite all evidence for equivalent or even better performance of ML systems compared to clinical 
experts, the lack of validity of such comparisons between physicians and machines has already been 
pointed out. For example, according to some meta-analyses, many studies do not sufficiently consider 
external validation, are only retrospective, and were conducted outside the clinical setting (Liu et  al., 
2019; Nagendran et al., 2020).

3  According to the European High-Level Expert Group on AI (2019), the most widely used approaches 
are, first, “supervised learning,” in which results are learned from input examples; second, “unsupervised 
learning,” in which patterns are identified by the machine itself from raw data; and third, “reinforcement 
learning,” in which the system itself develops recommendations and these are subsequently evaluated by 
third parties through positive or negative reward signals, with the goal of maximizing positive rewards. 
Without going into more detail about the variety of systems and applications at this point, this overview 
already illustrates the range of systems under discussion.
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However, these goals are obtainable only if physicians’ knowledge and capabili-
ties and the outcomes provided by ML complement each other in the optimal man-
ner. This belief is based on the known limitations of ML: for example, because of its 
deficient contextual knowledge, ML-based systems may make errors and propose 
faulty recommendations (Cabitza et al., 2017; Orwat, 2019), which would be clear 
to human decision makers and thus would likely be bypassed. There is also a major 
threat in validating the ML algorithms from raw data, which may lead to unfair treat-
ment of certain groups of patients due to different biases.5 Consequently, Grote and 
Berens (2020) state, “[w]hile machine learning algorithms will not cure any disease 
by themselves any time soon, there is clear potential to improve diagnostic decision-
making based on the progress we are seeing today.” Even in cases in which ML 
seem to outperform the physician, an accompanying evaluation and review by a phy-
sician is not superfluous or substitutable per se. However, identifying the ideal man-
ner of cooperation and implementation in specific clinical contexts are associated 
with epistemic, normative, and communicative challenges concerning, for example, 
the transparency of data generation, the insight into aspects considered in decision-
making, and the allocation of responsibilities. This field of central challenges is ana-
lyzed and evaluated in the following sections by approaching how ML-generated 
medical information could shape our knowledge and understanding in healthcare.

3 � Resolving the Epistemic Gap: Why All the Effort of Transparency?

As mentioned, some of the main barriers to the usage of non-rule-based algorithms 
in clinical practice are their lack of transparency and level of traceability of given 
outcomes, which is considered insufficient. The complex architecture of ML-based 
algorithms—especially those utilizing deep neural networks—makes it difficult or 
even impossible to understand how variables are combined to generate outcomes 
such as predictions or recommendations (cf. Rudin & Radin, 2019; Zednik, 2021). 
Basically, “deep neural networks consist of layers of nodes that each use simple 
mathematical operations to perform a specific operation on the activation of the 
layer before, leading to the emergence of increasingly abstract representations” of 
the input data (Grote & Berens, 2020). In these multi-layered networks, the larger 
the underlying dataset, the better the outcome produced by the algorithm. With the 
growing accumulation of input instances, the relative weights of the various nodes 

5  Some of the numerous potential biases have been adequately pointed out elsewhere (London, 2019; 
Hutson, 2021; Dalton-Brown, 2020). Developing fair ML systems is difficult because “there is no value-
neutral way to select the training data, the objective function, the model, the benchmark task, the appro-
priate notion of fairness, and so on” (Genin & Grote, 2021). Nevertheless, such biases are not a novelty 
in medical knowledge generation. Consider, for example, the long-known but nonetheless—even today—
inadequately considered appeals that sex-based physiological differences should lead to different thera-
pies (Baggio et al., 2013). Clearly, our medical knowledge is also biased toward other factors, such as 
ethnicity and the like. But at least such undesired biases can be detected and subsequently taken into 
account when interpreting the data; however, if biases remain undetected, they cannot be considered at 
all when interpreting and applying them to individual cases.
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in the neural network adjust themselves to produce the most accurate mathematical 
representation possible of the input information. Classifications tested on extensive 
data enable the system to produce highly accurate statements about probabilities for 
the presence of a certain finding (e.g., diagnostic image analysis) or the occurrence 
of a certain event (e.g., prognostic chances of therapeutic success or failure). Since 
the algorithm is fed by collections of overwhelmingly large amounts of data, the 
coming into existence of its probability statements is often “neither foreseeable nor 
transparent to the programmer” (Heinrichs & Eickhoff, 2020). London (2019) illus-
trates this phenomenon of “black boxes” as follows:

Even when techniques are used to identify features or a set of features to which 
a model gives significant weight in evaluating a particular case, the relation-
ships between those features and the output classification can be both indirect 
and fragile. A small permutation in a seemingly unrelated aspect of the data 
can result in a significantly different weighting of features. Moreover, different 
initial settings can result in the construction of different models.

Such systems are therefore characterized by a certain degree of epistemic opac-
ity, which means that the complex and multi-dimensional mathematical processing 
performance of the algorithm is not comprehensible or is comprehensible only to a 
limited extent via the language of human agents. Of course, some systems may be 
more accessible to IT experts than, for example, to a doctor or a patient, which is 
why we can also speak of a “relative concept” (Smith, 2021). However, as long as 
a system is epistemically opaque, its outcomes elude sufficient interpretation; they 
remain inaccessible to some degree to everyone.

3.1 � The Urgent Call for Explicable or Interpretable Algorithms

To optimally counter the opacity of the algorithms, researchers are attempting to 
trace the types of patterns, the identified statistical correlations, and the pathways 
taken in the process. However, this research, forming the field of so-called expli-
cable AI (xAI) or interpretable ML (iML) (Hutson, 2021; Tsamados et  al., 2021; 
Holzinger et  al., 2020), is still in its infancy. Nonetheless, the white papers and 
recommendations of numerous large companies, including Microsoft and Google, 
and policy guidance institutions, including the World Economic Forum and the EU 
Commission, contain a principle called explainability or explicability. Especially in 
morally sensitive contexts, they say, it is important for decision-making to provide 
explanations for how certain recommendations came about. Only if, when apply-
ing an ML-based recommendation, we can rule out that this recommendation is 
not based on inappropriate considerations and biases, does such a recommendation 
seem to be acceptable. “If the algorithm is not explicable,” Robbins (2019) states, 
such inappropriate considerations “may be used without our knowledge.”

Consistently, a wide range of methods have been developed to increase the trans-
parency and traceability of opaque algorithms and to turn some black boxes into 
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gray ones. To date, two possible approaches have been helpful (Heinrichs & Eick-
hoff, 2020; Hutson, 2021; Molnar, 2021)6:

On the one hand, the goal of the explicability of the operating mode of an entire 
algorithm (“global” or “model explicability”) is to provide the interacting user (pre-
sumably, due to the IT knowledge required, this refers especially to ML developers) 
with the best possible insight into how the algorithm works, typically by enabling 
the user to trace the foundations on which a model develops recommendations. For 
this, the user must know which data basis was employed, which aspects were con-
sidered, and how these aspects were weighted and balanced to question the resulting 
recommendations concerning their plausibility. Such global explicability is mostly 
achieved by utilizing iML systems to approximate the predictions of the black box 
ML. Then, by interpreting the iML, we can draw conclusions about the black box 
model itself (cf. Molnar, 2021).

On the other hand, the explicability of certain individual results (“local” or “result 
explicability”) focuses on the features selected and weighted in the specific case, 
which may be of particular interest to the physician and patient. Currently, to con-
vert singular opaque outcomes into interpretable ones, local surrogate models, such 
as local interpretable model-agnostic explanations (LIME; cf. Molnar, 2021; Visani 
et  al., 2020), are utilized. With numerous tests performed on the opaque system, 
LIME approximates what happens with the individual outcome when the underlying 
dataset fed into the black box is altered several times. On this basis, LIME generates 
“a new dataset consisting of perturbed samples and the corresponding predictions of 
the black box model” (Molnar, 2021).

Nonetheless, the efforts of both kinds of explicability demonstrate that the more 
complex the algorithm, the more difficult the explicability is to be realized without 
inappropriate oversimplification. Consequently, a wide range of differently complex 
and explicable ML systems can be imagined, “with a general trade-off between perfor-
mance and interpretability reflecting model complexity” (Heinrichs & Eickhoff, 2020).

Despite the intuitively plausible wish for explicability, at the epistemic center is 
the question of what makes an ML-based system or an individual decision expli-
cable at all. According to Floridi et al. (2018), systems should be called explicable 
only when they grant “a factual, direct, and clear explanation of the decision-making 
process, especially in the event of unwanted consequences.” When we interrogate a 
decision-making process regarding its explicability, we seek for its reasons. In the 
majority of cases, it is insufficient for us to acquire a descriptive explanation of what 
happens and how it occurs. Instead, we ask for the causally and intentionally rel-
evant and effective reasons of a decision, that is, why a specific decision was made 
(Robbins, 2019). The answer regarding the explanations of the results, which can 
extend to all ML-based algorithms that the algorithm has “learned” it from its train-
ing data or instances, does not satisfy our need for answers regarding why the deci-
sion was made. What we really need to evaluate ML-generated information is “the 
considerations that contributed to the result in question” (Ibid.). Consequently, we 

6  For a more detailed overview of the explanatory methods and tools currently available, see Molnar, 
2021.
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see that the explicability of an algorithm is not an end in itself but rather a helpful 
and possibly necessary feature to satisfy the desire of the interacting human for the 
fullest possible understanding. To bring this concern for a deeper insight that goes 
beyond simple description to the fore, some authors employ instead of explicability 
the term interpretability (Heinrichs & Eickhoff, 2020; Rudin & Radin, 2019). Leav-
ing aside the ambiguity of the term, it can be said that iML systems should provide 
detailed and preferably exhaustive information about their functioning and their pro-
cess of generating individual outcomes. Therefore, the physician is able not only to 
trace how the information of the ML-based system came about but also to present it 
to the patient and thus employ the information in shared decision-making. If neces-
sary, both the physician and the patient could then offer feedback about incorrect 
information or weightings that are evaluated as inappropriate in the specific situa-
tion. To achieve this, Rudin and Radin (2019) argue that we should not depend on 
algorithms that are analyzed ex post for being explicable; rather, they advocate for 
systems that are already constructed to be interpretable.

Yet, while for some processes forms of explicable or interpretable ML-based sys-
tems can be developed, other complex procedures that utilize immense amounts of 
data may remain not explicable or interpretable to human actors due to their lim-
ited processing capacity. Consequently, should the desire for a perhaps unreachable 
explicability impede the usage of such algorithms?

3.2 � Why All the Fuss? Accuracy Has Often Been Enough Thus Far…

In contrast to commentators who emphasize the importance of interpretable ML-
generated outcomes, some criticize the importance of explicability in its sweeping 
nature (Durán & Jongsma, 2021) or question its significance entirely in the medi-
cal field. A representative of the latter position is Alex J. London, who unfolds his 
questioning of the “explanatory power” of medical knowledge as follows (London, 
2019): in other fields, a comparatively high completeness of causally significant 
interrelations has been or can be achieved; however, the knowledge about underlying 
causal interrelations in medicine is merely “in its infancy” (Ibid.). Pathomechanisms 
and therapeutic modes of functioning are often unknown or poorly understood; con-
sequently, “decisions that are atheoretic, associationist, and opaque are common-
place in medicine” (Ibid.). Considerable parts of empirical medical knowledge have 
been applied for many years in spite of the lack of causal insight into their mecha-
nism of action, as in the case of aspirin or lithium (Ibid.). Other therapies that were 
based on causal hypotheses—that is, theoretical attempts of explanation—were later 
revealed to be incorrect. Rigorously gathered empirical findings are therefore said to 
be more reliable and to reflect causal interrelations better than “theoretical claims 
that purport to ground and explain them” (Ibid.). Our medical knowledge and prac-
tice, London concludes, would be primarily “a mixture of empirical findings and 
inherited clinical culture,” causing recommendations based on them to “reflect [the] 
experience of benefit without enough knowledge of the underlying causal system to 
explain how the benefits are brought about” (Ibid.).
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Without presenting London’s full illustration of this point, I summarize his argu-
ment roughly as follows: Uncertainty, especially involving causal interrelations, is 
the rule rather than the exception in medical practice. Clinical decisions often orig-
inate in the physician’s apparently opaque and often inaccessible neural network. 
Therefore, equally opaque information or recommendations from artificial neural 
networks are “not radically different” (Ibid.) from the physician’s recommendations. 
Consequently, because our ability to consider numerous features remains fragmen-
tary and thus limited, non-rule-based algorithms are comparatively superior to us in 
terms of their accuracy and are therefore sometimes preferable. Hence, the focus of 
our attention should be less on efforts toward explicability or interpretability of ML-
generated medical outcomes and more on the empirical validation of their accuracy 
or reliability (Ibid.).

These fundamentally different positions about the necessity of insight into ML-
based outcomes,7 both of which indicate an intuitive plausibility, require that we 
examine the epistemic presuppositions and their normative relevance within the 
communication process between physicians and patients. Although the current 
debate about ML-generated information is recent regarding its application, the argu-
ment can be traced to the foundations of medical knowledge and philosophy of 
science.

3.3 � Efforts to Make Medical Information Accessible: the Normative Relevance 
of Understanding

According to Clemens Sedmak (2003: 10 f.; author’s translation), working epis-
temically includes “all the efforts we have to make finding our way in the world.” 
It is “work on orientation by introducing differentiations” and thus generating an 
“order” in which we can meaningfully classify the phenomena we encounter every 
day (Ibid.). Sedmak emphasizes that the grasp of reality, which functions as a pre-
requisite for successful action, may not be completely available to us but requires 
effort on our part. Gaining knowledge in medicine through effort is certainly nothing 
new. Sedmak, however, does not mean the efforts that relate to the daily production 
of vast amounts of information but its correct understanding. According to Sedmak, 
understanding is the embedding of new information in the order of our already exist-
ing individual knowledge.

Considerable parts of modern medical knowledge rely first on empirically col-
lected data to evaluate the effectiveness of clinical interventions, that is, they are 
evidence based. With various methods—preferably randomized controlled trials 
(RCTs)—reliable statements should be made about probabilities for certain predic-
tors, certain progressions, and certain endpoints. In this view, the entirety of our 
medical information leads us increasingly closer to a coherent system of statements 

7  Ultimately, the divergent positions represent a fundamental dispute about the epistemic nature of justi-
fication in their application: Whereas proponents of high-accurate but opaque systems for obtaining true 
beliefs seem to require exclusively the reliability of evidence, proponents of interpretable systems tend to 
emphasize the justification of propositions among themselves.

Page 9 of 20    5



F. Funer

1 3

about reality (epistemic achievements), with the aim of describing it as ideally as 
possible.8 Many of our best scientific theories to date are likely, strictly speaking, 
incorrect; thus, we are only close to the truth, that is, close to reality as it really is, or 
approximately true (cf. for approximate truth, e.g., Hardin & Rosenberg, 1982; Put-
nam, 1982; Smith, 1998). Nevertheless, there is inevitably what I call an epistemic 
gap between this information, which is based, for example, on generalizations, cat-
egorizations, and cancellations of so-called statistical outliers and the concrete case 
at hand with its unique circumstances.

The individual patient embodies reality as it really is; he is not a statistical rep-
resentation of reality. The patient therefore eludes statistical simplifications, cannot 
fully be captured in categories, or may just be a statistical outlier. Due to their inher-
ently simplifying design of collection, statistics, even if considered all together, cat-
egorically cannot exhaustively describe reality as it really is. This criticism is not 
a novelty but is well-known in the epistemology of evidence-based medical infor-
mation as the problem of external validity (cf. Solomon, 2015: 141 ff.; Worrall, 
2007).9 To address this problem sufficiently, applying trial results to clinical deci-
sion-making requires “a good deal of background knowledge” (Ibid.; cf. Cartwright, 
2007a/2007b) to produce an overall judgment that fits the situation. Consequently, 
medical knowledge does not comprise solely probabilistic results, but its usability 
needs further causal reasoning based on multiple methods with different kinds of 
evidence, justifications, and heuristics (cf. Solomon, 2015; Worrall, 2007).

Accordingly, even an ML system with access to many statistics that “take all this 
evidence into consideration – a feat that might not be possible for individual practi-
tioners –” (Bjerring & Busch, 2021) does not achieve a sufficiently complete picture 
of the patient due to the epistemic gap of the data on which it is based.10 The treat-
ment of an individual patient therefore requires an interpretative capacity that exam-
ines, evaluates, and selects all the evidence regarding its relevance for the individual 
case.

What do I mean when I speak of the relevance of understanding in clinical 
decision-making? I mean the attempt of grasping the relationship between differ-
ent pieces of information, especially the relations between causes and effects or 
“dependency relations” (Grimm, 2005, 2011; cf. Zagzebski, 2009: 142 ff.). Only 
by “embedding” evidence into one’s network of other evidence can one achieve 

8  My argument here follows scientific realism, according to which “our best scientific theories give true 
or approximately true descriptions of observable and unobservable aspects of a mind-independent world” 
(Chakravartty, 2017).
9  Reasons for the lack of external validity of medical studies include variability in patients (age, sex, 
severity of disease, risk factors, comorbidities, ethnicity, socioeconomic status), treatments (dose, tim-
ing of administration, duration of therapy, other medications), and setting (quality of care) (cf. Rawlins, 
2008; quoted by Solomon, 2015: 143).
10  Thus, the problem here lies primarily with the information underlying the ML system. An opaque ML 
system runs the risk of further obscuring the limitations of external validity (but also internal validity) 
through its mechanism of linking such data together. The supposed progress of making limitations of 
research as transparent as possible to interpretation would thus potentially be abandoned.

5   Page 10 of 20



Accuracy and Interpretability: Struggling with the Epistemic…

1 3

understanding (= individual knowledge).11 Surely it is possible that we also integrate 
at least some false beliefs about propositions into our network, that is, we develop 
a “false understanding.”12 Nevertheless, such understanding as an interpretative 
capacity has a greater practical value than mere true beliefs because of its stability 
for following individual life goals (cf. for the value of understanding, see Zagzeb-
ski, 2009; Pritchard, 2009; de Regt et al., 2009; Grimm et al., 2017). Understanding 
enables us to integrate new information not only into our background knowledge 
about reality as it really is but also—based on this—into our life-guiding network of 
moral beliefs. As Zagzebski posits, “[I]f we adopt a moral belief on testimony [e.g., 
from an opaque recommendation] without understanding the broader moral reasons 
behind it, we will be unable to generalize our judgment to make relevantly similar 
judgments” (Zagzebski, 2009: 148). To make reasonable sense about anything in 
life, it is necessary to understand it and integrate it in the “order” of the manifold 
dimensions of one’s personality, such as biographical, situational, social, and moral 
aspects.

These ever-present normative implications cause challenges in employing epis-
temically opaque ML-based outcomes: addressing evidence in an individual case is 
a formula that could be solved with ML-based representations and processing steps 
if, and only if the defined, expected benefit, that is, the goal, can be assumed to be 
universally generalizable. Otherwise, there would be a risk of imposing a goal (e.g., 
the highest possible medical outcome) on the patient at hand, which could run coun-
ter to the patient’s goals. Certainly an ML-based algorithm, due to its high-capac-
ity performance, could better calculate what is “best” for an individual case from a 
one-sided, statistical, and medical perspective, such as increasing the patient’s life-
time. However, the interests, values, and goals of the majority of individuals extend 
beyond this goal of lifetime. Unfortunately, the search for a more universal goal also 
offers little hope. The determination of a single universally valid and operationaliz-
able ultimate goal, which ideally could be programmed as the goal perspective in an 
algorithm, has long been controversial in philosophy and ethics regarding its exist-
ence, and its verbalized concretion and application may be impossible. If one notes 
the plethora of existing and potential human goals, however, then the practical pos-
sibility of registering and considering them in an algorithm to a large extent—and 
thus not simply mono- or oligo-dimensionally—remains questionable.13

Decisions regarding patient medical treatment concern not only a truncated 
“statistically captured view” but also an integral picture of the whole patient; 

13  To be understood correctly: I do not want to deny the potential existence of extensive or perhaps even 
universal goals, but I doubt their machine-adequate formulation and complete operationalizability such 
that they could justify a universal application of these “programmed” goals to every individual for whose 
treatment a ML-based recommendation is made.

11  I explicitly do not mean here the abstract knowledge of the professional community or the like, which 
may expand diachronically and possibly also falsify the earlier “understanding.”.
12  There is disagreement whether a belief must merely be subjectively appropriate or whether it must 
also be objectively appropriate, that means, whether it must be a reliable matter of truth in order to be 
knowledge (cf. e. g. Grimm 2011, 90). I will not be able to conclude this discussion either. But even if 
the latter is true, this belief only acquires practical relevance for the individual person if she integrates it 
into her own “network” of beliefs.
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consequently, the other dimensions relevant to the patient must be included in medi-
cal decisions. The debate opening up here regarding possible definitions of quality 
of life  is obvious. Even if we could collect and operationalize the regularities and 
categorizations of a large part of the dimensions relevant to humans14 and if, thanks 
to large amounts of data, we were empirically closer to so-called personalized medi-
cine, even then there would still be this epistemic gap between the statistical (in 
comparison to reality as it really is always reductionistic) data and the concrete indi-
vidual person, who cannot be statistically predicted with high certainty regarding 
her personal circumstances. The long-held truism of medical practice—treating not 
a disease but a person with a disease—is more relevant for the implementation of 
ML systems in healthcare than has been seen so far.

3.4 � How Much Insight Is Needed in ML‑Generated Outcomes for What Kind 
of Medical Decisions? An Approximation

What does this seemingly lofty digression about people’s ultimate goals and there-
fore medicine’s goal perspectives mean for the necessity or non-necessity of insight 
into ML systems? The advantage of interpretable systems is that the agent utilizing 
them, that is, the treating physician, optimally obtains insight into the adequate or 
perhaps non-adequate factors considered, the fitting of the employed data clusters to 
the case at hand, the weightings made, and, if necessary, the dimensions of personal 
life, which, to date, are not considered by the algorithm.15 Thus, it empowers the 
physician and the patient to either reject or undertake attempts to understand, that 
is, to integrate the ML-generated information or recommendation into their exist-
ing orders of knowledge and experience (or to reject it) and, one could say, to align 
it with the patient’s circumstances, interests, values, and goal perspectives. Admit-
tedly, the physician’s interpretative approach to the individual case is prone to error 
and sometimes a highly demanding capacity, but it enables the physician to estimate 
the existing statistical probabilities and risks for the patient and to deliberate them 
with the patient for a moral assessment.

ML-generated information which cannot or can barely be integrated into this 
order due to its lack of transparency can therefore be problematic: if the coming 
to existence of an information is inaccessible, then it is difficult to form a convic-
tion or a belief based on it, particularly one that enables us to take responsibility for 
the decisions and actions based on this information. This is especially problematic 
if the ML-generated information contradicts our individual knowledge and experi-
ence and therefore causes plausible integration of the opaque information to seem 

14  Of course, theoretically, scenarios are conceivable in which at least large parts of the numerous rel-
evant factors could be recorded and operationalized by means of a catalog of questions presumably com-
prising several thousand operators, in order to subsequently feed them into the algorithm and thus deter-
mine one or more individual ultimate goal(s) for their best possible achievement. With regard to practical 
feasibility, however, numerous questions remain unanswered.
15  For Example, Krishnan (2020) has pointed out that the term “interpretability” often masks only other 
ends pursued, such as justification or non-discrimination.
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impossible. In medical practice, disagreements about diagnostic findings as well as 
outcome evaluations and predictions are related not only to interpretative deficien-
cies “but also to an intrinsic ambiguity in the observed phenomena” (Cabitza et al., 
2017; cf. Spreckelsen & Spitzer, 2008: 153).16 However, that to which one has no 
access cannot be interpreted or embedded into one’s epistemic order and therefore 
cannot be epistemically and normatively evaluated for oneself, much less conveyed 
to another person for evaluation. Nevertheless, these interpretative and evaluative 
aspects represent central facets of the doctor-patient relationship and its division of 
responsibility.

Of course, healthcare decisions are markedly diverse. An extensive differentia-
tion cannot and should not be made here. Many clinical decisions are rightly made 
without considering the many dimensions of the patient’s personal life and the 
diversity of individual goals. Other decisions, however, cannot avoid such consid-
eration. Abstractly, one could say that the greater the scope of a medical decision 
for a patient, the more normatively decisive the patient’s insight into the factors rel-
evant to this decision and their interpretation in the context of the patient’s personal 
life. This raises questions like the following: For what kind of medical decisions is 
insight into ML-generated outcomes by the physician or the patient necessary for a 
sufficient assumption of responsibility? Are there exceptions to this?

As I mentioned previously, both positions regarding the accuracy and interpret-
ability of ML-based systems seem intuitively plausible. The examples utilized on 
both sides illustrate that there are healthcare decisions that require in-depth insight 
into their generation as well as those that do not require any real insight. As Lon-
don (2019) posits, we are content with the demonstrated accuracy of, say, prepara-
tions such as aspirin or lithium, even if we have at times lacked or still lack explana-
tions or certainties about their functioning (London, 2019). However, the depth of 
intervention and the scope of the decision to employ a medical preparation (once) 
are, excluding the most important contraindications, exceedingly manageable and 
can actually be compensated to a large extent afterward. The situation is different 
with normatively weightier therapeutic decisions, such as admission and treatment 
with agents that severely restrict or potentially endanger one’s way of life, espe-
cially when these may be necessary for extended periods. Other examples include 
decisions regarding whether a patient is capable of giving consent or decisions on 
the continuation of life-sustaining measures, as these encompass numerous dimen-
sions beyond empirically ascertained findings and a patient’s operationalizable 
characteristics.

16  Grote and Berens (2020) refer to possible cases of “peer-disagreement,” according to which equally 
competent clinicians can nevertheless come to different—but possibly equally plausible—conclusions in 
one and the same case. Transferring this phenomenon to a “peer-disagreement” between a physician and 
an ML-based system they illustrate: “After assessing the evidence, she concludes that the patient has 
disease x, where she has a confidence of 0.8 in her proposition. However, when the machine learning 
algorithm screens the evidence, it states that the patient has disease y, with a similar degree of confi-
dence. Now, when trying to make a well-informed decision, how much weight should the clinician assign 
to the algorithm’s diagnosis? […] There is very little that the clinician might do on epistemic grounds to 
resolve the disagreement in question.”.
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With this diversity of healthcare decisions, it seems appropriate to identify for 
possible non-interpretable ML-support those decisions that depend solely or largely 
on statistically based, normatively uncontroversial information (especially in diag-
nostics or low-risk and reversible treatment decisions). This is likely the case, for 
example, with image-based diagnostic procedures, such as the detection of skin can-
cer (e.g., Esteva et al., 2019) or the analysis of radiological findings (e.g., Houssami 
et al., 2017). Even in such diagnostic decisions, clues to explanations would be help-
ful for advances in medical practice and theory, but they would be of less normative 
significance. However, the more normative implications involved in a decision (for 
example, about its scope, the risks and opportunities contained, the potential alter-
natives, reversibility), the more likely its generation and thus its interpretability will 
gain importance.17 Robbins (2019) summarizes the aim of explicability:

A principle of explicability, then, is a moral principle that should help bring 
us closer to acceptable uses of algorithms. This provides a human with the 
information they need in order to exercise that control. Explicability, therefore, 
is an attempt to maintain meaningful human control over algorithms. Only 
human beings can be held morally accountable so it should be human beings 
that are in control over these decisions.

Medical practice regards the treatment of a patient’s life based on objective and 
subjective values, quality of life, and sometimes diffuse and ambiguous clinical phe-
nomena that one encounters. The accuracy or reliability of ML-generated informa-
tion and recommendations may be sufficient in a bundling of the objective facts from 
a statistical perspective; however, it cannot provide sufficient justification for deci-
sions from a moral perspective, which is necessary to “maintain meaningful human 
control” (Robbins, 2019) over the decision to be made. This justification requires 
explanations beyond the description of the ML-generated outcome.

4 � Normative and Communicative Challenges for the ML‑Supported 
Doctor‑Patient Relationship

I have offered a point of reference with my proposed formal measure regarding the 
necessary insight into ML-generated information, according to which interpretabil-
ity becomes the more significant the more normative implications are involved in 
the decision to be made; however, its concretion quickly indicates central difficul-
ties because the extent and meaning of the normative implications of even the most 

17  Robbins (2019) puts it very strictly here: “Knowing that a specific decision requires an explanation 
[…] gives us good reason not to use opaque AI (e.  g. machine learning) for that decision. Any deci-
sion requiring an explanation should not be made by machine learning (ML) algorithms. Automation is 
still an option; however, this should be restricted to the old-fashioned kind of automation whereby the 
considerations are hard-coded into the algorithm.” In my view, a graded conception of the normative 
necessity of explicability/interpretability seems more appropriate, since, for example, circumstances of 
an emergency or situations of no alternative may justify the use of opaque ML-generated recommenda-
tions. However, this does not contradict Robbin’s position but rather renders it more precise.
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basal concepts of medicine (e.g., health, disease, and quality of life) are highly con-
tested (cf. e.g., Seidlein & Salloch, 2019).

Our discursive practice between physicians and patients allows us to obtain an 
impression of the meaning of terms, to determine normative implications at different 
levels of shared decision-making and thus, in an ideal–typical manner, to sharpen 
the physician’s picture of the patient’s interests, values, and goals.18 This enriched 
picture subsequently contributes to the evaluation, hierarchization, and selection of 
possible evidence-based diagnostic and therapeutic alternatives. Consequently, deci-
sions can be made that connect different kinds of medical information with eval-
uative judgments. Furthermore, in this interaction, the physician learns about the 
patient’s epistemic requirements for decision-making. While one patient wants the 
completest understanding possible, another finds it sufficient to ensure that the phy-
sician represents an epistemically trustworthy authority who can potentially be ques-
tioned and who is accountable for recommendations and decisions.19

This complex interaction, in which each decision to be made presents different 
justification requirements, does not preclude ML-based recommendations, even 
opaque ones. The challenge of an ML-supported doctor-patient relationship now 
consists in the identification of precisely those decisions that largely do not require 
normative justification, such as identifying the most appropriate surgical access (cf. 
Zhou et al., 2020) after deciding to operate. Such decisions could be supported anal-
ogously to evidence-based guidelines—in compliance with defined duties of care 
and quality standards in addition to the exclusion of undesirable biases by the IT 
developers—which bundle the current empirical state of knowledge and presort it 
according to criteria suitable for the patient (age, sex, or preexisting conditions). The 
treating physician could then utilize these outcomes considering the other non-oper-
ationalizable factors. For those decisions that require a higher normative justification 
due to their scope and depth of intervention, forms of interpretability and insight 
into the genesis of the information or recommendation are important for implement-
ing them in the discursive practice of physicians and patients.

Of particular epistemic and normative explosiveness could be those situations 
in which the result of an ML-based system contradicts those obtained convention-
ally—via established instruments and on the basis of existing medical knowledge—
and (possibly due to the lack insight) cannot be validated. How likely such situations 
are remains questionable. Nevertheless, they represent a possibility to be considered, 
which presents physicians with a normative challenge: they may lack the tools or the 
medical knowledge to either verify or falsify the result produced by the ML system. 

18  In this sense, it is correct that statistics on disease progressions, average survival times, recoveries, 
and deaths cannot provide such an enriched picture of a patient. To what extent other aspects mentioned 
could be operationalized at all—and thus sufficiently taken into account in the future—I am not able to 
judge.
19  In this respect, trustworthiness will (at least potentially) be demonstrated in the deliberative process 
with the person of trust. The epistemic expertise of the physician may be largely inaccessible to the lay-
person in terms of content, but it is at least communicatively interrogable in terms of its general criteria 
of rationality (evidence, adequacy, consistency, deliberation) and its normative implications. See, e.g., 
the discussion on epistemic authorities by Goldman, 2001 and Martini, 2020.
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Such a conceivable constellation also offers the potential for treatment improvement, 
since the physician inevitably must reexamine and reevaluate the measure that has 
been favored to date to exclude possible errors (Grote & Berens, 2020). However, 
if the physician still concludes that the measure recommended continues to deviate 
from that one of the ML-based system, then this is some kind of a stalemate situa-
tion in which only epistemically different justification strategies can be invoked for 
resolving the divergent results. Here it cannot be determined whether and to what 
extent such situations should be circumvented to avoid overburdening the patient 
with decisions about the preferred “path of knowledge” or to prevent problems of 
taking responsibility for such an ML-generated outcome.20 However, even for such 
a case, it becomes evident that the embedding of ML-based information into the 
deliberative and communicative decision-making process would clearly benefit 
from a maximum possible insight into the genesis and thus interpretability of this 
outcome. Therefore, once again, the more normatively far-reaching and important 
the clinical decision (and thus the higher the justification requirements), the more 
significant the traceable and interpretable processes of the ML-based generation of 
information and recommendations.

The requirements for justification of recommendations or decision-making, 
though perhaps only rudimentary or even sometimes retrospectively proven wrong, 
do not constitute just some kind of “opium for the conscience” but form the norma-
tive basis of interactions between people, especially in the necessarily trust-based 
doctor-patient relationship.

5 � Conclusion

ML-based systems and human agents differ in their assets in clinical decision-
making. The former, thanks to their processing capacities, are potentially capable 
of data-based synthesis performances that surpass a human many times over. The 
latter, in turn, are potentially capable of a discernment or integration performance by 
considering the practically relevant aspects beyond operationalizable data (social-
relational, psychological, moral, and religious factors) and by perceiving and pro-
cessing uncertainties and ambiguities that will remain inaccessible to ML-based 
systems for the foreseeable future. Both ML-based systems and human agents have 
different error-proneness and weaknesses that the other seems to be able to improve. 
The transparency and interpretability of ML-generated information can enable 
human agents—here, physicians and patients—to identify, circumvent, or at least 
adequately exploit some of the system’s error-proneness and weaknesses in clini-
cal decisions. However, unlike a highly accurate or reliable but opaque ML system, 
interpretability allows understanding of the inherent normative implications during 
the genesis of ML-based information and to accept, modify, or reject them.

20  In any case, it seems that the physician cannot be held accountable here, since qua her own knowledge 
and experience, she comes to a conclusion and epistemic conviction that contradicts that one of the ML-
based system.
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The task for the future in the development and implementation of ML-based sys-
tems is therefore to identify that equilibrium in which the skills of physicians and 
ML-based systems optimally complement each other. To achieve this, ML devel-
opers and physicians must engage in close collaborations. On the one hand, reg-
ulatory quality standards and performance criteria to evaluate the achievement of 
medical benefits and compliance with other relevant aspects (privacy, liability, etc.) 
must be determined; on the other hand, it is necessary to seek and formulate precise 
implementation opportunities in clinical practice. Only by considering the concrete 
potential field of application, those aspects and goals of the clinical decision can 
be identified whose processing must, due to their normative implications, remain 
comprehensible, assessable, and communicable for the decision-makers. As much 
as the implementation of ML-based systems may facilitate some tasks of everyday 
medical practice, it makes the interaction between patients, physicians, and algo-
rithms an even more challenging task. This requires physicians to heighten their sen-
sitivity and increase their skills in addressing the social, communicative, and ethical 
aspects and issues of their medical practice. And to apply these skills in dealing with 
ML systems requires extensive training. In clinical decision-making, this will allow 
both physician and patient to assess, avoid, or consciously accept possible risks in a 
responsible manner.
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