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Abstract
For a unitary operator U on a separable complex Hilbert space H, we describe the
set Cc(U ) of all conjugations C (antilinear, isometric, and involutive maps) on H for
which CUC = U . As this set might be empty, we also show that Cc(U ) �= ∅ if and
only if U is unitarily equivalent to U∗.

Keywords Unitary operators · Conjugations · Model spaces · Shift operators ·
Invariant subspaces

Mathematics Subject Classification 47B35 · 47B02 · 47A05

1 Introduction

This is the second in a series of two papers that explore conjugations of unitary
operators on Hilbert spaces. The first paper [19] explored, for a given unitary operator
U on a Hilbert space H, the antilinear, isometric, and involutive maps C on H, i.e.,
conjugations, for which CUC = U∗. An argument with the spectral theorem says
there will always be a conjugation C with this property. Moreover, [19] contains
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various characterizations of the set of all such conjugations C for which CUC = U∗.
These conjugations are the “symmetric conjugations” for U .

The purpose of this paper is to explore, for a given unitary U on H, the set

Cc(U ) := {C is a conjugation on H : CUC = U }. (1.1)

These are known as the “commuting conjugations” for U [3, 4]. The subscript c in
the definition of Cc(U ) might initially seem superfluous but we will use it anyway to
distinguish this set from Cs(U ) (notice the s in the subscript), the “symmetric conju-
gations” mentioned in the previous paragraph. For an easy example of a commuting
conjugation, consider the unitary operator (U f )(ξ) = ξ f (ξ), the bilateral shift on
L2(m, T), where m is normalized Lebesgue measure on the unit circle T. One can

check that the map (J f )(ξ) = f (ξ) on L2(m, T) defines a conjugation which satisfies
JU J = U . Moreover (see Example 6.16), any conjugation C on L2(m, T) for which
CUC = U takes the form (C f )(ξ) = u(ξ)(J f )(ξ), where u ∈ L∞(m, T) is both
unimodular and satisfies u(ξ) = u(ξ) a.e. on T. An analogous result holds when
(U f )(ξ) = ξ f (ξ) on the vector-valued Lebesgue space L 2(m,H), but not always
on L 2(μ,H) for a general positive measure μ on T (see Sect. 4 and the discussion
below).

The first issue one needs to resolve is whether, for a given unitary operator U on
H, there are any conjugations C for which CUC = U . Indeed, using the known fact
from [16] (see also Proposition 2.8 below) that any unitary operator can be written as a
composition of two conjugations, one can fashion a quick argument (see Lemma 2.9)
to see that if Cc(U ) �= ∅, then U ∼= U∗ (i.e., U is unitarily equivalent to its adjoint
U∗). One of the main results of this paper (Corollary 5.4) is the converse.

Theorem 1.2 For a unitary operator U on a complex separable Hilbert space H, the
following are equivalent.

(a) Cc(U ) �= ∅;
(b) U ∼= U∗.

Notice how condition (b) in Theorem 1.2 places some restrictions on the class of
unitary operators which have commuting conjugations in that, at the very least, the
spectrum σ(U ) of U must be symmetric with respect to the real axis.

Wegive concrete descriptions ofCc(U ) formany classes of unitary operatorsU such
as the bilateral shift on L2(m), the related bilateral shift on L2(μ), the bilateral shift on
the vector-valued L 2(μ,H), multiplication by an inner function on L2(m), general
bilateral shifts, the Fourier transform, and the Hilbert transform. The main driver
all of these results comes from the classical spectral theorem for unitary operators
(multiplicity version) [5, p. 307, Ch. IX, Theorem 10.20] which says that any unitary
operator U on H is unitarily equivalent to

˜M := M(∞)
ξ ⊕ M(1)

ξ ⊕ M(2)
ξ ⊕ · · · , (1.3)

on

L2
H := L 2(μ∞,H∞) ⊕ L 2(μ1,H1) ⊕ L 2(μ2,H2) ⊕ · · ·
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where for i = ∞, 1, 2, 3, . . ., μi are finite positive Borel measures on T,

M(i)
ξ : L 2(μi ,Hi ) → L 2(μi ,Hi ), (M(i)

ξ f )(ξ) = ξ f (ξ),

and Hi are i-dimensional Hilbert spaces. Let I : H → L2
H denote the isometric

isomorphism that induces the unitary equivalence ofU and ˜M. In Lemma 5.2 we show
that if Cc(U ) �= ∅, then μc

i 	 μi for all i = ∞, 1, 2, . . . . Here μc
i (�) := μi (�

∗),
where �∗ := {ξ : ξ ∈ �}. Using these tools, the main description of Cc(U ) is the
following. We refer the reader to Sect. 4 for the precise definitions of the parameters
J# and U#.

Theorem 1.4 Let U be a unitary operator and C be a conjugation on H. With the
notation above, assuming that μc

i 	 μi for i = ∞, 1, 2, . . . , the following are
equivalent

(a) C ∈ Cc(U );
(b) For each i = ∞, 1, 2, . . . , there are conjugations Ci on L 2(μi ,Hi ) such that

M(i)
ξ is Ci –commuting and C = I∗

(

⊕

Ci
)

I;
(c) For each i = ∞, 1, 2, . . . and any conjugation J (i) on Hi , there is a unitary

operator-valued function U(i) ∈ L ∞(μi ,B(Hi )) such that J (i)U(i)(ξ)J (i) =
U(i)(ξ)# for μi -a.e. ξ ∈ T and

C = I∗(⊕U(i)J#
(i)
)

I = I∗(⊕U(i)
)(
⊕

J#
(i)
)

I.

This theorem is stated and proven in Sect. 5 and the concrete characterizations of
Cc(U ), for particular classes of unitary operators, will be given in Sect. 6. Parallel to
a discussion in the first paper [19] in this series, we discuss the (closed) subspaces K
of H for which CK ⊆ K for all C ∈ Cc(U ) in Sect. 7.

2 Basics facts about conjugations

All Hilbert spaces H in this paper are separable and complex. Let B(H) denote the
space of all bounded linear transformations onH and AB(H) denote the space of all
bounded antilinear transformations on H. By this we mean that C ∈ AB(H) when
C(x+ αy) = Cx + αCy for all x, y ∈ H and α ∈ C (C is antilinear) and sup{‖Cx‖ :
‖x‖ = 1} is finite (C is bounded). We say that C ∈ AB(H) is a conjugation if it
satisfies the additional conditions that ‖Cx‖ = ‖x‖ for all x ∈ H (C is isometric) and
C2 = I (C is involutive). By the polarization identity, a conjugation also satisfies

〈Cx, Cy〉 = 〈y, x〉 for all x, y ∈ H. (2.1)

Conjugations play an important role in operator theory and were initially studied in
[8, 9, 11–13]. More recently, conjugations were explored in [3, 4, 6, 7, 18, 21].
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Example 2.2 Many types of conjugations were outlined in [11–13]. Below are a few
basic ones that are relevant to this paper.

(a) The mapping C f = f̄ defines a conjugation on a standard Lebesgue space
L2(μ, X). In particular, the mapping Cx = x defines a conjugation on Euclidean
space C

n . Throughout this paper we will use the superscript t to represent the
transpose of a matrix. In addition, vectors x in C

n will be viewed as column vec-
tors since, for an n × n matrix A of complex numbers, we will often consider
linear transformations on C

n defined by x �→ Ax.
(b) The mapping (C f )(ξ) = f (ξ) defines a conjugation on L2(μ, T) for any finite

positive Borel measure on T.
(c) On L2(R) one can consider the two conjugations (C f )(t) = f (t) and (C f )(t) =

f (−t). These were used in [1, 2] to study symmetric operators and their
connections to physics.

This next lemma enables us to transfer a conjugation on one Hilbert space to a
conjugation on another. The (easy) proof is left to the reader.

Lemma 2.3 Suppose H and K are Hilbert spaces and V : H → K is a unitary
operator. If C is a conjugation on H then V CV ∗ is a conjugation on K.

Example 2.4 We have already discussed the how the mapping (C f )(ξ) = f (ξ) on
L2(m, T) is a conjugation that commutes with the bilateral shift (U f )(ξ) = ξ f (ξ).
Here are a few other examples.

(a) The conjugation (C f )(x) = f (x) on L2(R) commutes with the unitary operator
(U f )(x) = f (x −1). This conjugation also commutes with the Hilbert transform.

(b) The conjugation (C f )(x) = f (−x) on L2(R) commutes with the Fourier–
Plancherel transform.

Recalling the definition of Cc(U ) from (1.1), let us make a few elementary
observations. One can argue from (2.1) that

Cc(U ) = Cc(U
∗). (2.5)

Commuting conjugations are stable under unitary equivalence.

Proposition 2.6 Suppose U , V , W are unitary operators onH such that WU W ∗ = V .
Then WCc(U )W ∗ = Cc(V ).

If U is unitary and C is a conjugation on H, then UC ∈ AB(H) and is isometric.
This next result has a straightforward proof and determines when UC is involutive
and hence a conjugation.

Lemma 2.7 Let U be a unitary operator and C be a conjugation on H. Then UC is a
conjugation if and only if CUC = U∗.

We recall the following result from [16] (see also Proposition 2.5 from [19]) which
shows that any unitary operator can be built from conjugations.
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Proposition 2.8 Let U be a unitary operator on H. Then there are conjugations J1
and J2 on H such that U = J1 J2. Moreover, J1U J1 = U∗ and J2U J2 = U∗.

In the introduction we showed that although every unitary operator U satisfies
CUC = U∗ with respect to some conjugation C , it is possible for Cc(U ) (the com-
muting conjugations for U ) to be the empty set. Below we begin to determine when
this happens (and bring this discussion to fruition in Corollary 5.4).

Lemma 2.9 If U is a unitary operator on H and Cc(U ) �= ∅, then U ∼= U∗.

Proof Let J1 be as in Proposition 2.8, C ∈ Cc(U ), and define V = J1C . Clearly
V is unitary (since it is linear, isometric, and onto) and V U = J1CU = J1UC =
U∗ J1C = U∗V . Thus, U ∼= U∗. ��

3 Conjugations and spectral measures

A version of the spectral theorem for unitary operators [5, Ch. IX, Thm. 2.2] (see also
[17]) says that if U is a unitary operator onH, then there is a unique spectral measure
E(·) on T such that

U =
∫

ξd E(ξ). (3.1)

Moreover, for any spectral measure E(·) on T, there is a unique unitary operator U
associated with E(·) via (3.1).

For a spectral measure E(·) and x, y ∈ H, the function

μx,y(·) := 〈E(·)x, y〉

defines a finite complex Borel measure on T and for each x ∈ H,

μx := μx,x

defines a finite positive Borel measure on T, called an elementary measure.
For a complex Borel measure μ on T, define a new Borel measure μc on the Borel

subsets � of T by

μc(�) := μ(�∗), where �∗ := {ξ : ξ ∈ �} (3.2)

It is clear that (μc)c = μ. For a spectral measure E(·) on T, we have the family of
measures {μc

x,y : x, y ∈ H} defined via (3.2).
For the rest of this paper, we use M+(T) to denote the set of all finite positive Borel

measures on T.

Proposition 3.3 Suppose μ ∈ M+(T) and μc 	 μ. Then the following hold.

(a) μ 	 μc;
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(b) The Radon–Nikodym derivatives satisfy

dμc

dμ
(ξ) · dμc

dμ
(ξ̄) = 1 for μ-a.e. ξ ∈ T.

Proof Let h = dμc/dμ. Observe that μ = (μc)c 	 μc and

dμ(ξ) = dμc(ξ̄ ) = h(ξ̄ )dμ(ξ̄) = h(ξ̄ )dμc(ξ) = h(ξ̄ )h(ξ)dμ(ξ) for μ-a.e. ξ ∈ T.

Therefore,

dμ(ξ) = h(ξ̄ )dμc(ξ) and h(ξ̄ )h(ξ) = 1 for μ-a.e. ξ ∈ T. (3.4)

which completes the proof. ��
The following proposition, originally explored in [16] for symmetric conjugations,

relates a C ∈ Cc(U ) with the associated spectral measure E(·) for U . Define Ec(·)
on Borel subsets � of T by Ec(�) := E(�∗). From this definition it follows that
〈Ec(�)x, y〉 = μc

x,y(�) for all x, y ∈ H.

Proposition 3.5 Let C be a conjugation on H and U be a unitary operator on H with
associated spectral measure E(·). Then we have the following.

(a) Ec(·) is the associated spectral measure for U∗.
(b) C E(·)C is the spectral measure for CU∗C.
(c) CUC = U∗ if and only if C E(�)C = E(�) for all Borel subsets � of T.
(d) CUC = U if and only if C E(�)C = Ec(�) for all Borel subsets � of T.

Proof If E(·) is a spectral measure, one can check that Ec(·) and C E(·)C are also
spectral measures. Since, for each pair x, y ∈ H,

〈U∗x, y〉 =
∫

ξ̄ d〈E(ξ)x, y〉 =
∫

ξ d〈Ec(ξ)x, y〉,

the uniqueness of the spectral measure for a unitary operator gives (a). In a similar
way, (b) is a consequence of the computation

〈CU∗Cx, y〉 = 〈Cy, U∗Cx〉 = 〈UCy, Cx〉
=
∫

ξ d〈E(ξ)Cy, Cx〉

=
∫

ξ d〈x, C E(ξ)Cy〉 =
∫

ξ d〈C E(ξ)Cx, y〉.

Note the use of (2.1) in the above calculation. To see (c), note that CU∗C = U if and
only if their spectralmeasuresC E(·)C and E(·) coincide. Symmetrically in (d),CU∗C
equals to U∗ if and only if the spectral measures C E(·)C and Ec(·) coincide. ��
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As we will see in subsequent sections, the set Cc(U ) is quite large and so an impor-
tant step in understanding it is to decompose each C ∈ Cc(U ) into more manageable
pieces. This decomposition will involve various types of invariant subspaces. Recall
that a (closed) subspace M of a Hilbert space H is invariant for an A ∈ B(H) if
AM ⊆ M; reducing if both AM ⊆ M and A∗M ⊆ M; and hyperinvariant if
TM ⊆ M for every T ∈ B(H) that commutes with A. We begin with a simple
lemma whose proof follows from (2.1) and the fact that C2 = I .

Lemma 3.6 If C is a conjugation onH andM is a subspace ofH such that CM ⊆ M,
then CM = M and CM⊥ = M⊥.

Proposition 3.7 Let U ∈ B(H) be a unitary operator with associated spectral measure
E(·) and � ⊆ T be a Borel set.

(a) If �∗ = � then for any C ∈ Cc(U ), we have C(E(�)H) = E(�)H.
(b) If Cc(U ) �= ∅ and E(�)H is invariant for C, then E(� \ �∗) = 0.

Proof For the proof of (a), let x ∈ E(�)H and y ∈ (E(�)H)⊥. By Proposition 3.5(d)
we have

〈Cx, y〉 = 〈C E(�)x, y〉 = 〈E(�∗)Cx, y〉 = 〈Cx, E(�)y〉 = 〈Cx, 0〉 = 0

and thus Cx ∈ E(�)H. Now apply Lemma 3.6.
For the proof of (b) let x ∈ E(� \ �∗)H. From E(�) = E(�∗) ⊕ E(�\�∗), we

can use Proposition 3.5(d) to see that

0 = ‖E(�∗)x‖ = ‖C E(�)Cx‖ = ‖E(�)Cx‖ = ‖Cx‖ = ‖x‖.

��
For a unitary operator U on H, one can show, as was done in [19], that for any

μ ∈ M+(T) the set

Hμ := {x ∈ H : μx 	 μ}

is a reducing subspace of U . The space Hμ was explored in [17, §65] as part of a
general discussion of the multiplicity theory for unitary operators.

Theorem 3.8 Let U be a unitary operator on H, E(·) its associated spectral measure,
μ ∈ M+(T), and C ∈ Cc(U ). Then we have the following.

(a) CHμ = Hμc and CH⊥
μ = H⊥

μc , and thus

(b) C = Cμ,μc ⊕ C
′
μ,μc , where Cμ,μc = C |Hμ

: Hμ → Hμc and C
′
μ,μc = C |H⊥

μ
:

H⊥
μ → H⊥

μc are antilinear, onto, isometries.

Proof Let x ∈ Hμ. By Proposition 3.5(d), C E(·)C = Ec(·) and thus

〈E(·)Cx, Cx〉 = 〈x, C E(·)Cx〉 = 〈x, Ec(·)x〉 = 〈Ec(·)x, x〉.

Since 〈E(·)x, x〉 	 μ, it follows that 〈E(·)Cx, Cx〉 	 μc and thus Cx ∈ Hμc .
Similarly, CHμc ⊆ Hμ, thus CHμ = Hμc and CH⊥

μ = H⊥
μc (Lemma 3.6). ��
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Recall [17, §48] the standard Boolean operations ∧ and ∨ for μ1, μ2 ∈ M+(T)

defined on Borel subsets � of T by

(μ1 ∨ μ2)(�) := μ1(�) + μ2(�);
(μ1 ∧ μ2)(�) := inf{μ1(� ∩ A) + μ2(� \ A) : A is a Borel set}.

For a unitary U , there exists a scalar spectral measure ν, meaning that ν(�) = 0 if
and only if E(�) = 0 [5, p. 293] (also see the discussion in Theorem 3.8 in [19]).
For ν1, ν2 ∈ M+(T) it was shown in [19, Prop. 3.10] that Hν1 ⊆ Hν2 if and only if
ν1 ∧ μ 	 ν2 ∧ μ.

Corollary 3.9 Let U be a unitary operator on H and ν be any scalar spectral measure
for U. Suppose that μ ∈ M+(T) satisfies μc ∧ ν 	 μ ∧ ν. If C ∈ Cc(U ), we have
the following.

(a) CHμ = Hμ and CH⊥
μ = H⊥

μ .

(b) C = Cμ ⊕ C⊥
μ , where Cμ := C |Hμ

and C⊥
μ = C |H⊥

μ
.

(c) Cμ ∈ Cc(U |Hμ
) and C⊥

μ ∈ Cc(U |H⊥
μ
).

Corollary 3.10 Let U be a unitary on H and ν be any scalar spectral measure for U.
Fix a μ ∈ M+(T). If CHμ ⊆ Hμ for some C ∈ Cc(U ) then μc ∧ ν 	 μ ∧ ν.

Proof By Theorem 3.8 we have CHμ = Hμc ⊆ Hμ. Thus, by [19, Prop. 3.11], we
obtain μc ∧ ν 	 μ ∧ ν. ��

Since a unitary operator is normal, we see that ker(U − α I ) = ker(U∗ − ᾱ I ) i.e.,
Hδα = Hδc

α
, where δα denotes an atomic measure with atom at α ∈ T. This gives us

the following corollary.

Corollary 3.11 Let U be a unitary operator on H and C ∈ Cc(U ). Let α ∈ T be an
eigenvalue for U. Then C = Cδα ⊕ C⊥

δα
, where Cδα = C |Hδα

and C⊥
δα

= C |H⊥
δα

are

conjugations on ker(U − α I ) and ker(U − α I )⊥, respectively.

4 Natural conjugations on vector valued L2 spaces

This section provides a model for conjugations on vector valued Lebesgue spaces and
will be useful in our description of Cc(U ) in Theorem 5.3.

For a Hilbert space H with norm ‖ · ‖H and a μ ∈ M+(T), consider the set
L 0(μ,H) of H-valued μ-measurable functions f on T and the set

L 2(μ,H) :=
{

f ∈ L 0(μ,H) : ‖f‖L2(μ.H) :=
(

∫

T

‖f (ξ)‖2Hdμ(ξ)
) 1

2
< ∞

}

.

Also consider L ∞(μ,B(H)), the μ-essentially bounded B(H)-valued functions U
on T. For U ∈ L ∞(μ,B(H)), define the multiplication operator MU on L 2(μ,H)
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by

(MUf )(ξ) = U(ξ)f (ξ)

for f ∈ L 2(μ,H) and μ-a.e. ξ ∈ T. Clearly MU ∈ B(L 2(μ,H)). If we use the
notation U∗(ξ) = U(ξ)∗, one can verify that

M∗
U = MU∗ . (4.1)

We will use L∞(μ) := L ∞(μ, C) to denote the scalar valued μ-essentially bounded
functions on T. For ease of notation, we will writeMϕ , when ϕ ∈ L∞(μ), instead of
the more cumbersome MϕIH , that is,

(Mϕf )(ξ) = (MϕIH f )(ξ) = ϕ(ξ)f (ξ)

for f ∈ L 2(μ,H) and μ-a.e. ξ ∈ T. The case when ϕ(ξ) = ξ will play an promi-
nent role in this paper in which case we have the vector-valued bilateral shift Mξ on
L 2(μ,H).

Recall fromSect. 2 thatAB(H)denotes the spaceof all bounded antilinear operators
on H. We define L ∞(μ,AB(H)) to be the space of all μ-essentially bounded and
AB(H)-valued Borel functions on T. Similarly as above, for C ∈ L ∞(μ,AB(H)),
define

(ACf )(ξ) = C(ξ)f (ξ)

for f ∈ L 2(μ,H) and μ-a.e. ξ ∈ T. One can check that AC ∈ AB(L 2(μ,H)).
For any conjugation J on H, define the conjugation J onL 2(μ,H) by

(Jf )(ξ) = J (f (ξ)), f ∈ L 2(μ,H).

Notice that JMξJ = M ξ̄ [19].

We now focus our attention on the scalar valued L2(μ) space and the set Cc(Mξ ).
This next result shows that when Cc(Mξ ) �= ∅, there must be some restrictions on μ.
The set Cc(Mξ ) was explored in [4] when μ = m.

Proposition 4.2 Let μ ∈ M+(T) and C be a conjugation on L2(μ) such that C Mξ =
Mξ C. Then μc 	 μ (and hence μ 	 μc by Proposition 3.3).

Proof From (2.5), the identity C Mξ C = Mξ implies that C Mξ̄ C = Mξ̄ . For any

trigonometric polynomial p(ξ) define p#(ξ) := p(ξ).The above (and the antilinearity
ofC) shows thatC MpC = Mp# .Therefore, by theweak-∗ density of the trigonometric
polynomials in L∞(μ), we obtain

C MϕC = Mϕ# for any ϕ ∈ L∞(μ), (4.3)
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where ϕ#(ξ) = ϕ(ξ). If μc �	 μ, then there is a Borel set � ⊆ T such that μ(�) �= 0
but μc(�) = 0. But, (4.3) yields a contradiction with ϕ = χ�, since Mχ�∗ = 0 but
C Mχ�C is not. ��

Now let us focus on the situation when μc 	 μ. In this case we also have that
μ 	 μc (Proposition 3.3). For f ∈ L 2(μ,H) and U ∈ L ∞(μ,B(H)), it makes
sense to write f (ξ̄ ) or U(ξ̄ ) and define

U#(ξ) := U∗(ξ̄ ) = U(ξ̄ )∗. (4.4)

Proposition 4.5 Let μ ∈ M+(T) such that μc 	 μ and let h = dμc/dμ. For a
Hilbert space H, a conjugation J on H, and f ∈ L 2(μ,H), define

(J#f)(ξ) = (h(ξ))
1
2 J (f(ξ̄ )) (4.6)

for μ-a.e. ξ ∈ T. Then we have the following.

(a) J# is a conjugation on L 2(μ,H);
(b) J#MξJ# = Mξ .

Proof As discussed in Proposition 3.3, μ 	 μc and dμc = h# dμ with h#(ξ) h(ξ) =
h(ξ̄ )h(ξ) = 1 for μ a.e. ξ ∈ T.

Since J is antilinear on H, one sees that J# is antilinear on L 2(μ,H). Moreover,
for f ∈ L 2(μ,H) we have

‖J#f‖2L 2(μ,H)
=
∫

‖h(ξ)
1
2 J (f (ξ̄ ))‖2Hdμ(ξ)

=
∫

‖J (f (ξ̄ ))‖2H h(ξ) dμ(ξ)

=
∫

‖f (ξ)‖2H h(ξ̄ ) dμ(ξ̄) =
∫

‖f (ξ)‖2H dμ(ξ) = ‖f‖2L 2(μ,H)
.

Note the use of (3.4) above. Thus, J# is isometric onL 2(μ,H).
Next we show that (J#)2 = I . Indeed, for each f ∈ L 2(μ,H),

(J#J#f )(ξ) = h(ξ)
1
2 J ((J#f )(ξ̄ ))

= h(ξ)
1
2 J
(

(h(ξ̄ ))
1
2 J (f (ξ))

)

= (h(ξ)h(ξ̄ )
1
2 J (J (f (ξ))) = f (ξ).

Again, note the use of (3.4) above. Therefore, J# is a conjugation. To prove (b), observe
that for each f ∈ L 2(μ,H) we have

(J#Mξ f )(ξ) = J#(Mξ f )(ξ) = h(ξ)
1
2 J ((Mξ f )(ξ̄ ))

= h(ξ)
1
2 J (ξ̄ f (ξ̄ )) = ξh(ξ)

1
2 J (f (ξ̄ ))
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= ξ(J#f )(ξ) = (MξJ#)f (ξ).

��
Remark 4.7 If μ = m, Lebesgue measure on T, then m = mc and h ≡ 1 and the
conjugation (4.6) coincides with the one considered in [4].

A special case worth pointing out is the scalar case H = C.

Corollary 4.8 Let μ ∈ M+(T) such that μc 	 μ. Let h = dμc/dμ and define

(J # f )(ξ) = h(ξ)
1
2 f (ξ̄ ), f ∈ L2(μ). (4.9)

Then J # is a conjugation on L2(μ) and J #Mξ J # = Mξ .

In particular, observe that μc 	 μ �⇒ Cc(Mξ ) �= ∅.
The following echos a result from [4, Proposition 4.2]. Recall the notation from

(4.4).

Proposition 4.10 Let J be a conjugation on H, J# be defined by (4.6), and let U ∈
L ∞(μ,B(H)) be a unitary operator-valued function. Then we have the following.

(a) J#MUJ# = JM(U#)∗J;

(b) MUJ# is a conjugation on L 2(μ,H) if and only if JU(ξ)J = U#(ξ) = U∗(ξ̄ )

for μ-a.e. ξ ∈ T;
(c) If MUJ# is a conjugation on L 2(μ,H) then MUJ# = J#MU∗;
(d)

(

MUJ#
)

Mξ

(

MUJ#
) = Mξ .

Proof For every f ∈ L 2(μ,H), observe that for μ-a.e. ξ ∈ T we have

(J#MUJ#f )(ξ) = h(ξ)
1
2 J
(

(MUJ#f )(ξ̄ )
)

= h(ξ)
1
2 J
(

U(ξ̄ )
(

J#f
)

(ξ̄ )
)

= h(ξ)
1
2 J
(

U(ξ̄ )h(ξ̄ )
1
2 J (f (ξ)

)

)

= (h(ξ)h(ξ̄ ))
1
2 J (U(ξ̄ )J (f (ξ)))

= JU(ξ̄ )J (f (ξ)) = J ((U#(ξ))∗ J (f (ξ)))

= (J(U#)∗Jf )(ξ).

Note the use of (4.4) above. This proves (a).
Note that MUJ# is antilinear and isometric on L 2(μ,H). To prove that MUJ# is

a conjugation (and thus complete the proof of (b)), Lemma 2.7 says that we just need
to check the identity J#MUJ# = M∗

U . By (a) this is equivalent to JU(ξ̄ )J = U∗(ξ)

since, by (4.1), (M∗
Uf )(ξ) = U∗(ξ)f (ξ).

Statement (c) follows from the fact thatMUJ# is a conjugation onL 2(μ,H), and
so (MUJ#)(MUJ#) = I , along with the factMUMU∗ = MU∗MU = I (since U(ξ) is
unitary for μ-a.e. ξ ∈ T).
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To see (d), observe that for any f ∈ L 2(μ,H),

(MUJ#Mξ f )(ξ) = U(ξ)J#(Mξ f )(ξ)

= U(ξ)h(ξ)
1
2 J ((Mξ f )(ξ̄ ))

= h(ξ)
1
2 U(ξ)J (ξ̄ f (ξ̄ )) = ξh(ξ)

1
2 U(ξ)J (f (ξ̄ ))

while

(MξMUJ#f )(ξ) = ξ(MUJ#f )(ξ) = ξU(ξ)(J#f )(ξ)

= ξU(ξ)h(ξ)
1
2 J (f (ξ̄ )) = ξh(ξ)

1
2 U(ξ)J (f (ξ̄ )),

which completes the proof of (d). ��

5 Conjugations via the spectral theorem

In this section we use the multiplicity theory for unitary operators [5, 17] to describe
Cc(U ). We also prove that Cc(U ) �= ∅ if and only if U ∼= U∗ (thus establishing the
converse to Lemma 2.9). We begin with a statement of the spectral multiplicity theory
from [5, p. 307, Ch. IX, Theorem 10.20]. Recall the statement of the multiplicity
version of the spectral theorem from (1.3).

Remark 5.1 Let U be a unitary operator with a spectral measure E(·). As previously
observed inProposition3.5(a), Ec(·) is a spectralmeasure forU∗. In [19,Theorem8.1],
the measures μ∞, μ1, μ2, . . . from (1.3) were constructed using the spectral measure
E(·). Therefore, the appropriate measures for operator U∗ are μc∞, μc

1, μ
c
2, . . . .

Lemma 5.2 Let U be a unitary operator onH with the multiplicity representation of U
given by the mutually singular measures μ∞, μ1, μ2, . . . as in (1.3). If Cc(U ) �= ∅,
then μc

i 	 μi for all i = ∞, 1, 2, . . . .

Proof Lemma 2.9 says that if Cc(U ) �= ∅, then U ∼= U∗. Hence, by Remark 5.1
and [5, p. 305, Theorem IX 10.16], the measures μi and μc

i are mutually absolutely
continuous for all i = ∞, 1, 2, . . . . ��

We now arrive at the description ofCc(U ) in terms of the parameters of the spectral
theorem.

Theorem 5.3 Let U be a unitary operator and C be a conjugation on H. With the
notation as in (1.3), assuming that μc

i 	 μi for i = ∞, 1, 2, . . . , the following are
equivalent

(a) C ∈ Cc(U );
(b) For each i = ∞, 1, 2, . . . , there are conjugations Ci ∈ AB((L 2(μi ,Hi )) such

that M(i)
ξ is Ci –commuting and C = I∗

(

⊕

Ci
)

I;
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(c) For each i = ∞, 1, 2, . . . and any conjugation J (i) on Hi , there is a unitary
operator-valued function U(i) ∈ L ∞(μi ,B(Hi )) such that

J (i)U(i)(ξ)J (i) = U(i)(ξ)# for μi a.e. ξ ∈ T and

C = I∗(⊕U(i)J#
(i)
)

I = I∗(⊕U(i)
)(
⊕

J#
(i)
)

I.

Proof To show (a) �⇒ (c), let ˜Mξ := IUI∗ ∈ B(L2
H) and define the conjugation

˜C = ICI∗ (note the use of Lemma 2.3). Then˜C˜Mξ
˜C = ˜Mξ .

Let J (i) be any a conjugation on Hi . Since μc
i 	 μi for i = ∞, 1, 2, . . . , let

hi = dμc
i /dμi and define the map J#

(i)
on L 2(μi ,Hi ) by

(J#
(i)
f i )(ξ) = hi (ξ)

1
2 J (i)(f i (ξ̄ ))

for μi -a.e. ξ ∈ T and f i ∈ L 2(μi ,Hi ). By Proposition 4.5, each of the above maps
defines a conjugation on L 2(μi ,Hi ) which satisfies

J#
(i)
M(i)

ξ J#
(i) = M(i)

ξ .

Use these conjugations to define the conjugation˜J
# = ⊕

J#
(i)

on L2
H and observe

that

˜J
#
˜Mξ
˜J
# = ˜Mξ .

Moreover,

˜Mξ
˜C˜J

# =˜C ˜Mξ
˜J
# =˜C˜J #

˜Mξ .

The spectral theorem applied to ˜Mξ also yields the commutant [5, p. 307, Theorem
10.20], namely there are

U(i) ∈ L ∞(μi ,B(Hi )), i = ∞, 1, 2, . . . ,

such that

˜C˜J
# =

⊕

˜MU(i) = ˜MU(∞) ⊕ ˜MU(1) ⊕ ˜MU(2) ⊕ · · · .

Since˜C˜J
#
is unitary, it follows that ˜MU(i) is also unitary and consequently U(i) is a

operator-valued function such that U(i)(ξ) is unitary for μi a.e. ξ ∈ T. Therefore,

˜C =
(
⊕

MU(i)

)(
⊕

J#
(i)
)

=
⊕

MU(i)J#
(i)

.
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Since˜C|L 2(μi ,Hi )
is a conjugation, it follows that

J (i)U(i)(ξ)J (i) = (U(i)(ξ))#

for μi -a.e. ξ ∈ T (Proposition 4.10). This completes the proof of (a) �⇒ (c).

To prove (c) �⇒ (b), it is enough to take C(i) = MU(i)J#
(i)
. The remaining

implication (b) �⇒ (a) is trivial. ��

The following yields the converse of Lemma 2.9 and thus completes the criterion
as to when Cc(U ) �= ∅.

Corollary 5.4 If U is a unitary operator on H such that U ∼= U∗, then there is
conjugation C on H such that CUC = U.

Proof If U ∼= U∗, then, as in the proof of Lemma 5.2, the measures μi and μc
i are

mutually absolutely continuous for all i = ∞, 1, 2, . . . . Now invoke Theorem 5.3
with any conjugation J (i) on H j (and U(i) = IHi ) and observe that the conjugation

C = I∗J#I = I∗⊕ J#
(i)I commutes with U . ��

6 Examples

In this section we use our results to give concrete descriptions of Cc(U ) when U is a
unitary matrix, multiplication by an inner function on L2(m), the Fourier transform,
and the Hilbert transform.

Unitary matrices

For an n × n unitary matrix U , the condition as to when Cc(U ) is nonempty, along
with the description of Cc(U ), can certainly be derived from Theorem 5.3. However,
we give a simple proof using basic linear algebra. We begin with the following result
from [15, Lemma 3.2].

Proposition 6.1 A mapping C on C
n is a conjugation if and only if C = V J , where

V is an n × n unitary matrix with V t = V and J is the conjugation on C
n defined by

J [x1 x2 · · · xn]t = [x1 x2 · · · xn]t , (6.2)

i.e., C[x1 x2 · · · xn]t = V [x1 x2 · · · xn]t .



Conjugations of unitary... Page 15 of 28    56 

The spectral theorem for unitary matrices says that if U ∼= U∗, then U is unitarily
equivalent to

U ′ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

[

ξ1 In1
ξ1 In1

]

. . .
[

ξd Ind

ξd Ind

]

[

I�
−Ik

]

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (6.3)

where ξ1, . . . , ξd ∈ T \ {1,−1} are distinct eigenvalues of U , Im denotes the m × m
identity matrix, and the block in the lower right corner might not appear or might
appear as just I� or just −Ik , depending on whether 1 or −1 are eigenvalues of U .
Of course n j , �, and k represent the multiplicities of the respective eigenvalues and
2n1 +· · ·+2nd +�+ k = n. One can now use Proposition 6.1 to prove the following.

Theorem 6.4 Suppose that U is an n × n unitary matrix with U ∼= U∗ and W is a
unitary matrix such that WU W ∗ = U ′, where U ′ is the matrix from (6.3). Then every
C ∈ Cc(U ) takes the form

C = W

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

[

V1
V t
1

]

. . .
[

Vd

V t
d

]

[

Q�

Qk

]

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

J W ∗,

where each Vj is an n j ×n j unitary matrix, Q�, Qk are �× � and k × k (respectively)
unitary matrices with Qt

� = Q� and Qt
k = Qk (in which only one or perhaps both

might not appear depending whether 1 or −1 are eigenvalues of U), and J is the
conjugation on C

n from (6.2).

Unitary multiplication operators on L2(m,T)

As discussed in [20, Example 5.16] there is model for any bilateral shiftU onH as the
multiplication operator Mψ on L2 = L2(m, T), where ψ is an inner function whose
degree is that of the dimension of any wandering subspace for U . In this section, we
give a concrete description of Cc(Mψ). If J # is the conjugation on L2 defined by

(J # f )(ξ) = f #(ξ) = f (ξ̄ ), and C ∈ Cc(Mψ), then C J # is a unitary operator on L2

for which (C J #)Mψ = Mψ(C J #). This trick was used in several places [3, 4, 7]. The
bounded operators on L2 which commute with Mψ , i.e., the commutant of Mψ , were
described in [19, Theorem 7.3].
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Recall the known fact (see for example [20, Proposition 5.17]) that for an inner
function ψ we have the following orthogonal decomposition for L2, namely,

L2 =
∞
⊕

n=−∞
ψnKψ, (6.5)

where Kψ := H2 ∩ (ψ H2)⊥ is the model space associated with ψ (see [10] for a
review of model spaces).

Let us set up some notation to be used below. For an inner function ψ , let N :=
dimKψ ∈ N ∪ {∞} and {h j }1� j�N be a fixed orthonormal basis for Kψ . Observe
that N is finite if and only if ψ is a finite Blaschke product with N zeros, repeated
according to multiplicity [10, Prop. 5.19]. Also define

⊕

1� j�N

L2 = L2 ⊕ L2 ⊕ · · · ⊕ L2.

The norm of an f = [ f j ]t
1� j�N of

⊕

1� j�N L2 is ‖f‖ :=
(

∑

1� j�N ‖ f j‖2L2

) 1
2
.

When N = ∞, we need to assume that the sum defining ‖f‖ above is finite. Further-
more, the operator

⊕

1� j�N Mξ (called the inflation of the bilateral shift Mξ on L2)
is given by

(
⊕

1� j�N

Mξ

)

f (ξ) = ξ f (ξ) = [ξ f j (ξ)]t
1� j�N .

We also define

�2N :=
{

x = [x j ]t
1� j�N , x j ∈ C : ‖x‖�2N

=
(
∑

1� j�N

|x j |2
) 1

2
< ∞

}

.

When N = ∞, this is the familiar sequence space �2. Finally, observe that

⊕

1� j�N

Mξ
∼= Mξ |L 2(m,�2N ). (6.6)

As a consequence, using the discussion from Sect. 4, note that

Cc(Mψ) �= ∅. (6.7)

We will actually describe Cc(Mψ) below.
From [19] we have the unitary operator

W : L2 →
⊕

1� j�N

L2, W f = [ f j ]t
1� j�N , (6.8)



Conjugations of unitary... Page 17 of 28    56 

where f = ∑

1� j�N h j · ( f j ◦ ψ) is a unique decomposition given by [19, Lemma
7.3]. Note that

f j =
∞
∑

m=−∞
amjξ

m (6.9)

and the coefficients amj arise from the decomposition from (6.5) which yields the
unique decomposition

f =
∑

1� j�N

h j

∞
∑

m=−∞
amjψ

m . (6.10)

Also recall from [19, Thm. 7.3] that

W ∗[k j ]t
1� j�N =

∑

1� j�N

h j · (k j ◦ ψ).

Let J and J # denote the standard conjugations on L2 defined by J f (ξ) = f (ξ) and

(J # f )(ξ) = f #(ξ) := f (ξ̄ ). For our inner function ψ , observe that ψ# = J #ψ is
also inner.

Proposition 6.11 For an inner function ψ we have the following.

(a) J #Kψ = Kψ# .
(b) If {h j }1� j�N is an orthonormal basis for Kψ then {h#

j }1� j�N is an orthonormal
basis for Kψ# .

Proof Part (a) was shown in [3, Lemma 4.4] while part (b) is a consequence of the
facts that conjugations preserve orthonormality (recall (2.1)). ��

Let W# be the unitary operator from (6.8), where the inner function ψ is replaced
by ψ# and orthonormal basis and the orthonormal basis {h j }1� j�N is replaced by the
orthonormal basis {h#

j }1� j�N , i.e.,

W#g = [g j ]t
1� j�N , where g =

∑

1� j�N

h#
j · (g j ◦ ψ#).

There are the two natural conjugations J and J# on
⊕

1� j�N L2 defined for each

F ∈⊕1� j�N L2, F = [ f j ]t
1� j�N , by

JF = [ f̄ j ]t
1� j�N =: F̄ and J#F = [ f #j ]t

1� j�N =: F#.

Proposition 6.12 Let ψ be an inner function and {h j }1� j�N be an orthonormal basis
for Kψ . Then we have the following.
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(a) If f =
∑

1� j�N

h j · ( f j ◦ ψ) then f # = J # f =
∑

1� j�N

h#
j · ( f #j ◦ ψ#).

(b) W# J #W ∗ = J#.

Proof Let f ∈ L2 and observe from (6.9) and (6.10) that

J # f =
∞
∑

j=1

h#
j

∑

amj (ψ
#)m and f #j =

∞
∑

m=−∞
amjξ

m .

Hence J # f =∑∞
j=1 h#

j · ( f #j ◦ ψ#), which proves (a). The above also yields

W# J #W ∗[ f j ]t
1� j�N = W# J # f = [ f #j ]t

1� j�N = J#[ f j ]t
1� j�N ,

which proves (b). ��
Theorem 6.13 Suppose that ψ is inner and {h j }1� j�N is an orthonormal basis for
Kψ . Then we have the following,

(a) Cc(Mψ) �= ∅.
(b) C ∈ Cc(Mψ) if and only if there is a 
 = [ϕi j ]1�i, j�N ∈ L ∞(m, �2N ) such that


(ξ) = 
(ξ̄) and 
∗(ξ)
(ξ) = I a.e. on T and (6.14)

C f =
∑

1� j�N

( f #j ◦ ψ)
∑

1�k�N

hk · (ϕk, j ◦ ψ) (6.15)

for all f =
∑

1� j�N

h j · ( f j ◦ ψ) ∈ L2.

Proof Statement (a) follows from (6.7). To prove (b), observe that since W is a unitary
operator, then˜C := WCW ∗ is a conjugation on

⊕

1� j�N L2 (Lemma2.3). IfC Mψ =
MψC , it follows from [19, Theorem 7.2(c)] that

˜C
(
⊕

1� j�N

Mξ

)

=
(
⊕

1� j�N

Mξ

)

˜C .

Since the operator
⊕

1� j�N Mξ on
⊕

j�1 L2 is unitary equivalent to Mξ on

L 2(m, �2N ) (recall (6.6)), the result [4, Theorem 4.3] says there is a 
 =
[ϕi j ]1�i, j�N ∈ L ∞(m, �2N ) such that 
(ξ) is unitary for a.e. ξ ∈ T, M
 is J#–
symmetric, and ˜C = M
J#. The unitary property gives 
∗(ξ)
(ξ) = I and the
J#–symmetry property gives 
(ξ) = 
(ξ̄) a.e. on T. So far, we have shown that
if C is a conjugation which commutes with Mψ , then WCW ∗ = M
J#, where 


satisfies the two properties from (6.14). Conversely suppose that
 = [ϕi j ]1�i, j�N ∈
L ∞(m, �2N ) satisfies the two conditions from (6.14). The second condition will show
that J#M
J# = M∗


 and combining this with the first condition will show that 
 is
unitary valued a.e. The second property, along with Proposition 4.10 will show that
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M
J# is a conjugation and belongs toCc(Mξ ). By the discussion above, this says that
W ∗(M
J#)W ∈ Cc(Mψ).

Applying Proposition 6.12 we can verify the formula (6.15). Indeed, for each f =
∑

1� j�N h j · ( f j ◦ ψ) ∈ L2 we have

C f = W ∗M
J#W f

= W ∗M
W# J #
(
∑

1� j�N

h j · ( f j ◦ ψ)
)

= W ∗M
W#

(
∑

1� j�N

h#
j · ( f #j ◦ ψ#)

)

= W ∗[ϕi j ]1�i, j�N [ f #j ]t
1� j�N

= W ∗[ ∑

1�i, j�N

ϕ1 j f #j ,
∑

1�i, j�N

ϕ2 j f #j ,
∑

1�i, j�N

ϕ3 j f #j , . . .
]t

= h1 ·
(

∑

1�i, j�N

ϕ1 j f #j

)

◦ ψ + h2 ·
(

∑

1�i, j�N

ϕ2 j f #j

)

◦ ψ + . . .

= ( f #1 ◦ ψ) ·
(

∑

1�i, j�N

h j (ϕ j1 ◦ ψ
)

+ ( f #2 ◦ ψ) ·
(

∑

1�i, j�N

h j (ϕ j2 ◦ ψ
)

+ · · ·

and this completes the proof. ��

Example 6.16 Consider the inner function ψ(z) = z. Here the associated unitary
operator Mψ is merely the bilateral shift Mξ on L2. In this case,Kψ = C (the constant
functions). Moreover, ψ#(z) = z and the expansions from Proposition 6.12 are the
standard Fourier expansions of an f ∈ L2. Theorem 6.13 says that any C ∈ Cc(Mξ )

takes the form (C f )(ξ) = u(ξ) f (ξ̄ ) for some u ∈ L∞ that is unimodular and satisfies
u(ξ) = u(ξ̄ ) a.e. on T.

Example 6.17 Consider the inner function ψ(z) = z2 as in [19, Example 7.7]. Then
Kψ = span{1, z} = {h1, h2}. Furthermore, using the notation from this section,

f (ξ) = h1(ξ) f1(ξ
2) + h2(ξ) f2(ξ

2) = f1(ξ
2) + ξ f2(ξ

2),

where

f1(ξ) =
∞
∑

j=−∞
̂f (2 j)ξ j and f2(ξ) =

∞
∑

j=−∞
̂f (2 j + 1)ξ j .

From here, one can check (Theorem 6.13) that every C ∈ Cs(Mξ2) takes the form

(C f )(ξ) = f #1 (ξ2)(ϕ11(ξ
2) + ξϕ21(ξ

2)) + f #2 (ξ2)(ϕ12(ξ
2) + ξϕ22(ξ

2)),
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where ϕi j are bounded measurable functions on T for which

[

ϕ11(ξ) ϕ21(ξ)

ϕ12(ξ) ϕ22(ξ)

] [

ϕ11(ξ) ϕ12(ξ)

ϕ21(ξ) ϕ22(ξ)

]

=
[

1 0
0 1

]

. (6.18)

and ϕi j (ξ̄ ) = ϕi j (ξ), i, j = 1, 2, for a.e. ξ ∈ T. Condition (6.18) is equivalent to the
conditions

|ϕ11(ξ)|2 + |ϕ21(ξ)|2 = 1,

|ϕ12(ξ)|2 + |ϕ22(ξ)|2 = 1,

ϕ11(ξ)ϕ12(ξ) + ϕ21(ξ)ϕ22(ξ) = 0.

Fix the convention that t = Arg(ξ) ∈ (−π, π ] and that s(t), α(t), β(t), γ (t), δ(t) are
any 2π–periodic real-valued bounded measurable functions. Considering the moduli
of the functions above, we obtain

0 � s(t) � 1,

ϕ11(ξ) = eiα(t)s(t),

ϕ12 = eiβ(t)
√

1 − s2(t),

ϕ21(ξ) = eiγ (t)
√

1 − s2(t),

ϕ22(ξ) = eiδ(t)s(t).

As to the arguments of the functions above, we obtain

δ(t) = β(t)) + γ (t) − α(t) − π.

Incorporating the conditions ϕi j (ξ̄ ) = ϕi j (ξ), i, j = 1, 2, we obtain

[

ϕ11(ξ) ϕ12(ξ)

ϕ21(ξ) ϕ22(ξ)

]

=
[

eiα(|t |)s(|t |) eiβ(|t |)√1 − s2(|t |)
eiγ (|t |)√1 − s2(|t |) −ei(β(|t |)+γ (|t |)−α(|t |))s(|t |)

]

.

Finally, every conjugation C ∈ Cs(Mξ2) must take the form

(C f )(ξ) = f #1 (ξ2)
(

eiα(2|t |)s(2|t |) + ξei(γ (2|t |))√1 − s2(2|t |)
)

+ f #2 (ξ2)
(

eiβ(2|t |)√1 − s2(2|t |) − ξei(β(2|t |)+γ (2|t |)−α(2|t |))s(2|t |)
)

,

where t = Arg(ξ) ∈ (−π, π ] and s(t), α(t), β(t), γ (t) are any 2π–periodic real
bounded measurable functions.

Example 6.19 As a specific nontrivial example of a C ∈ Cc(Mξ2) we can take

(C f )(ξ) = f #1 (ξ2)
(

sin(2|t |) + ξ cos(2t)
)+ f #2 (ξ2)

(

cos(2t) − ξ sin(2|t |)),
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where t = Arg(ξ) and s(t) = sin(t), α(t) ≡ 0, β(t) ≡ 0, γ (t) ≡ 0. For another
nontrivial example of a C ∈ Cc(Mξ2), we set s(t) ≡ s ∈ [0, 1], α(t) = λt, λ ∈
R, β(t) ≡ 0, γ ≡ 0 to get

(C f )(ξ) = f #1 (ξ2)
(

seiλ|t | + ξ
√

1 − s2
)+ f #2 (ξ2)

(

√

1 − s2 − ξeiλ|t |)
)

,

where t = Arg(ξ).

The bilateral shift on a L2(�,T) space

In Example 6.16Cc(Mξ ) for the bilateral shift Mξ on L2(m, T). This example contains
a description of Cc(U ) when U = Mξ on a more complicated L2(μ, T) space. Let
g : [−1, 1] → [0,∞) be defined piecewise by

g(t) =
{

3
2 t2, t ∈ [0, 1],
5
2 t4, t ∈ [−1, 0].

If dt represents Lebesgue measure on [−1, 1], define the following measures on
the Borel subsets � ⊆ [−1, 1] by

μ̃1(�) =
∫

�

g(t) dt, μ̃2(�) =
∫

�

g(−t) dt .

One can verify that

˜h(t) := dμ̃2

dμ̃1
(t) = dμ̃2

dt

(

dμ̃1

dt

)−1

(t)

=
{

5
3 t2, t ∈ [0, 1],
3
5 t−2, t ∈ [−1, 0].

Clearly˜h(t) ·˜h(−t) = 1 on [−1, 1]. Now let

γ : [−1, 1] → T, γ (t) = exp(2π i t)

and check that γ −1(ξ) = Arg ξ
2π for ξ ∈ T.Define measuresμ1, μ2 ∈ M+(T) on Borel

sets � ⊆ T by

μk(�) = μ̃k(γ
−1(�)), k = 1, 2,

and observe thatμc
1 = μ2 andμ2 	 μ1. Moreover, we can write the Radon-Nikodym

derivative

h(ξ) := dμ2

dμ1
(ξ) =˜h(γ −1(ξ)) = ( 53

)sgn(Arg ξ)
(Arg ξ)2 sgn(Arg ξ).
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From here one sees that h(ξ)h(ξ̄ ) = 1 on T as seen in Proposition 3.3.

As in (4.9), define J # on L2(μ1) by (J # f )(ξ) = h(ξ)
1
2 f (ξ). Then J # is a conju-

gation and J #Mξ J # = Mξ . Moreover, Theorem 5.3 says that any conjugation C on
L2(μ1) such that C Mξ C = Mξ can be written as C = u J #, where u ∈ L∞(μ1) is
unimodular and u(ξ) = u(ξ) for μ1 a.e. ξ ∈ T.

The Fourier transform

LetF denote the standardFourier–Plancherel transformon L2(R). It iswell known that
F is unitary with spectrum {1, i,−1,−i}. Moreover, the Hermite functions {Hn}n�0
form an orthonormal basis for L2(R) and FHn = (−i)n Hn for all n � 0, i.e., the
Hermite functions form an eigenbasis for F [14, Ch.11]. A description of Cs(F), the
symmetric conjugations, was given in [19, Example 4.3]. In this example we work out
Cc(F), the commuting conjugations for F . We first note that F ∼= F∗ (Example 2.4).
Thus, Cc(F) �= ∅ (Corollary 5.4).

To describe Cc(F), we proceed as follows. Our discussion so far says that

L2(R) = E1 ⊕ E−i ⊕ E−1 ⊕ Ei , (6.20)

where Eα = ker(F − α I ). Define a conjugation J on L2(R) for which J Hn = Hn

for all n � 0 (initially define J on Hn by J Hn = Hn and extend antilinearly to all of
L2(R)).

If �2 = �2(N0) is the classical sequence space with the standard orthonormal basis
{en}n�0, and

V = V1 ⊕ V−i ⊕ V−1 ⊕ Vi ,

where V1 is the unitary from E1 to �2 defined by V1(H4n) = en ; V−i is the unitary
from E−i to �2 defined by V−i (H4n+1) = en ; V−1 is the unitary from E−1 to �2 defined
by V−1(H4n+2) = en ; Vi is the unitary from Ei to �2 defined by Vi (H4n+3) = en ; then
V is a unitary operator from L2(R) ontoL 2(μ, �2), where μ = δ1 + δ−i + δ−1 + δi .

Define a conjugation ˜J on �2 by ˜J (en) = en for all n � 0. Since μc 	 μ we can
define a conjugation˜J

#
on L 2(μ, �2) such that (VFV ∗)˜J# = ˜J#(VFV ∗) by (4.6).

In other words, with respect to the orthogonal decomposition

L 2(μ, �2) = L 2(δ1, �
2)
⊕

L 2(δ−i , �
2)
⊕

L 2(δ−1, �
2)
⊕

L 2(δi , �
2),

the conjugation˜J
#
can be written in matrix form as

˜J
# =

⎡

⎢

⎢

⎢

⎣

˜J 0 0 0

0 0 0 ˜J

0 0 ˜J 0

0 ˜J 0 0

⎤

⎥

⎥

⎥

⎦

.
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The conjugation V ∗J#V commutes with F and it can be written with respect to the
Hermite basis as

J#H4n+k := W ∗
˜J
#
W H4n+k =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

H4n+k, k = 0,

H4n+k+2, k = 1,

H4n+k, k = 2,

H4n+k−2, k = 3.

Therefore, the matrix representation of J# with respect to the orthogonal decomposi-
tion in (6.20) is

J# =

⎡

⎢

⎢

⎢

⎣

J 0 0 0

0 0 0 J

0 0 J 0

0 J 0 0

⎤

⎥

⎥

⎥

⎦

.

Moreover, by Theorem 5.3, any conjugation ˜C on L 2(μ, �2) such that

˜C(VFV ∗) = (VFV ∗)˜C

can be represented by the matrix

˜C =

⎡

⎢

⎢

⎢

⎣

˜U1˜J 0 0 0

0 0 0 ˜U−i ˜J

0 0 ˜U−1˜J 0

0 ˜Ui ˜J 0 0

⎤

⎥

⎥

⎥

⎦

,

where ˜U1, ˜U−i , ˜U−1, ˜Ui , are unitary operators on �2 and

˜J˜U1˜J = ˜U∗
1 , ˜J˜U−1˜J = ˜U∗−1,

˜J˜Ui ˜J = ˜U∗−i .

The first two identities say that the unitary operators ˜U1 and ˜U−1 are represented by
with respect to the basis {en}n�0 by amatrixwith real entries. The last identity says that
the matrix representations in the basis {en}n�0 of ˜Ui and ˜U−i satisfy 〈˜U−iem, en〉 =
〈˜U∗

i em, en〉,whichwewrite as ˜U−i = ˜U #
i . Therefore, any conjugation˜C onL 2(μ, �2)

such that ˜C(VFV ∗) = (VFV ∗)˜C can be represented as

˜C =

⎡

⎢

⎢

⎢

⎣

˜UR

1
˜J 0 0 0

0 0 0 ˜U #
i
˜J

0 0 ˜UR−1
˜J 0

0 ˜Ui ˜J 0 0

⎤

⎥

⎥

⎥

⎦

,
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where UR

1 and UR−1 are arbitrary unitary operators on �2 whose matrix representations
with respect to {en}n�0 have real entries and ˜Ui is arbitrary. Finally, a conjugation C
on L2(R) fulfils the condition CF = FC if and only if it is represented with respect
to the decomposition in (6.20) as

C =

⎡

⎢

⎢

⎣

UR

1 J 0 0 0
0 0 0 U #

i J
0 0 UR−1 J 0
0 Ui J 0 0

⎤

⎥

⎥

⎦

=

⎡

⎢

⎢

⎣

UR

1 0 0 0
0 0 0 U #

i
0 0 UR−1 0
0 Ui 0 0

⎤

⎥

⎥

⎦

J ,

where UR

1 , UR−1 are arbitrary unitary operators on their respective eigenspaces
ker(F − I ) and ker(F + I ) which are represented in terms of the basis {H4n}n�0
and {H4n+2}n�0 by real matrices, Ui is an arbitrary unitary operator on ker(F + i I )
and U #

i is the unitary operator on ker(F − i I ) defined by 〈U #
i H4m+3, H4n+3〉 =

〈U∗
i H4m+1, H4n+1〉, m, n � 0.

The Hilbert transform

Suppose H is the Hilbert transform on L2(R). Since the spectrum of H is {i,−i}
then L2(R) = Ei

⊕

E−i and Ei has orthonormal basisBi = { fn}n�1

fn(x) = 1√
π

(x + i)n−1

(x − i)n

and E−i has orthonormal basis B−i = {gn}n�1

gn(x) = 1√
π

(x − i)n−1

(x + i)n
.

See [14, Ch. 12] for details. In this example we will describe Cc(H ). Note first that
Cc(H ) �= ∅ (recall Example 2.4 and thus H ∼= H ∗).

Similarly as was done with the Fourier transform, we can identify L2(R) with
L 2(μ, �2), where μ = δi + δ−i . Then, the conjugation J# given by equality (4.6) is
an antilinear extension of operator J# fn = gn, J#gn = fn, n � 1. Putting this in
matrix form

J# =
[

0 J
J 0

]

,

where J is a conjugation on L2(R) which fixes all elements ofBi and B−i .
Moreover, by Theorem 5.3, any conjugation C on L2(R) with CH C = H ∗ must

take the (block) form

C =
[

Ui 0
0 U #

i

] [

0 J
J 0

]

=
[

0 Ui J
U #

i J 0

]

,
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whereUi is arbitrary unitary operator onEi andU #
i ∈ B(E−i ) defined as 〈U #

i gm, gn〉 =
〈U∗

i fm, fn〉 similar to the previous example.

7 A remark about invariant subspaces

The first paper in this series [19] classified, for a fixed unitary operator U on H, the
subspacesM ofH for whichCM ⊆ M for everyCs(U ) (the symmetric conjugations
for U ). These turned out to be the hyperinvariant subspaces for U . What are the
subspacesM forwhichCM ⊆ M for everyC ∈ Cc(U ) (the commuting conjugations
forU )?We have seen some partial results in this paper (see for example Proposition 3.7
and Corollary 3.9). We present some positive result in this direction. However, we do
not have so pleasant characterization as in symmetric case. Generally these subspaces
seem complicated to be simply described in the abstract situation. The difficulties,
which can be came across even formultiplication operator, will be seen inExample 7.4.
Of course, we need to have the natural assumption that Cs(U ) �= ∅. We start a
characterization in the special case where U = Mξ onL 2(μ,H). Recall the notation
from Proposition 4.5. Then we have to assume that μc 	 μ.

Theorem 7.1 Suppose μ ∈ M+(T) such that μc 	 μ and H is a Hilbert space. For
a subspace K of L 2(μ,H) the following are equivalent.

(a) CK ⊆ K for every C ∈ Cc(Mξ );
(b) For any fixed conjugation J on H and J# defined as in (4.6), subspace K is

invariant for J# and every MF, where F belongs to

L ∞
c (μ,B(H)) := {F ∈ L ∞(μ,B(H)) : JF(ξ)J = F(ξ)# for μ-a.e. ξ ∈ T}.

The proof of Theorem 7.1 requires a decomposition theorem from [22, pf. of
Corollary 3.19]. We include a proof for completeness and since the particular form of
the decomposition is important for the proof of Theorem 7.1.

Lemma 7.2 Any A ∈ B(H) can be expressed as a positive constant times the sum of
four unitary operators on H.

Proof Define

H = 1

2‖A‖ (A + A∗) and K = 1

2i‖A‖ (A − A∗)

and notice that H and K are selfadjoint contractions and thus I − H and I − K are
positive and hence have unique positive square roots. Thus,

U1,2 = H ± i(I − H2)
1
2 and U3,4 = i K ± (I − K 2)

1
2

are four unitary operators which satisfy

A = ‖A‖
2

(U1 + U2 + U3 + U4). ��
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Proof of Theorem 7.1 The proof of (b) �⇒ (a) follows from a special case of Theo-
rem 5.3. For the proof of (a) �⇒ (b), we begin with the fact that since J# ∈ Cc(Mξ )

thenK is invariant for J#. Moreover, by Theorem 5.3 any C ∈ Cc(Mξ ) can be written
as C = MUJ# for someU ∈ L ∞(μ,B(H)) that is unitary valued μ-a.e. and satisfies
JU(ξ)J = U(ξ)# for μ-a.e. ξ . Thus, K is invariant for MUJ# and thus MU . Apply
Lemma 7.2 to any F ∈ L ∞

c (μ,B(H)) to see that K is invariant for everyMF where
F ∈ L ∞

c (μ,B(H)). ��
The example bellow shows that more pleasant characterization of subspaces which

are invariant for all commuting conjugation, even in scalar case of multiplication
operators, will be difficult to find.

Remark 7.3 In the scalar case H = C, note that L ∞(μ,B(C)) = {v ∈ L∞(μ) :
v(ξ) = v(ξ)forμ-a.e.ξ ∈ T}.
Example 7.4 For the bilateral shift Mξ on L2 = L2(m, T), we know that every C ∈
Cc(Mξ ) takes the form Mu J , where (J f )(ξ) = f (ξ) and u ∈ L∞ such that u(ξ) is
unimodular and u(ξ) = u(ξ) a.e. One can check that examples of subspaces that are
invariant for every C ∈ Cc(Mξ ) include

(a) {g ∈ L2 : g(eit ) = 0, |t | � π
2 , g(eit ) = g(e−i t ), |t | < π

2 };
(b) {g ∈ L2 : g(eit ) = 0, |t | � π

2 , g(eit ) = −g(e−i t ), |t | < π
2 };

(c) {g ∈ L2 : g(eit ) = 0, |t | � π
2 , g(eit ) = g(e−i t ), π

4 < |t | < π
2 , g(eit ) =

−g(e−i t ), |t | < π
4 }.

The variety of these spaces convinces us that a concise description of the C-invariant
subspaces for every C ∈ Cc(Mξ ) seems difficult.

We finish with a characterization using the spectral multiplicities and Theorems 5.3
and 7.1

Theorem 7.5 Suppose U is a unitary operator on H with Cc(U ) �= ∅ and let K be a
closed subspace of H. With the notation as in (1.3), the following are equivalent.

(a) CK ⊆ K for every C ∈ Cc(U );
(b) IK =⊕Ki , Ki ⊆ Hi , where CiKi ⊆ Ki , for all i and all Ci ∈ Cc(M

(i)
ξ );

(c) IK =⊕Ki , Ki ⊆ Hi , and all i and for any fixed conjugation Ji on Hi and J#
(i)

defined as in (4.6), each subspace Ki is invariant for J#
(i)

and every MFi , where
Fi belongs to

L ∞
c (μi ,B(Hi )) := {Fi ∈ L ∞(μi ,B(Hi )) : JiFi (·)Ji = Fi (·)#, μi a.e.}.

Proof Lemma 5.2 says that μc
i 	 μi for each i . Note also that K is invariant for

C ∈ Cc(U ) if and only if IK is invariant for ICI∗ ∈ Cc(˜Mξ ). Moreover, by Theorem

5.3, each C ∈ Cc(U ) can be expressed as C = I∗(⊕Ci
)I, where Ci ∈ Cc(M

(i)
ξ ).

Observe that if
⊕

Ci ∈ Cc(˜Mξ ), then
⊕

εiCi ∈ Cc(˜Mξ ) for any choice εi = ±1 and
also recall that if subspace is invariant for a conjugation its orthogonal complement
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is also invariant. Therefore, IK = ⊕Ki where CiKi ⊆ Ki for all Ci ∈ Cc(M
(i)
ξ ).

This proves the equivalence of (a) and (b). The equivalence of (b) and (c) follows from
Theorem 7.1. ��
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