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Abstract
Solving fractional relaxation equations requires precisely characterized domains of
definition for applications of fractional differential and integral operators. Determin-
ing these domains has been a longstanding problem. Applications in physics and
engineering typically require extension from domains of functions to domains of
distributions. In this work convolution modules are constructed for given sets of dis-
tributions that generate distributional convolution algebras. Convolutional inversion
of fractional equations leads to a broad class of multinomial Mittag-Leffler type distri-
butions. A comprehensive asymptotic analysis of these is carried out. Combined with
the module construction the asymptotic analysis yields domains of distributions, that
guarantee existence and uniqueness of solutions to fractional differential equations.
The mathematical results are applied to anomalous dielectric relaxation in glasses. An
analytic expression for the frequency dependent dielectric susceptibility is applied to
broadband spectra of glycerol. This application reveals a temperature independent and
universal dynamical scaling exponent.

Keywords Convolution modules · Causal distributions · Fractional calculus · Glass
transition · Excess wing

1 Introduction

Applications of fractional calculus in physics [3,5,9,21] and mathematics [16,40,49]
are enjoying an undiminished surge of attention in recent years. Determining extended
domains and parameter ranges for fractional operators is oftentimes the crucial step
in advanced applications.

Modern interpretations of fractional derivatives and integrals have for many years
centered around fractional powers of closed operators on Banach spaces [2,12,15,

B R. Hilfer
hilfer@icp.uni-stuttgart.de

1 Fakultät Mathematik und Physik, Universität Stuttgart, Allmandring 3, 70569 Stuttgart, Deutschland

http://crossmark.crossref.org/dialog/?doi=10.1007/s13324-021-00504-5&domain=pdf


130 Page 2 of 29 T. Kleiner, R. Hilfer

17,20,47]. A paradigmatic class of closed operators for such studies are generators
H = T ′(0) of strongly continuous semigroups T (s). It is common [23,45,46] to use
Marchaud’s interpretation [26] of fractional derivatives rewritten as

(−H)α f = lim
ε→0

1

Cα,m

∞∫

ε

[1− T (s)]m f

sα+1 ds,

where T (s) is an equibounded semigroup (taken to be translation in [26])with infinites-
imal generator H on a Banach space X , f ∈ X ,m ∈ N, α ∈ R,Cα,m ∈ R is a norming
constant, and the limit is taken in the norm topology. Other interpretations based on
rewriting Cauchy’s integral formula with the help of resolvents are applicable to sec-
torial operators in Hilbert spaces [29]. Resolvents were also crucial in Balakrishnan’s
celebrated interpretation [2]. Extending a commutative ring of complex-valued contin-
uous functions to a field of ordered pairs representing convolution quotients provides
a more algebraic interpretation of fractional calculus [13,30,48]. Mellin transform
based interpretations of fractional powers of operators in Banach spaces are useful for
extensions to purely imaginary powers [38,44]

Distributional extensions of fractional calculus have received comparatively little
attention, perhaps due to the fact that distribution spaces tend to be locally convex
but not normable. Erdelyi [6] and McBride [28] have considered distributions on test
functions with half-axis support, while the full real axis was considered in [22,41]. In
[27] Balakrishnan’s interpretation was extended abstractly to non-negative operators
on locally convex spaces without, however, providing concrete spaces of distributions
for applications.

Given the need for concretely characterized extended domains in applications a
first step was taken in [18,19] where fractional Weyl integrals have been interpreted as
convolutions of Radon measures with continuous functions. Locally convex topolo-
gies generated by weighted supremum norms were identified such that a given set of
convolution operators acts as an equicontinuous family of endomorphisms on certain
weighted spaces of continuous functions [19]. Our objective in this work is to com-
bine the benefits of our approach [18,19] with those of Marchaud’s [26], with those
of fractional powers [2,12,15,17,20,47], with those of translation invariant distribu-
tion spaces [22,41], and with the algebraic benefits of operational calculus [13,30,48].
Recall that inMarchaud’s interpretation [26] fractional derivatives with positive orders
impose rather mild growth restrictions and are well defined also on bounded functions.
In [22,41], on the other hand, the domains are differentiation and translation invariant
distribution spaces, but with rather strong growth restrictions. Abstract operational
approaches [13,30,48] or fractional powers (with appropriate domain restrictions)
[2,12,15,17,20,47] automatically guarantee invertibility and the validity of algebraic
relations between operators. Merging these benefits with the advantage of “maximal”
domains for certain sets of integral operators on weighted spaces in [18,19] has there-
fore been the objective of this work.

The result is an extended distributional translation invariant fractional calculus with
the growth conditions as mild as possible while preserving composition laws. The
calculus emerges naturally from a construction that associates a convolution module
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to any given convolution semigroup of distributions in such a way that the resulting
module is the maximal distribution space with respect to simultaneous convolution of
multiple distributions from the semigroup. Our calculus guarantees the invertibility of
linear combinations of fractional derivatives on an appropriate domain that depends
only on the asymptotic behaviour of the convolutional inverses at infinity. The approach
is less abstract than algebraic approaches or fractional power approaches, but still has
the benefits of the latter.

Results in this work are based on considering the convolution field of causal dis-
tributions F+ generated by the convolution kernels of fractional integrals Iα+ and
derivatives Dα+ which we denote as pα+ and qα+. In Sect. 3 we show using Neumann
series, that the quotients from the fieldF+ can be identified as linear combinations of
a certain multiparameter family of distributions specified in Definition 2. A thorough
study of their properties is carried out in Propositions 1 and 2. Multinomial Mittag-
Leffler functions characterize their densities. In Sect. 4 an explicit analysis based on
Hankel type integral representations (Theorem 2) serves to characterize the asymp-
totic behaviour of these distributions in Theorem3. To the best of our knowledge this
represents the most comprehensive asymptotic analysis of multinomial Mittag-Leffler
distributions to date. For t → +∞ they behave asymptotically as t peat with certain
a, p ∈ R (Theorem4) leading to a classification into four types described in Theorem
5. The classification involves the set of singularities of the Laplace transforms given
in Theorem 6 and induces four corresponding subalgebras ofF+ that are introduced
in Definition3.

The main results of the paper are derived from a new method to construct endo-
morphic domains of distributions for general families of convolution operators that
is described in Sect. 6. Let A be a given set of distributions with the property that
A generates a convolution algebra. A convolution module (A)∗MD ′ of distributions is
introduced in Definition 5 such that A operates linearly and associatively on (A)∗MD ′
as described in Theorem 8. The distributions belonging to (A)∗MD ′ are characterized in
Theorem 9. The key for this construction is the notion of convolutes and convolvability
of pairs and tuples of distributions (see Refs. [43, p. 2], [34, Definition 5]).

The module construction from Definition 3 is then applied to the subalgebras of
F+ in Theorem 10 of Sect. 7. Characterizations of the resulting modules are obtained
from the asymptotic results in Sect. 4 and Theorem 9. Conclusions are drawn in Sect. 8
such as existence and uniqueness of solutions for translation invariant fractional linear
response equations on certain spaces of distributions. Fractional derivatives are seen
to be well behaved on a space of distributions D ′

L1(Q−)
that contains all distributions

that are bounded on the left half axis. In this way the index law for fractional deriva-
tives is extended to a distribution space considerably larger than those in previous
approaches, because associativity holds for the convolution moduleD ′

L1(Q−)
over the

algebra generated by qα+, α ∈ R+.
The mathematical results are applied in Sect. 9 to the longstanding problem of

anomalous dielectric relaxation in supercooled liquids and glass formers. The domain
D ′

L1(Q−)
is found to be well adapted for the solution of fractional relaxation problems

as linear response equations, because the reverse Heaviside function Θ− and periodic
distributions, such as eiω, ω ∈ R, both belong to D ′

L1(Q−)
. This permits to view
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dielectric relaxation processes, described by fractional initial value problems on R+,
and the response to periodic excitations, described by Fourier multipliers on R, as
resulting from a single translation invariant linear differential equation on R.

2 Notations

The sets of natural, integer, real and complex numbers are N = {0, 1, . . . }, Z, R, C,
as usual. The notations C�=0 = C\{0}, R+ = {x ∈ R : x > 0}, R+ = [0,+∞], and
H := H0 are used, where Hσ := {z ∈ C : �z > σ } is a complex half plane. The
symbol L denotes the Riemann surface of the logarithm. Closed annuli and sectors in
L are denoted as

A(r , R) := {ζ ∈ L : r ≤ |ζ | ≤ R} , S(θ) := {ζ ∈ L : |arg ζ | ≤ θ} , (1a)

AS(r , R; θ) := A(r , R) ∩ S(θ) (1b)

for 0 ≤ r ≤ R ≤ ∞ and θ ∈ R+. The Hankel loop H(r; θ)with parameters r , θ ∈ R+
is the piecewise smooth path ηr;θ : R→ L that encircles the domainL\AS(r ,+∞; θ)

counter clockwise with speed 1 and fulfills ηr;θ (0) = r .
The inverse ẽxp : C→ L of the logarithm is an injective variant of the exponential

function. Any ζ ∈ L can be written as ζ = r ẽiφ with unique r ∈ R+ and φ ∈ R.
Multiplication and exponentiation in L are given by the formulas

ζ · ξ = (r ẽiφ) · (s̃eiψ) = (r · s )̃ei(φ+ψ) for all ζ, ξ ∈ L, (2a)

ζ α = r�αe−φ�α ẽxp (i(φ · �α + log r · �α)) for all ζ ∈ L, α ∈ C, (2b)

with � and � denoting real and imaginary parts. The exponential laws

(ζ · ξ)α = ζ α · ξα, ζ α · ζ β = ζ α+β, (ζ α)β = ζ α·β (3)

hold for all ζ, ξ ∈ L, α, β ∈ C. The canonical projection L → C�=0 ⊆ C, r ẽiφ 
→
reiφ , corresponds to the quotient mapping φ 
→ φ + 2πZ. Numbers ζ ∈ L occuring
as summands, or multiplied by a number z ∈ C, are implicitly converted to numbers
from C. Real part, imaginary part and absolute value are defined similarly, but the
argument of ζ = r ẽiφ ∈ L is arg ζ = φ. With these conventions, the functions

ζ 
→ �λζα

�μζβ
= λ1ζ

α1 + · · · + λnζ
αn

μ1ζ β1 + · · · + μmζ βm
(4)

are well-defined as meromorphic functions on L for parameters n,m ∈ N, α, λ ∈ C
n ,

β,μ ∈ C
m with m �= 0 and μ1, . . . , μm �= 0. Here, if x is a scalar, y = (y1, . . . , yn)

and z = (z1, . . . , zn) (n ∈ N), then the shorthand notations xy = (xy1, . . . , xyn),
x y = (x y1 , . . . , x yn ), yz = (y1z1, . . . , ynzn), yz = (yz11 , . . . , yznn ), �y := y1 +
· · · + yn and �y := y1 · · · yn are used for products, powers and sums. Multinomial
coefficients are denoted as
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[[p]] := (� p)!
�p! =

(p1 + · · · + pn)!
p1! · · · pn ! (5)

for all p ∈ N
n . In our notation the multinomial formula reads as

[�λ]q =
∑
q=� p

[[p]] ·� (
λp) (6)

with sum range p ∈ N
n for all λ ∈ C

n and q ∈ N.
Except for Sect. 7 all function spaces consist of functions onR. The function spaces

of interest are

L1
loc := { f : R→ C | f is locally integrable} (7a)

C m := { f : R→ C | f is m-times continuously differentiable} (7b)

D := {
f ∈ C∞ | f has compact support

}
(7c)

S := {
f ∈ C∞ | f and its derivatives decay rapidly at∞}

(7d)

B := {
f ∈ C∞ | f has bounded derivatives

}
(7e)

I :=
{
f : R→ R+ | f is lower semicontinuous

}
(7f)

and the space of distributions is denoted D ′. The compactly supported, tempered and
integrable distributions are denoted by E ′, S ′ and D ′

L1 [36,42]. A subscript “+”,
as in I+, L1

loc,+, C m+ and D ′+, indicates spaces of functions or distributions with
support bounded on the left. The space of convolutors and multipliers is denoted by
O ′C , and OM [14,42]. The space O ′C is characterized as the set of distributions such
that φ ∗ O ′C ∈ S for all test functions φ. Topological statements for locally convex
spaces will always refer to the usual strong topologies.

Inverses with respect to convolution in (D ′+,+, ∗) will be denoted as (−)∗−1. The
notion of fractions will be extended to “convolution quotients” u/v = u ∗ (v)∗−1 for
u, v ∈ D ′+ whenever v invertible and the meaning is clear from the context.

3 The field generated by causal power distributions

Definition 1 The causal power distribution pα+ of index α ∈ C is given by

pα+(t) := tα−1+
�(α)

=
{
tα−1/�(α) for t > 0,

0 for t ≤ 0,
for �α > 0, (8a)

pα+ := Dmpα+m+ for m ∈ N, �α + m > 0, (8b)
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where Dm denotes the m-th distibutional derivative [7,36]. The inverse of pα+ with
respect to convolution is denoted as qα+ := (pα+)∗−1. Further, define the sets

P+ := {pα+ : α ∈ R}, Q+ := {qα+ : α ∈ R+}, (9a)

PC+ := {pα+ : α ∈ C}, QH+ := {qα+ : α ∈ H}. (9b)

The goal of this section is to prove that the convolution subgroup P+ of D ′+,
that consists of the causal power distributions with real indices, generates a field
F+ = (C(P+),+, ∗). This is achieved using theNeumann seriesmethod to calculate
the inverses of C[P+] \ {0}within (D ′+,+, ∗). Representations for these inverses are
given in terms of generalized multivariate Mittag-Leffler functions. The inverses are
shown to be analytic in indices and prefactors.

A causal power distribution fulfills supp pα+ = {0} if and only if α ∈ −N, and then
p−m+ = Dm

δ where δ is the Dirac-distribution. Otherwise supp pα+ = [0,+∞). For
example, p1+ = Θ+ is just the Heaviside function. The index law holds, which reads

pα+ ∗ pβ
+ = pα+β

+ for all α, β ∈ C (10)

and entails that qα+ = (pα+)∗−1 = p−α+ . As a conclusion,P+ andPC+ are convolution
groups and Q+ and QH+ are convolution semigroups contained in D ′+. The subgroup
{pk+ : k ∈ Z} ⊆ P+ is just the group of differentiation and formation of the unique
primitive with support bounded on the left.

The mappings Iα+ : u 
→ pα+ ∗ u and Dα+ : u 
→ qα+ ∗ u are understood as fractional
integration and differentiation operators. Due to the fact that (D ′+,+, ∗) is a commu-
tative, associative and hypo-continuous convolution algebra, see [42, Ch.VI, §5], Iα+
and Dα+ are well-defined continuous linear operatorsD ′+ → D ′+ that are bijective and

fulfill the index laws Iα+ ◦ Iβ+ = Iα+β
+ and Dα+ ◦ Dβ

+ = Dα+β
+ for all α, β ∈ C. These

are the essentials of Schwartz’ approach to fractional calculus [42].
The convolution algebra (C[PC+],+, ∗) of all linear combinations of causal power

distributions is now considered as a subalgebra of (D ′+,+, ∗). It natural to ask which
of the distributions �λpα+ �= 0 are invertible as elements of (D ′+,+, ∗) which has no
zero divisors [42]. This is an open problem for general indices α ∈ C

n . Using the
Neumann series method, as in [33], the inverses of p−γ

+ ∗ (δ−�λpα+) are calculated
in the following when (α, γ, λ) ∈ H

n × C × C
n , n ∈ N. Strong analyticity in the

parameters (α, γ, λ) is proved, which supplements previous investigations.

Definition 2 For n ∈ N, (α, γ, λ) ∈ H
n × C× C

n define the distribution

Fα;γ
λ;+ :=

∑
p∈Nn

[[p]] ·�(λp) · pγ+�α p
+ . (11)

It is intended that F∅;γ∅;+ = pγ
+ when n = 0 and one denotes Fα

λ;+ := Fα;γ
λ;+.

The restriction of the distribution pα+, α ∈ C to (0,+∞) has an analytic density
that extends to L by the formula ξ 
→ pα+(ξ) = ξα−1/�(α). Considering (11) as a
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series of analytic functions on L leads to the multinomial Mittag-Leffler function of
index (α, γ ) [13,24, eq. (29)] which is defined by the power series

Eα;γ (z) :=
∑
p∈Nn

[[p]] ·�(z p)

�(γ +�α p)
for all z ∈ C

n, (12)

and defines an entire function.

Proposition 1 Let n ∈ N, K ⊆ H
n × C × C

n compact, φ ∈ R and r , R, θ ∈ R+
with r ≤ R. The restriction of Fα;γ

λ;+ to (0,+∞) has a Lebesgue density Fα;γ
λ;+(t),

t ∈ (0,+∞). The density Fα;γ
λ;+ has an analytic extension to L that is described by the

formulas

Fα;γ
λ;+(ξ) =

∑
p∈Nn

[[p]] ·� (
λp) · pγ+�α p

+ (ξ), (13a)

Fα;γ
λ;+(ξ) = ξγ−1 · Eα;γ (λξα). (13b)

The series (13a) converges uniformly in (ξ, α, γ, λ) ∈ AS(r , R; θ)× K. Up to a finite
number of summands the series convergences uniformly even on AS(0, R; θ)× K.

Proof Formally, the equations (13) are obtained by replacing z with λξα ∈ L
n . In

order to prove the uniform convergence statements one uses that

|ξα| ≤ eθ max|�α|Rmax�α for all ξ ∈ AS(0, R; θ), R, θ ∈ R+, R ≥ 1

and that for any R′ ∈ R+, θ ′ ∈ [0, π/2) there exist a,C ∈ R+ such that

sup
{
1/|�(z)| : z ∈ AS(0, R′′; θ ′)} ≤ C exp(aR′′)/�(R′′) for all R′′ ≥ R′.

With these inequalities the statements on convergence are seen to be consequences of
the fact that Eα;γ is entire and that K is compact. ��

The mapping L × C → C : (ξ, α) 
→ pα+(ξ) is analytic. Further, the assignment
α 
→ qα+ is analytic as a mapping C → D ′+, H → L1

loc,+ and Hm+1 → C m+ ,

m ∈ N. Similarly, for the functions Fα;γ
λ;+, one obtains the following Proposition. For

Definitions of analyticity see [36] and referencies therein. For absolute convergence
in locally convex spaces see [37].

Proposition 2 The series (11) converges absolutely inD ′+. The convergence is uniform
in the parameters (α, γ, λ) ∈ K for any compact K ⊆ H

n × C× C
n, n ∈ N.

If �γ > 0, then Fα;γ
λ;+ has a Lebesgue density and (11) converges absolutely and

uniformly in L1
loc,+ for (α, γ, λ) ∈ K with K ⊆ H

n ×H× C
n compact.

If �γ > m + 1, m ∈ N then Fα;γ
λ;+ has a density that is m-times continuously

differentiable and (11) converges absolutely and uniformly in C m+ for (α, γ, λ) ∈ K
with K ⊆ H

n ×Hm+1 × C
n compact.
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The assignment (α, γ, λ) 
→ Fα;γ
λ;+ is analytic as a mapping H

n × C× C
n → D ′+,

H
n ×H× C

n → L1
loc,+ or Hn ×Hm+1 × C

n → C m+ .

Proof Themain argument of the proof is that series of analytic functions that converge
absolutely on compact sets produce analytic functions and that continous linear map-
pings preserve absolute convergence. It holds that Dmpβ

+ = pβ−m
+ in the C m-sense

whenever m ∈ N and β ∈ Hm+1. Therefore, an application of Theorem 1 yields
absolute and uniform convergence of (11) in C m+ for K ⊆ H

n ×Hm+1×C
n and thus

analyticity of (α, γ, λ) 
→ Fα;γ
λ;+ as a mapping H

n ×Hm+1 × C
n → C m+ .

The canonical inclusionsC+ → L1
loc,+ → D ′+ are continuous and the distributional

derivative is a continuous linear operation on D ′+ that coincides with the classical
derivative for C m-functions. Therefore, the last statement of Theorem 1 implies the
analogous statements for K ⊆ H

n × C × C
n and D ′+ instead of C m+ . Finally, using

that pβ
+ ∈ L1

loc,+ whenever �β > 0 one obtains the analogous statements for L1
loc,+

when K ⊆ H
n ×H× C

n . ��
Proposition 3 Let n ∈ N and (α, γ, λ) ∈ H

n × C× C
n. It holds that

Fα;γ
λ;+ = pγ

+ ∗
(
δ−�λpα+

)∗−1 = pγ
+

δ−�λpα+
. (14)

Proof Using (6) and (10) in the absolutely convergent series (11) one obtains

Fα;γ
λ;+ = pγ

+ ∗
∞∑
p=0

[
�λpα+

]∗p
. (15)

Now the right hand side is recognized as a Neumann type series. ��

As a consequence of this Proposition “convolution quotients” (�λpα+)/(�μpβ
+)

with α ∈ R
n , β1 < · · · < βm , λ ∈ C

n , μ ∈ C
m , n,m ∈ N such that μ1 �= 0 are well

defined and can be rewritten as

�λpα+
�μpβ

+
= �ηpγ

+
δ−�κpδ+

=
n∑

k=1
ηkF

δ;γk
κ;+ (16)

where γk := αk − β1, ηk := λk/μ1, k = 1, . . . , n, δl := βl+1− β1, κl := −μl+1/μ1,
l = 1, . . . ,m − 1. This proves the main result of this section:

Theorem 1 The set of causal power distributions with real indicesP+ generates the
field1 F+ := (C(P+),+, ∗)which consists of all quotients of the form (16). The field
F+ is isomorphic to the quotient field of the ring C[P+].
1 More precisely,F+ is the smallest subalgebra A of (D ′+,+, ∗) such that (A \ {0})∗−1 is well-defined
and contained in A and such thatP+ ⊆ A .
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4 Asymptotic expansions of convolution quotients

The asymptotics of the function Fα;γ
λ;+(t) for t ↘ 0 can be conveniently described in

terms of (α, γ, λ) using the power series representation (13a). The asymptotics for
t → +∞ can be derived from the Hankel type loop integral representation under a
mild restriction on the parameters (α, γ, λ) and are more conveniently expressed in
terms of dual parameters. A tuple (α, γ, λ) ∈ H

n×C×Cn is said to possess a dominant
order index if there exists l ∈ {1, . . . , n} such that�αl > �αk for k = 1, . . . , n, k �= l
and μl �= 0. Without restrictions it can and will be assumed that l = n. For real α

the assumptions 0 < α1 < · · · < αn , λn �= 0 guarantee that (α, γ, λ) has a dominant
order index.

The dual parameters (α, γ, λ) ∈ H
n × C × C

n associated to any (β, δ, μ) ∈
H

n × C× C
n with dominant order index are defined as

αn := βn, αk := βn − βn−k for k �= n, γ := βn − δ, (17a)

λn := 1/μn, λk := −μn−k/μn for k �= n. (17b)

With these parameters the distribution Gβ;δ
μ;+ is defined as

Gβ;δ
μ;+ :=

qδ+
δ−�μqβ

+
= −λn · Fα;γ

λ;+. (18)

Hankels’ loop integral formula for the reciprocal of the Gamma function can be
transformed, by means of the substitution ζ 
→ ξζ , into the elegant formula

qα+(ξ) = 1

2π i

∫
H(r;θ)

eξζ ζ α dζ for all α ∈ C, ξ ∈ S(θ ′), (19)

where r ∈ R+ and the angle θ ′ ∈ R+ satisfies the condition

θ ′ < min{θ − π/2, 3π/2− θ}. (20)

Theorem 2 Let n ∈ N, (β, δ, μ) ∈ H
n ×C×C

n with dominant order index, (α, γ, λ)

the dual parameters to (β, δ, μ) and θ ∈ (π/2, 3π/2). Let r , θ ′ ∈ R+ satisfy (20) and

r > max
{
1, min�α

√
�|λ| exp(max|�α|θ)

}
. (21)

The function Gβ;δ
μ;+(ξ) is described by the contour integral

Gβ;δ
μ;+(ξ) = 1

2π i

∫
H(r;θ)

ζ δ

1−�μζβ
eξζ dζ for all ξ ∈ S(θ ′). (22)
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Proof Equation (19) is inserted into (13a). The condition (21) guarantees that exchang-
ing the order of summation and integration is permitted because it implies that
|μζβ | < 1 if |ζ | ≥ r . Recognizing a geometric series as in (15) one arrives at

Fα;γ
λ;+(ξ) = 1

2π i

∫
H(r;θ)

eξζ

ζ γ (1−�λζ−α)
dζ for all ξ ∈ S(θ ′). (23)

Inserting here the dual parameters according to Eq. (17) yields (22). ��
In the following, the roots of 1−�μζβ are denoted as

Zβ
μ :=

{
ζ0 ∈ L : 1−�μζ

β
0 = 0

}
for all (β, μ) ∈ H

n × C
n, n ∈ N1. (24)

For ζ0 ∈ L, mβ
μ(ζ0) will denote the greatest m ∈ N with the property that

dk

dζ k

(
1−�μζβ

) ∣∣∣∣
ζ=ζ0=0

for all k ∈ N with k < m, (25)

that means mβ
μ(ζ0) is the multiplicity of the root ζ0 of 1−�μζβ .

Theorem 3 Let n, (β, δ, μ) and r , θ, θ ′ be as in Theorem 2. In addition, let p ∈ R and
assume θ /∈ arg Zβ

μ. The function Gβ;δ
μ;+ can be decomposed as

Gβ;δ
μ;+(ξ) = EθG

β;δ
μ;+(ξ)+ PpGβ;δ

μ;+(ξ)+ Rp
θ G

β;δ
μ;+(ξ) for ξ ∈ S(θ ′). (26)

The θ -exponential part EθG
β;δ
μ;+ with θ ∈ R+ is defined as

EθG
β;δ
μ;+(ξ) :=

∑
ζ0∈Zβ

μ:|arg ζ0|≤θ

k∈N1:k≤mβ
μ(ζ0)

Res
ζ→ζ0

(ζ − ζ0)
k−1ζ δ

1−�μζβ
· pk+(ξ) · eξζ0 for ξ ∈ L. (27)

The p-negative-power part PpGβ;δ
μ;+ with p ∈ R is defined as

PpGβ;δ
μ;+(ξ) :=

∑
q∈Nn

�(δ+�βq)≤p

[[q]] ·� (
μq) · qδ+�βq

+ (ξ) for ξ ∈ L. (28)
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The (p, θ)-residual part Rp
θ G

β;δ
μ;+ with (p, θ) ∈ R× (π/2, 3π/2)\arg Zβ

μ is

Rp
θ G

β;δ
μ;+(ξ) := 1

2π i
lim
r↘0

∫
H(r;θ)

eξζ ζ δρ
β;δ
μ;p(ζ ) dζ for ξ ∈ S(θ ′). (29a)

ρ
β;δ
μ;p(ζ ) := 1

1−�μζβ
−

∑
q∈Nn

�(δ+�βq)≤p

[[q]] ·� (
μq) ζ�βq for ζ ∈ L. (29b)

Given r ′ ∈ R+ one finds C <∞ such that the (p, θ)-residual part satisfies

∣∣Rp
θ G

β;δ
μ;+(ξ)

∣∣ ≤ C |ξ |−p−1 for all ξ ∈ AS(r ′,+∞; θ ′). (30)

Proof The function (1 − �μζβ)−1 can be expanded in complex powers of ζ in two
ways:

1

1−�μζβ
=

∑
�(δ+�qβ)≤p

[[q]] ·�(μq) · ζ�qβ + ρ
β;δ
μ;p(ζ ) (31a)

=
∑

k≤m−1

[
�μζβ

]k + ρ̃
β

μ;m(ζ ) (31b)

where ρ̃
β

μ;m(ζ ) := [�μζβ ]m/(1 − �μζβ) for m ∈ N. Inserting (31a) into (22)

decomposes the function Gβ;δ
μ;+(ξ) into the p-negative-power part (28) and the loop

integral of eξζ ζ δρ
β;δ
μ;p(ζ ) over ζ ∈ H(r; θ). The limit for r ↘ 0 of the latter is well

defined. Its value is constant with the exception of a finite number of jumps, because
the function 1−�μζβ has only a finite number of zeros in the sector S(θ ′′) for every
θ ′′ ∈ R+. The singularities that are crossed by the loopH(r; θ)within the limit process
are taken into account via the residue theorem. Calculating the arising residues using
Leibniz’ rule yields the θ -exponential part (27). The limit of loop integrals is just the
(p, θ)-residual part (29a) and the proof of the decomposition (26) is complete.

It remains to prove the estimate (30). For sufficiently large m, the difference
ρ

β;δ
μ;p(ζ )− ρ̃

β

μ;m(ζ ) is a finite linear combination of complex powers ζ γ with�γ > p.

Therefore, using (19), the absolute value of the loop integral of eξζ ζ δ(ρ
β;δ
μ;p(ζ ) −

ρ̃
β

μ;m(ζ )) is found to be bounded by C ′|ξ |−p−1 for all ξ ∈ AS(r ′,+∞; θ ′) with

C ′ <∞. Therefore, it suffices to estimate the loop integral of eξζ ζ δρ̃
β

μ;m(ζ ) for some
arbitrary but fixed m ∈ N instead.
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Choosingm large enough guarantees that ζ δρ̃
β

μ;m(ζ ) remains bounded for |ζ | → 0.
Then the limit of loop integrals can be understood as an absolutely convergent integral
over the limit contour H(0+; θ). Substituting ζ 
→ aξ · ζ , where aξ := r ′/|ξ | ≤ 1,
one obtains

∣∣∣∣
∫
H(0+;θ)

eξζ ζ δρ̃
β

μ;m(ζ ) dζ

∣∣∣∣ ≤
∫
H(0+;θ)

e�ξζ
∣∣∣ζ δρ̃

β

μ;m(ζ )

∣∣∣ d|ζ |

=
(
r ′

|ξ |
)p+1 ∫

H(0+;θ)

e|ζ |r ′�(ξζ/|ξζ |) · |ζ |p ·
∣∣∣(aξ ζ )δ−pρ̃

β

μ;m(aξ ζ )

∣∣∣ d|ζ |. (32)

Finding a ξ -independent finite upper bound for the integral in the last equation will
finish the proof. First, the absolute value |(1 − �μζβ)−1| remains bounded for ζ ∈
H(0+; θ) because the function is continuous, finite-valued, due to θ /∈ arg Zβ

μ, and
tends to zero for |ζ | → 0 uniformly on any sector S(θ ′′). Now, because aξ ≤ 1 and
�(ξζ/|ξζ |) ≤ sin(θ − θ ′) < 0, it suffices to find a polynomial in R ∈ R+ that is an
upper bound for the function

R 
→ sup
{∣∣ζ δ−p[μζβ

]m∣∣ : ζ = se±iθ , s ∈ (0, R]
}

. (33)

Using that Rb ≤ Ra + Rc for all R ∈ R+, a, b, c ∈ R with a ≤ b ≤ c and the
monotonicity of R+ � R 
→ Ra for a ∈ {0} ∪ R+ one obtains

∣∣ζ δ−p[μζβ
]m∣∣ ≤ ∑

�q=m
[[q]] · |μ|q · ∣∣ζ δ−p+βq

∣∣

≤ C ′′ · R�δ−p(Rmb+ + Rmb−)
(34)

for all ζ = se±iθ , s ∈ (0, R] where b+ := max�β, b− := min�β and C ′′ < ∞.
Using (34) and Euler’s integral formula for the Gamma function one estimates

∫
H(0+;θ)

e|ζ |r ′�(ξζ/|ξζ |) · |ζ |p ·
∣∣∣(aξ ζ )δ−pρ̃

β

μ;m(aξ ζ )

∣∣∣ d|ζ |

≤ 2C ′C ′′e3π |p|/2
∫ ∞

0
e−r ′R sin(θ ′−θ)RpR�δ−p(Rmb− + Rmb+)

dR

≤ 2C ′C ′′e3π |p|/2
[

�(�δ + mb− + 1)

(r ′ sin(θ ′−θ))1+�δ+mb− +
�(�δ + mb+ + 1)

(r ′ sin(θ ′−θ))1+�δ+mb+

]
. (35)

This expression is independent of ξ . Combining (32) and (35) yields (30). ��
Remark 1 In the case where β consists of integers the function 1 − �μζβ can be
interpreted as a meromorphic function on C. If, in addition, δ ∈ N then the loop in
(22) can be deformed into a closed loop that encircles the zeros of 1 − �μζβ in C.
Therefore, one obtains Gβ;δ

μ;+ = EπG
β;δ
μ;+ and Gβ;δ

μ;+ is a finite sum of distributions of

the form pk+ · eat with k ∈ N1, a ∈ C. This coincides with the well known formula
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for the causal fundamental solution of integer order differential equations on the real
line.

Remark 2 In the case where |arg Zβ
μ| > π/2 one can choose θ such that |arg Zβ

μ| > θ .
Here and in the following, for subsets Z ⊆ L and φ ∈ R+, the notation | arg Z | > φ

always means that |ζ | > φ for all ζ ∈ Z . Then the θ -exponential part vanishes and it
holds Gβ;δ

μ;+ = PpGβ;δ
μ;+ + Rp

θ G
β;δ
μ;+. The limit operation r ↘ 0 in (29a) is superflous

in this case and the loop integral is independent of r ∈ R+. If, in addition, �δ > −1
the loop H(r; θ) can be replaced by the limit loop H(0+; θ). Note, that with p chosen
small enough, it holds Gβ;δ

μ;+ = Rp
θ G

β;δ
μ;+.

5 Subalgebras ofF+ characterized by asymptotics

Using Theorem 3 one obtains a characterization of the leading terms for t →+∞. Let
f , g : R→ C. The expressions “ f (t) � g(t) for t →+∞” respectively “ f (t) ≺ g(t)
for t →+∞” will be used to denote the asymptotic statements

∃C ∈ R+, T ∈ R ∀ t ∈ [T ,+∞) : | f (t)| ≤ C |g(t)|, (36a)

∀ε ∈ R+∃ T ∈ R ∀ t ∈ [T ,+∞) : | f (t)| ≤ ε|g(t)|. (36b)

The expression “ f (t) ∼ g(t) for t →+∞” is defined as “ f (t)−g(t) ≺ g(t) for t →
+∞” and means that f (t) and g(t) are asymptotically equivalent for t → +∞. A
trigonometric log-polynomial is a function g of the form

g(t) = �ct ibeiωt for t ∈ (0,+∞) with b ∈ R
n, c ∈ C

n, ω ∈ R
n, n ∈ N. (37)

For distinct tuples (bk, ωk) the coefficients c are uniquely determined by g(t). Evaluat-
ing now Theorem 3 for t > 0 one obtains the following asymptotic characterizations:

Theorem 4 Let n ∈ N and (β, δ, μ) ∈ H
n × C× C

n with dominant order index. Let
aβ;δ
μ denote the smallest a ∈ R with the property that for some p ∈ R it holds

Gβ;δ
μ;+(t) � t p−1eat for t →+∞. (38)

Let pβ;δ
μ denote the smallest p ∈ R such that (38) holds with a = aβ;δ

μ .

If (β, δ) ∈ N
n × N or there exists ζ0 ∈ Zβ

μ with |arg ζ0| ≤ π/2, then

aβ;δ
μ = sup

{�ζ0 : ζ0 ∈ Zβ
μ,

∣∣ arg ζ0
∣∣ ≤ π/2

}
, (39a)

pβ;δ
μ = sup

{
mβ

μ(ζ0) : ζ0 ∈ Zβ
μ,

∣∣ arg ζ0
∣∣ ≤ π/2, �ζ0 = aβ;δ

μ

}
. (39b)

Otherwise, it holds aβ;δ
μ = 0 and

pβ;δ
μ = sup

{−�(δ +�βq) : q ∈ N
n, δ +�βq /∈ N

}
. (40)
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There exists a unique non-zero trigonometric log-polynomial gβ;δ
μ (t) such that

Gβ;δ
μ;+(t) ∼ t p−1eat gβ;δ

μ (t) for t →+∞ where a = aβ;δ
μ , p = pβ;δ

μ . (41)

If β and δ are real, then gβ;δ
μ (t) is a trigonometric polynomial.

Lemma 1 Let u be a distribution that is regular on (0,+∞).

1. For any a, p ∈ R and η ∈ D it holds that

u(t) � t peat for t →+∞ ⇒ (η ∗ u)(t) � t peat for t →+∞. (42)

The same implication holds with � replaced by ≺.
2. Let a, p ∈ R and g a non-zero trigonometric polynomial and assume

u(t) ∼ t peat g(t) for t →+∞. (43a)

Then one finds φ1, . . . , φn ∈ D , n ∈ N with the property that

|φ1 ∗ u|(t)+ · · · + |φn ∗ u|(t) � t peat for t →+∞. (43b)

Proof Part 1: For real numbers a, p ≥ 0 and H ∈ R+ one estimates

(1+ t)p ≤ (1+ t + h)p ≤ (1+ H)p(1+ t)p, eat ≤ ea(t+h) ≤ eaHeat (44)

for all t ∈ R+, 0 ≤ h ≤ H . For a, p ≤ 0 reverse these inequalities. Then (42)
is proved using (44) and an estimate of the form

∣∣∫∞
0 η(s) f (s) ds

∣∣ ≤ ∫ |η(s)| ds ·
sups∈[t,t+H ]| f (s)|.
Part 2: Let λ ∈ R+ be ≤ the smallest non-zero quarter wave length of the summands
of g. Then let φ ∈ D be positive, non-zero with support in [0, λ]. Due to (44) the
inequality (43b) can be satisfied by choosing the φ1, . . . , φn as suitable translates of
φ. ��
Theorem 5 Let n ∈ N and (β, δ, μ) ∈ R

n+ × R× C
n.

1. It holds that Gβ;δ
μ;+ ∈ S ′ iff

∣∣ arg Zβ
μ

∣∣ ≥ π/2.

2. It holds that Gβ;δ
μ;+ ∈ D ′

L1 iff
∣∣ arg Zβ

μ

∣∣ > π/2 and δ ≥ 0.

3. It holds that Gβ;δ
μ;+ ∈ O ′C iff

∣∣ arg Zβ
μ

∣∣ > π/2 and β, δ are integer.

Proof Let u := Gβ;δ
μ;+. Due to analogy it suffices to prove Part 1.

If
∣∣ arg Zβ

μ

∣∣ ≥ π/2, then Theorem 4 and Lemma 1.1 imply that for φ ∈ D one finds
n ∈ N such that |u ∗φ|(t) � tn for t →+∞. Combining this with the fact that |u ∗φ|
is a continuous function that vanishes for all t ≤ T for some fixed T ∈ R implies that
|u ∗ φ| is dominated by some polynomial on all of R.

Assume that u ∈ S ′, but that
∣∣ arg Zβ

μ

∣∣ < π/2. The assumption u ∈ S ′ implies
that |φ ∗u| is bounded by a polynomial and thus a finite sum of such terms is bounded
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by a polynomial. According to Theorem 4 and Lemma 1.2 one finds φ1, . . . , φn ∈ D ,
n ∈ N such that (43b) holds with a > 0. This is a contradiction. ��

The next Theorem provides the Laplace transforms of elements fromF+. For basic
definitions and results for the Laplace transformL, see [50, p.255,Eq.(2)]. The Fourier
transformFu(ω) of a distribution u ∈ D ′

L1 is point-wise defined asFu(ω) = 〈u, eiωt 〉1
for allω ∈ R [36, Proposition 1.6.6 (2)]where 〈·, ·〉1 denotes the pairingD ′L1×B→ C

(see Section 6). The pairingS ′×S → C is denoted by 〈·, ·〉s and 〈·, ·〉L is defined as
in [50, p.255,eq.(3)]. The following Lemma connects Fourier and Laplace transforms.

Lemma 2 For u ∈ D ′
L1∩D ′+ and f ∈ B it holds that limκ↘0 〈u, e−κt f 〉L = 〈u, f 〉1.

Proof Let χ be a smooth function with χ(t) = 1 for t ≥ 0 and support bounded on
the left. Then it follows that

lim
κ↘0

〈u, e−κt f 〉L = lim
κ↘0

〈u, e−κt f χ〉s = lim
κ↘0

〈u, e−κt f χ〉1 = 〈u, f χ〉1 = 〈u, f 〉1.
(45)

The first equality follows from the Definition. For the second equality see [4, p. 186].
The third equality follows because e−κt f χ → f χ in B for κ ↘ 0. The fourth
equality follows from χ ∈ B. ��
Definition 3 Let u ∈ F+ and write u in the form

u = �λqα+
δ−�μqβ

+
with

α1 < · · · < αn, λ ∈ C
n, λk �= 0, n ∈ N,

0 < β1 < · · · < βm, μ ∈ C
m, μk �= 0, m ∈ N.

(46)

1. Define G+ ⊆ F+ by “
∣∣ arg Zβ

μ

∣∣ ≥ π/2 implies u ∈ G+”. 2

2. Define R+ ⊆ F+ by “
∣∣ arg Zβ

μ

∣∣ > π/2 and α1 ≥ 0 implies u ∈ R+”.
3. Define L+ ⊆ F+ by “

∣∣ arg Zβ
μ

∣∣ > π/2 and α, β integer implies u ∈ L+”.

Theorem 6 Every u ∈ F+, written in the form (46), is Laplace transformable with
abscissa of convergence σ ≤ aβ;0

μ (see Theorem 4). The Laplace transformLu extends
meromorphically from Hσ to L and is given by

Lu(ζ ) = �λζα

1−�μζβ
for ζ ∈ L. (47)

If u ∈ G+, then σ ≤ 0. Further, if u ∈ R+, then Lu(s) extends continuously to the
closed half-plane H := {s ∈ C : �s ≥ 0}. Thus, the Fourier transform Fu : R→ C

exists, is continuous and reads as

Fu(ω) = �λ(iω)α

1−�μ(iω)β
for ω ∈ R where iω = ẽ±iπ/2ω for ω ≷ 0. (48)

2 More explicitly, G+ consists of those u ∈ F+ with the property that u can be written in the form (46)

with
∣∣ arg Zβ

μ

∣∣ ≥ π/2. Part 2 and Part 3 are interpreted in the same fashion.
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If u ∈ L+, then Lu extends to a meromorphic function on C.

Proof The statement on Laplace transformability is clear. For δ + 2 < max β the
Hankel formula (22) can be transformed into the Laplace inversion formula

Gβ;δ
μ;+(t) = 1

2π i
lim

r→+∞

∫ r

−r
ζ δ

1−�μζβ
et(σ+ε+is) ds for t, ε ∈ R+, (49)

by deforming the contour of integration iR into a Hankel loop H(r;π) with r large
enough. This is permitted because the integrand in (49) tends to zero faster than
|ζ |δ−max β ≤ |ζ |−2 for |ζ | → +∞ when ζ ∈ AS(r ,+∞;π)\AS(r ,+∞;π/2),
r ≥ 1.

The distribution Gβ;δ
μ;+ has a continuous first derivative according to Proposition 2

and Eq. (17). Combining this with Eq. (49) and the fact that suppGβ;δ
μ;+ = [0,+∞)

one concludes that the function ζ δ/(1 − �μζβ) is the Laplace transform of Gβ;δ
μ;+

[50, Ch.8]. Now Eq. (47) follows using that L(Dmu)(s) = smL(u)(s) for m ∈ N and
s ∈ Hσ and linearity.

The remaining statements are immediate from Lemma 2. ��
Theorem 7 The setsG+,R+ andL+ are subalgebras ofF+ that satisfy the inclusions
G+ ⊆ S ′,R+ ⊆ D ′

L1 and L+ ⊆ O ′C hold true.

Remark 3 We conjecture that Theorem 5 can be extended to general convolution quo-
tients when appropriately reduced fractions are considered. Theorem 7 covers one
implication of this extension.

6 Distributional convolutionmodules

This section describes a method to construct convolution modules of distributions for
prescribed totally convolvable sets of distributions, see Definition 5. These modules
are maximal with respect to convolvability and characterized in Theorems 8 and 9
which are based on Propositions 4 and 5. The proofs for these propositions are of
technical nature and merely p-ary variants to their binary or ternary variants, compare
[35, Proposition 1.3.4]. A proof for Proposition 4 will be published elsewhere.

The results in this section are valid in arbitrary dimensions d ∈ N and the suffix (Rd)

will be suppressed everywhere except within Definition 4. Notions for convolvability
and convolutes of distributions are taken from [34,35]. LetB denote the locally convex
space of smooth functions with uniformly bounded derivatives. The topology onB is
induced by the seminorms

f 
→ sup
{‖g · Dα f ‖∞ : α ∈ N

d , �α ≤ m
}

for all m ∈ N, g ∈ C0, (50)

where C0 is the space of continuous functions vanishing at infinity. The dual space of
B, the space of integrable distributions, is denoted byD ′

L1 . The pairingB×D ′
L1 → C

is denoted by 〈·, ·〉1.
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Definition 4 A tuple (u1, . . . , u p) ∈ (D ′(Rd))p, p ∈ N is called convolvable if

φΔp(u1 ⊗ · · · ⊗ u p) ∈ D ′L1(R
dp) for all φ ∈ D(Rd), (51a)

where φΔp(x1, . . . , xp) := φ(x1+· · ·+ xp) denotes the p-codiagonal function asso-
ciated to φ. Then, the convolute u1 ∗ · · · ∗ u p is defined as

〈φ, u1 ∗ . . . ∗ u p〉 := 〈1, φΔp(u1 ⊗ · · · ⊗ u p)〉1 for all φ ∈ D(Rd). (51b)

A set of distributions U ⊆ D ′(Rd) will be called totally convolvable whenever all
tuples (u1, . . . , u p) with u1, . . . , u p ∈ U and p ∈ N are convolvable.

Due to the symmetric nature of the definition it is clear that the notions of con-
volvability and convolute of a given tuple of distributions are invariant under arbitrary
permutations of that tuple. Further, it is clear that the set of convolvable p-tuples is
linear and that the mapping (u1, . . . , u p) 
→ u1 ∗ · · · ∗ u p is multilinear.

Convolution ofR+-valued lower semicontinuous functions is seen to be associative
without further restrictions by virtue of the Lebesgue-Fubini theorem [8, p. 54f].
The question under which circumstances the associative law holds for convolution
of distributions is less obvious (and suprisingly rarely treated in the literature). The
answer in Proposition 5 below will provide a satisfactory sufficient condition.

Proposition 4 Let p ∈ N, u1, . . . , u p ∈ D ′. Then (u1, . . . , u p) is convolvable iff

∀φ1, . . . , φp ∈ D, x ∈ R
d : (|φ1 ∗ u1| ∗ · · · ∗ |φp ∗ u p|)(x) <∞. (52)

Remark 4 The binary variant of this Proposition is just Chevalley’s convolvability
condition [35] in disguise which reads as (φ ∗ u) · (ψ ∗ v)∨ ∈ L1 for all φ,ψ ∈ D .

Proposition 5 Let p ∈ N and u1, . . . , u p ∈ D ′, each uk non-zero. Then, if
(u1, . . . , u p) is convolvable, brackets can be introduced arbitrarily into the expression
u1 ∗ · · · ∗ u p without creating non-convolvable tuples or changing the result of this
expression.

Definition 5 The maximal distributional convolution module associated to a totally
convolvable set A ⊆ D ′ is defined as

(A)∗MD ′ :=
{
m∈D ′∣∣∀p∈N, a1, . . . , ap ∈ A : (a1, . . . , ap,m)is convolvable

}
. (53)

Theorem 8 Let A ⊆ D ′ be totally convolvable and such that A ∗ A ⊆ A. Convolution
defines bilinear operations

∗: C[A] × C[A] → C[A], ∗: C[A] × (A)∗MD ′ → (A)∗MD ′ (54a)

that are associative. That is, for all a, b, c ∈ A and m ∈ (A)∗MD ′ it holds that

a ∗ (b ∗ c) = (a ∗ b) ∗ c, a ∗ (b ∗ m) = (a ∗ b) ∗ m (54b)
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Proof Total convolvability and the definition of (A)∗MD ′ imply that the mappings
∗: C[A] × C[A] → C[A] and ∗: C[A] × (A)∗MD ′ → D ′ are well-defined and bilin-
ear. Proposition 5 guarantees that the associative laws hold once it is proved that
C[A] ∗ (A)∗MD ′ ⊆ (A)∗MD ′ .

Let a1, . . . , ap, b ∈ A and m ∈ (A)∗MD ′ be non-zero, p ∈ N. The tuple of dis-
tributions (a1, . . . , ap, b,m) is convolvable by definition. Proposition 5 implies that
(a1, . . . , ap, b ∗ m) is convolvable as well which means that b ∗ m ∈ (A)∗MD ′ . ��

Definition 6 The L1-weighted space of distributions associated to a set of lower semi-
continuous functions I ⊆ I is

D ′L1(I ) :=
{
u ∈ D ′

∣∣ ∀ f ∈ I , φ ∈ D : ‖ f (φ ∗ u)‖1 <∞}
(55)

where ‖g‖1 :=
∫
Rd |g(x)| dx .

Proposition 6 Let I , J ⊆ I .

1. If all elements of I are locally bounded then E ′ ⊆ D ′
L1(I )

.

2. The space D ′
L1(I )

is translation invariant.

3. If for all f ∈ I there exist g1, . . . , gn ∈ J , x1, . . . , xn ∈ R
d , n ∈ N, C ∈ R+ such

that f ≤ C sup
{
Tx1g1, . . . ,Txn gn

}
then the inclusion D ′

L1(J )
⊆ D ′

L1(I )
holds.

The following summarizes some evident properties of the spaces D ′
L1(I )

.

Theorem 9 Let A be totally convolvable and define the set

(56a)

The maximal convolution module of A is given by the weighted space

(A)∗MD ′ = D ′L1(I ) with I = ( Ǎ)∗AI . (56b)

Proof Let f = |φ̌1 ∗ ǎ1| ∗ · · · ∗ |φ̌p ∗ ǎp| with φ1, . . . , φp ∈ D , a1, . . . , ap ∈ A,
p ∈ N. Using that the associative law holds for arbitrary convolutes of R+-valued
lower semicontinuous functions one calculates for x ∈ R

d that

‖ f (T−xφ ∗ u)‖1 = (| f̌ | ∗ |φ ∗ u|)(x)
= (|φ1 ∗ a1| ∗ · · · ∗ |φp ∗ ap| ∗ |φ ∗ u|)(x). (57)

Finiteness of the latter expression for all φ1, . . . , φp ∈ D , φ ∈ D , a1, . . . , ap ∈ A
and x ∈ R

d is equivalent to u ∈ (A)∗MD ′ by Proposition 4. ��
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7 Distributionmodules for fractional calculus

Definitions and results for maximal distributional convolution modules from the pre-
vious section are now applied to F+ and its subalgebras G+,R+ and L+.

Definition 7 Let p ∈ R. Define the sets

P p
+ :=

{
f ∈ I+

∣∣ ∃C ∈ R+ ∀ t ∈ R : f (t) ≤ C(1+ |t |)p} (58a)

Ea+ :=
{
f ∈ I+

∣∣ ∃C ∈ R+ ∀ t ∈ R : f (t) ≤ Ceat
}

(58b)

and their reflected variants P p
− := (P p

+)∨. Further, let

E± :=
⋃
a∈R

Ea±, P± :=
⋃
p∈R

P p
±, Q± :=

⋃
p∈R+

P−p−1
± , E<0± :=

⋃
a∈R+

E−a± .

(59)

Proposition 7 Let a ∈ R and q ∈ R+. Each of the sets E±, P±, Q± and E<0± is closed
with respect to convolution.

Proof It suffices to prove that P p−1
+ ∗Pq−1

+ ⊆ P p+q−1
+ and P−p−1

+ ∗P−p−1
+ ⊆ P−p−1

+
for p, q ∈ R+ due to (eat f ) ∗ (eat g) = eat ( f ∗ g) and f̌ ∗ ǧ = ( f ∗ g)∨, a ∈ R,
f , g ∈ I and because the property S∗S ⊆ S is preserved under directed unions.Using
that convolution is isotone, homogeneous and translation invariant and observing that
every element of P p−1

+ is bounded by a translate of Cpp+(t) for some C ∈ R+ one

concludes P p−1
+ ∗Pq−1

+ ⊆ P p+q−1
+ from the index law (10). For p ∈ R+ one estimates

∫ t

0
(1+ t − s)−p−1(1+ s)−p−1 ds = 2

∫ t/2

0
((1+ t − s)(1+ s))−p−1 ds

≤ 2(1+ t/2)−p−1
∫ +∞

0
(1+ s)−p−1 ds ≤ 2p+2

p
(1+ t)−p−1. (60)

Combining this with arguments as above one obtains P−p−1
+ ∗ P−p−1

+ ⊆ P−p−1
+ . ��

Theorem 10 The following results for maximal convolution modules hold:

(F+)∗MD ′ = D ′L1(E−)
(61a)

(P+)∗MD ′ = (PC+)∗MD ′ = (G+)∗MD ′ = D ′L1(P−)
(61b)

(Q+)∗MD ′ = (QH+)∗MD ′ = (R+)∗MD ′ = D ′L1(Q−)
(61c)

(L+)∗MD ′ = D ′
L1(E<0− )

(61d)

Proof Due to analogy if suffices to prove (61a). Using Lemma 1 and Theorem 4
one obtains that |D ∗ F+| ⊆ E+ and that every element of E+ is dominated by a
sum of elements from |D ∗F+|. Combining this with Proposition 7 one concludes
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that ((F+)∨)∗AI = E− (see Eq. (56b)). With this equation the first statement is a
consequence of Theorems 1 and 9. ��

For any subalgebra A of D ′+ let (A )× denote the set of distributions a ∈ A that
are invertible as elements of (D ′+,+, ∗) and obey a∗−1 ∈ A .

Corollary 1 The convolution groups (F+)×, (G+)×, (R+)× resp. (L+)× operate
bijectively and lineary on the spaces D ′

L1(E−)
, D ′

L1(P−)
, D ′

L1(Q−)
resp. D ′

L1(E<0− )
.

Proposition 8 Let u ∈ F+ be non-zero and write u in the form

u = qγ
+ ∗ δ−�λqα+

δ−�μqβ
+

with γ ∈ R,
0 < α1 < · · · < αn, λ ∈ C

n�=0, n ∈ N,

0 < β1 < · · · < βm, μ ∈ C
m�=0, m ∈ N.

(62)

1. If
∣∣ arg Zα

λ

∣∣ ≥ π/2 and
∣∣ arg Zβ

μ

∣∣ ≥ π/2 then u ∈ (G+)×.
2. If

∣∣ arg Zα
λ

∣∣, ∣∣ arg Zβ
μ

∣∣ > π/2 and γ = 0 then u ∈ (R+)×.
3. If

∣∣ arg Zα
λ

∣∣, ∣∣ arg Zβ
μ

∣∣ > π/2, γ = 0 and α, β are integer then u ∈ (L+)×.

Proof This is immediate from Definition 3. ��

8 Conclusions for fractional calculus

The final Section discusses consequences for fractional calculus and fractional differ-
ential equations that result from the previous sections.

8.1 Extending domains of fractional derivatives and integrals

From Eq. (61b) in Theorem 10 one obtains a generalization for the operators Dα−,
α ∈ C from functions [31,32] to distributions. Let E = E (R+) be the space of smooth
functions on R+ with derivatives vanishing rapidly for t → +∞. The restriction to
the half-axis is unnecessary, and all definitions and results are readily transported to
the operators Dα+ and the space Ẽ = Ẽ (R) of smooth functions onR vanishing rapidly
for t →−∞. With this extension one obtains bijective linear operators that commute
with translations and obey the index law in full generality, that is

Dα+(Dβ
+ f ) = Dα+β

+ f for all α, β ∈ C, f ∈ Ẽ . (63)

It has been shown recently by the authors [19], that the space Ẽ can be endowed with
a weighted topology in a natural way such that one obtains bicontinous operators.

By means of Theorem 10, Eq. (61b), domain and range can now be enlarged to the
space D ′

L1(P−)
of distributions vanishing rapidly for t → −∞. Bijectivity, linearity

and commutativity with translations are preserved under this extension. It contains
earlier extensions that used exponentially weighted spaces of distributions [41], thus,
more rapidly falling distributions. A rigorous treatment of the question of continuity
is more complicated and requires to introduce new topologies.



Fractional glassy relaxation and convolution modules of distributions Page 21 of 29 130

An even more fundamental extension to fractional calculus is obtained from Eq.
(61c) of Theorem 10. The statement there shows that the space

D ′L1(Q−)
=

{
u ∈ D ′

∣∣∣∣ ∀p ∈ R+, φ ∈ D :
∫ −1

−∞
|(φ ∗ u)(t)| · |t |p−1 dt < +∞

}
(64)

can be assigned as joint domain and range to the operators Dα+, α ∈ H when they are
defined as u 
→ qα+ ∗u by means of Definition 4. With this extension bijectivity is lost,
but still, one has linear operators at hand that satisfy the index law and commute with
translations. Comparing with the domain for Marchaud derivatives, as in [39, p.109],
it is seen that the present extension has a similar growth condition, but for distributions
instead of functions.

One value of the extension lies in the fact that D ′
L1(Q−)

contains the space of

uniformly bounded distributionsB′, and thus, the space of periodic distributions. For
example, the fractional derivatives of the functions �iω(t) = exp(iωt), t ∈ R and the
reversed Heaviside function Θ− = 1 − Θ+ are defined. The section concludes with
the calculation of these fundamental fractional derivatives.

Proposition 9 For α ∈ H and σ ∈ H holds qα+ ∗�σ = σα�σ where �σ (t) = eσ t .

Proof Let m ∈ N such that m −�α > 0 and set β := m − α. First, assume �σ > 0.
Then�σ ∈ D ′

L1(P−)
and one calculates that qβ

+∗�σ = σ−β�σ . Using the associative
law, which is justified by Eq. (61b) and Theorem 8, one obtains

qα+∗�σ = Dmpβ
+∗�σ = pβ

+∗Dm�σ = σm(pβ
+∗�σ ) = σm−β�σ = σα�σ . (65)

An application of Lemma 2 extends this result to σ ∈ H. ��
Corollary 2 It holds that Dα+Θ− = −p1−α+ for all α ∈ H.

Proof Using Proposition 9 with σ = 0 and that Θ− ∈ D ′
L1(Q−)

one obtains

Dα+Θ− = qα+ ∗Θ− = qα+ ∗ (1− p1+) = qα+ ∗ 1− qα+ ∗ p1+ = −p1−α+ (66)

proving the corollary. ��
The operators pα+ and qα+ from the field F+ acting on the convolution module

D ′
L1(E−)

resemble the operators Jα and Sα obtained via the operational method in
[13]. However, the operators Sα from [13] are constructed as members of a quotient
fieldM−1 of a convolution ring (C−1, ◦,+) of functions on the right half axis. In the
present work the quotient field F+ is constructed by adjoining the inverses from the
convolution algebra (D ′+, ∗,+). It is at present not clear whether all hyperfunctions
in M−1 can be interpreted as distributions, or how to extended the operators Sα to
functions on the real line.



130 Page 22 of 29 T. Kleiner, R. Hilfer

8.2 General linear fractional differential equations

The most general linear response equation that can be formulated within the present
framework of fractional derivatives reads as

ηDγ
+[u −�λDα+u] = v −�μDβ

+v for u, v ∈ D ′L1(E−)
, (67)

with parameters α ∈ R
n+, β ∈ R

m+, γ ∈ R, λ ∈ C
n�=0, μ ∈ C

m�=0, η ∈ C�=0 and
n,m ∈ N. In the case m = 0 the right hand side reduces to v. According to Theorem
10 the operators ηDγ

+[1−�λDα+] and 1−�μDβ
+ define automorphisms ofD ′

L1(E−)
.

This implies existence and uniqueness of solutions u (“responses”) for prescribed v

(“excitations”). Note, that the roles of u and v can be interchanged.
Under certain assumptions on the parameters it is possible to enlarge the domains.

For example, under the assumptions

γ = 0,
0 < α1 < · · · < αn ≤ 1, λ = −τ, with τ ∈ R

n+,

0 < β1 < · · · < βm ≤ 1, μ = −σ, with σ ∈ R
m+,

(68)

it is guaranteed that
∣∣ arg Zα

λ

∣∣, ∣∣ arg Zβ
μ

∣∣ > π/2. This follows from the inequality

�ζ δ ≥ 0 for all ζ ∈ L with
∣∣ arg ζ

∣∣ ≤ π/2 and δ ∈ (0, 1]. (69)

According to Definition 3 and Eq. (61c) of Theorem 10 one obtains that the domain
for u and v can be enlarged to D ′

L1(Q−)
while preserving existence and uniqueness of

solutions. For the case m = 0, Theorem 5 proves that the condition
∣∣ arg Zα

λ

∣∣ > π/2
is also necessary to extend the domains to D ′

L1(Q−)
.

The case γ = 0 and m = 0 was discussed in [1] with the space S ′+ as domain
for u and v. In Theorem 3.2 from [1] existence and uniqueness were characterized
in terms of Zα

λ . Note, that in the proof of [1, Theorem 3.2] it was stated that if the
function 1 − �μζα has no zeros ζ0 with

∣∣ arg ζ0
∣∣ < π/2, then all of its zeros with∣∣ arg ζ0

∣∣ < π fulfill
∣∣ arg ζ0

∣∣ = π/2. This is false, a counter example is given by
1 + ζ 3/2. Nevertheless Theorem 3.2 from [1] is equivalent to Part 1 of Theorem 5
from the present work. In the notation of the present work it states that the problem
η[u − �μDα+u] = v with u, v ∈ S ′+ is well-posed with existence and uniqueness
of solutions u to prescribed v if and only if

∣∣ arg Zα
λ

∣∣ ≤ π/2. Theorem 10 from the
present work extends this from S ′+ to the larger space D ′

L1(P−)
.
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9 Application to dielectric relaxation

9.1 Composite fractional relaxationmodel extended to the full axis

The composite fractional relaxation model for the dielectric relaxation function f (t),
t > 0 [10]

τ1D
1 f + τα

2 D
α,μ
0+ f + f = h with lim

t→0
f (t) = f (0+) = f0+, (70)

involves the fractional derivative Dα,μ
0+ with order α and type μ [10, Eq. (7)]. The

parameters are 0 < τ1, τ2 < ∞, 0 < α < 1, 0 ≤ μ ≤ 1. In [10] the right hand
side h = 0 vanishes, the function f is a C 1-function defined on the half axis (0,∞),
and interpreted as the normalized relaxation function after a constant external force
is suddenly released at t = 0. The purpose of this section is to extend Eq. (70) to the
full axis and use it as a template for an application of Eq. (67) to dielectric relaxation
in glasses.

Following [10] and [11] the Laplace transform L+χ+ of the dielectric response
χ+(t) on t > 0 for the case h = 0 is calculated as (cf. [11, Eq.(3)])

1

f0+
(L+χ+)(ζ ) = 1+ (τ2ζ )α + rαμ(τ2ζ )1+μ(α−1)

1+ (τ2ζ )α + τ1ζ
, ζ ∈ L (71)

where rαμ is a parameter. In the following rαμ ≥ 0 will be assumed except for rα1 = −1.
Equation (71) admits continuous extensions from ζ ∈ H ⊆ L to ζ ∈ H.

The response function χ(t) is extended as χ(t) = χ+(t)+ χ∞ δ(t) to the full axis,
where χ+(t) is extended as χ+(t) = 0 to t ≤ 0. The relaxation function f is extended
discontinuously as f (t) = f (0) = f0 = f0+ + χ∞ to t ≤ 0. It can be written as

f (t) =
∫ ∞

t
χ(s)ds = χ∞

∫ ∞

t
δ(s)ds + f0+ −

∫ t

0
χ+(s)ds

= χ∞Θ−(t)+ f0+ −
[
χ+ ∗ p1+

]
(t) (72)

with f0+ =
∫∞
0 χ+(t)dt . Using Eq. (71) as guidance the normalized responseχ+/ f0+

is represented as a convolution quotient

χ̂ = χ − χ∞ δ

f0+
= χ+

f0+
= δ+τα

2 q
α+ + rαμτ

1+μ(α−1)
2 q1+μ(α−1)

+
δ+τα

2 q
α+ + τ1q1+

(73)

by virtue of Theorem 6 and Definition 3. The convolution quotient falls under case 2
of Proposition 8 and hence χ̂ ∈ (R+)×. Equation (61c) of Theorem 10 guarantees
that the fractional differential equation

u + τα
2 D

α+u + τ1Du = w + τα
2 D

α+w + rαμτ
1+μ(α−1)
2 D1+μ(α−1)

+ w, (74)
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is well defined with existence and uniqueness for all u, w ∈ D ′
L1(Q−)

, because it
is a special case of (67) with (68). Equation (74) is equivalent to u = χ̂ ∗ w with
χ̂ ∈ (R+)× a bijective convolution operator on D ′

L1(Q−)
. Equation (74) generalizes

the fractional relaxation Eq. (70) from the positive half axis to the full real axis in a
translation invariant manner. It has the form of Eq. (67) and is taken in Sect. 9.3 as a
mathematical model to predict dielectric relaxation in glycerol.

Choosing w = δ in (74) entails u = χ̂ and verifies that χ̂ is indeed the impulse
response function associated to (74). Choosingw = w0 = Θ− in Eq. (74), one obtains
u = χ̂ ∗ Θ−. This solution u of the convolution equation is expected to coincide on
t > 0 with the step relaxation f of Eq. (70) for h = 0 up to a factor. And that will
indeed be verified explicitly further below. For general h the factor w0 needs to be
replaced with

wh = Θ− + h

1+ τα
2 q

α+ + rαμτ
1+μ(α−1)
2 q1+μ(α−1)

+
(75)

and this relates the external forcing w to the inhomogeneity h in Eq. (70). Thus, for
μ �= 1 the right hand side of (70) can not be interpreted as the external force itself but
only as a quantity derived from the external force in a non-trivial way.

Because the domainD ′
L1(Q−)

contains besides δ andΘ− also the periodic functions
�iω(t) = exp(iωt), ω ∈ R the convolutional formulation Eq. (74) unifies impulse
response, step relaxation and periodic excitations. For periodic forcing of the form
w = �iω with a single frequency ω ∈ R one obtains the complex admittances

u = 1+ (iτ2ω)α + rαμ(iτ2ω)1+μ(α−1)

1+ (iτ2ω)α + iτ1ω
·�iω. (76)

This follows directly from the formulas of the Laplace transforms, because by defini-
tion Lu(iω) = Fu(ω) = 〈u,�−iω〉1 = (u ∗�iω)(0). Equation (76) is just the result
expected from multiplier theory.

9.2 Solutions

The normalized response function χ̂ , obtained from Eq. (74) for w = δ, can with the
help of Eq. (18) be written in the form

χ̂ = δ+τα
2 q

α+ + rαμτ
1+μ(α−1)
2 q1+μ(α−1)

+
δ+τα

2 q
α+ + τ1q1+

= G(α,1)
(−τα

2 ,−τ1);+ + τα
2 G

(α,1);α
(−τα

2 ,−τ1);+ + rαμτ
1+μ(α−1)
2 G(α,1);1+μ(α−1)

(−τα
2 ,−τ1);+ (77)

= 1

τ1
F(1−α,1);1

(−τα
2 /τ1,−1/τ1);+ +

τα
2

τ1
F(1−α,1);1−α

(−τα
2 /τ1,−1/τ1);+ +

rαμ
τ1

τ
1+μ(α−1)
2 F(1−α,1);μ(1−α)

(−τα
2 /τ1,−1/τ1);+.
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Fig. 1 Fit of dielectric spectra from [25] for glycerol at six different temperatures using Eq. (76) with
universal temperature independent dynamical exponent α = 0.56. The units are ω0 = 2π Hz and χ0 =
107/(4πc2)As/Vm

Thus χ̂ (t) = 0 for t ≤ 0 and using Eq. (13b) one finds

χ̂(t) = 1

τ1
E(1−α,1);1

(
−τα

2

τ1
t1−α,− t

τ1

)

+ τα
2

τ1
t−α E(1−α,1);1−α

(
−τα

2

τ1
t1−α,− t

τ1

)

+ rαμ
τ
1+μ(α−1)
2

τ1
tμ(1−α)−1 E(1−α,1);μ(1−α)

(
−τα

2

τ1
t1−α,− t

τ1

)
(78)

for t > 0.
The subtracted relaxation function f̃ = f − χ∞Θ− solving the original problem

(70) on t > 0 can be represented in the form

f̃ = f − χ∞Θ− = f0+ χ̂ ∗ wh = f0+

(
δ+τα

2 q
α+ + rαμτ

1+μ(α−1)
2 q1+μ(α−1)

+
δ+τα

2 q
α+ + τ1q1+

)

∗
(

Θ− + h

δ+τα
2 q

α+ + rαμτ
1+μ(α−1)
2 q1+μ(α−1)

+

)
. (79)
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A sufficient assumption on h to make eqs. (70), (74) and (79) well defined is that h
is a continuous function with supp h ⊆ (0,+∞). Because R+ = (R+,+, ∗) is an
algebra operating on D ′

L1(Q−)
this expression can be further evaluated. We illustrate

the calculations for the homogeneous case h = 0. One calculates

f̃

f0+
= 1− χ̂ ∗ p1+ = Θ− +Θ+ − p1+ ∗

(
δ+τα

2 q
α+ + rαμτ

1+μ(α−1)
2 q1+μ(α−1)

+
δ+τα

2 q
α+ + τ1q1+

)

= Θ− + p1+ ∗
(

δ−δ+τα
2 q

α+ + rαμτ
1+μ(α−1)
2 q1+μ(α−1)

+
δ+τα

2 q
α+ + τ1q1+

)

= Θ− + τ1 δ

δ+τα
2 q

α+ + τ1q1+
− rαμτ

1+μ(α−1)
2 qμ(α−1)

+
δ+τα

2 q
α+ + τ1q1+

= Θ− + τ1G
(α,1)
(−τα

2 ,−τ1);+ − rαμτ
1+μ(α−1)
2 G(α,1);μ(α−1)

(−τα
2 ,−τ1);+

= Θ− + F(1−α,1);1
(−τα

2 /τ1,−1/τ1);+ −
rαμ
τ1

τ
1+μ(α−1)
2 F(1−α,1);1+μ(1−α)

(−τα
2 /τ1,−1/τ1);+ (80)

where eqs. (72), (77) and (18), were used. Using (13b) one finds

f̃ (t) = f0+E(1−α,1);1
(
−τα

2

τ1
t1−α,− t

τ1

)

− f0+
rαμ
τ1

τ
1+μ(α−1)
2 tμ(1−α) E(1−α,1);1+μ(1−α)

(
−τα

2

τ1
t1−α,− t

τ1

)
(81)

for t > 0 in terms of the binomialMittag-Leffler function E(α1,α2);β(z1, z2). In order to
verify that f indeed solves (70) the Laplace transform L+ f = L(Θ+ f ) is calculated
from Eq. (81) which yields Eqs. (35) and (37) from [10]. This argument works also
for non-zero h, if h is assumed to be Laplace transformable.

9.3 Application to glycerol

In this section the convolution Eq. (74) is applied to predict broadband dielectric
spectra of glycerol over 13 decades in frequency and temperatures between 193 and
253 K. The experimental data are from [25]. Figure 1 shows the result of fitting Eq.
(76) to the experimental data. In all fits the orderα = 0.56 of the fractional derivative is
fixed and independent of temperature. It plays the role of a universal dynamical critical
exponent. The type μ = 0.2 and the parameter rαμ are also temperature independent.
Moreover, the time scale ratio τ1/τ2 is only weakly temperature dependent varying
monotonically between τ1/τ2 ≈ 4.57 for T = 195Kand τ1/τ2 ≈ 6.45 for T = 253K.
This leaves a single relaxation time, e.g. τ1, as the only temperature dependent fit
parameter. It determines the frequency of the main peak in the imaginary part. Note
that previously there did not exist a fit function for the excess wing [25] and its physical
origin was unknown. Remarkably, the composite fractional relaxation model (70) and
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its convolutional interpretation (74) predict asymmetric relaxation peaks plus excess
wings with a single temperature independent scaling exponent.
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