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Abstract
Capturing semantics and structure surrounding the target entity pair is crucial for relation extraction. The task is challenging 
due to the limited semantic elements and structural features of the target entity pair within a sentence. To tackle this problem, 
this paper introduces an approach that fuses entity-related features under convolutional neural networks and graph convolution 
neural networks. Our approach combines the unit features of the target entity pair to generate corresponding fusion features 
and applies the deep learning framework to extract high-order abstract features for relation extraction. Experimental results 
from three public datasets (ACE05 English, ACE05 Chinese, and SanWen) indicate that the proposed approach achieves 
F1-scores of 77.70%, 90.12%, and 68.84%, respectively, highlighting its effectiveness and robustness. This paper provides 
a comprehensive description of the approach and experimental results.

Keywords Relation extraction · Fusion feature · Semantic structure · Graph convolution

1 Introduction

Relation extraction is a crucial task in natural language 
processing that aims to automatically identify the semantic 
relation between a target entity pair in a sentence, forming a 
structured triad of “ e1, r, e2 ”. After years of development, the 
results of relation extraction have made significant progress 
and have been successfully applied in various fields, such 
as question answer (Ojokoh et al. 2023), knowledge base 
construction (Niu et al. 2012), and medical analysis (Mat-
thews et al. 1990). However, there are still challenges to be 
overcome (Ranjan et al. 2022).

One of the main challenges is the inaccurate recognition 
of the target entity pair. In many relation instances, multiple 
entity pairs are available, but the structure of entity pairs 
is complex. For example, in the sentence “The ferocity of 
COVID-19 has affected the physical health of many peo-
ple”, a relation extraction model will identify the semantic 
relation between the entities “COVID-19” and “health” as 
“Impact”, as shown in Fig. 1. However, the entities “health” 
and “physical health” are considered as two different enti-
ties, which may be used in different instances for relation 
extraction. Therefore, it is necessary to design a relation 
extraction method that is more focused on the target entity 
pair.

Another challenge is the feature sparsity problem brought 
about by the limited words in a sentence. The input of the 
relation extraction model is usually a raw sentence contain-
ing the target entity pair, but the entity-related features con-
tained in short sentences are limited, resulting in a feature 
sparsity problem.

To face these challenges, we propose our approach to 
fusing entity-related features based on the deep learning 
framework. This approach first extracts unit features of the 
target entity pair from a sentence. In relation extraction, the 
model aims to capture contextual information of the entity 
pair from sentences, which is helpful for recognizing entity 
relationships. However, since sentences containing entity 
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pairs are usually short, they may lack sufficient semantic 
information, leading to the problem of feature sparsity. This 
sparsity hinders the model’s ability to achieve high-preci-
sion entity semantic relationship recognition. Therefore, this 
paper proposes to enrich the model’s semantic information 
by using features related to the target entity. These features 
are derived from datasets (manual labeling) and third-party 
tools (such as NLTK and Jieba). We define unit features 
as the basic semantic and syntactic properties of the tar-
get entity pair and its surrounding context, which help in 
addressing the feature sparsity problem. Examples of unit 
features include entity type, entity subtype, part of speech 
of entity word, and other features. A detailed introduction 
to unit features will be provided in Sect. 3. The model then 
generates fusion features based on man-made combination 
rules, enhancing its ability to sense the target entity pair. 
Next, the conventional convolution kernels and the graph 
convolutional kernels are adopted to extract high-order 
abstract representations of the semantics within the sen-
tence. Finally, it predicts the most likely relation type from 
a predefined relation set through a linear classification layer.

The contributions of this paper are as follows: 

(1) We design a strategy to extract and combine entity-
related unit features of the target entity pair from the 
sentence, which helps address the feature sparsity prob-
lem in relation extraction.

(2) We propose a deep learning framework that integrates 
both conventional convolution kernels and graph con-
volutional kernels, which effectively extracts seman-
tics and structure in a sentence based on entity-related 
unit features, addressing the challenges of inaccurate 
entity pair identification and feature sparsity in relation 
extraction.

(3) We demonstrate the effectiveness of our proposed 
approach on three public datasets in Chinese and Eng-
lish, specific and comprehensive fields respectively, 
achieving F1-scores of 77.70%, 90.12%, and 68.84% 
on the ACE05 English, ACE05 Chinese, and SanWen 
datasets.

The remainder of this paper is organized as follows: Sect. 1 
provides the background and motivation for our proposed 
model; Sect. 2 examines related works in relation extrac-
tion; Sect. 3 introduces the concept of unit features and their 

extraction and use in this model; Sect. 4 outlines the meth-
odology design and implementation details of our proposed 
approach; Sect. 5 presents experimental results, analysis, and 
comparisons to related works.

2  Related works

Relation extraction is an important task in natural language 
processing that has been widely studied (Wang et al. 2022). 
In this section, we categorize the related works into three 
groups: early rule-based methods, machine learning-based 
methods, and deep learning-based methods.

Early rule-based methods rely on syntactic analysis and 
grammar rules to define relations between entities (Zhang 
et al. 2009). These methods offer strong interpretability 
and high accuracy but are limited by the need for manually 
constructed rules and their heavy dependence on artificial 
knowledge bases.

Machine learning-based methods have become the main-
stream approach in relation extraction (Kumar 2017; Waheeb 
et al. 2020). These models utilize statistical language mod-
els to automatically learn entity features from labeled data, 
offering strong generalization ability, adaptability, and scal-
ability. However, they suffer from low interpretability, high 
dependence on labeled data, and a limited ability to capture 
complex features.

Deep learning-based methods have been shown to outper-
form traditional machine learning-based methods in relation 
extraction. These models leverage deep neural networks to 
learn high-order abstract features and representations from 
sentences. Convolutional neural networks (CNNs) and recur-
rent neural networks (RNNs) have been widely used in rela-
tion extraction. CNN-based models are effective in captur-
ing local features of sentences but are difficult to capture 
long-distance dependencies (Liu et al. 2013). To address 
this limitation, some researchers have combined RNN with 
entity position indicators to obtain long-distance depend-
encies and improve performance (Zhang and Wang 2015). 
Other models, such as convolutional RNN (CRNN) (Song 
et al. 2019) and graph convolutional networks (GCNs) (Hu 
et al. 2022; Zhu et al. 2019), have been proposed to capture 
multi-level features and global dependencies. They also can 
benefit from pre-training models (Devlin et al. 2018; Peters 
et al. 2018). But models based on deep learning still have 
difficulties in capturing the semantics and structure of the 
target entity due to the raw sentence input.

In recent years, various deep learning-based models have 
been proposed to enhance the recognition ability of entity 
relations, including: 

(1) Boundary modeling and enhancing Several prior explo-
rations focus on modeling and enhancing boundaries 

Fig. 1  A relation extraction example
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for entity and relation extraction (Fei et al. 2020; Wang 
and Lu 2020; Fei et  al. 2021, 2022). These works 
include constructing entity graphs, designing table-
sequence encoders, employing pointer networks for 
discontinuous NER, and developing structure-aware 
generative language models.

(2) Joint entity and relation extraction A number of works 
concentrate on joint entity and relation extraction using 
methods such as pointer networks (Fei et al. 2021), 
generative models (Fei et al. 2022), and table-filling 
methods (Wang and Lu 2020; Li et al. 2022).

(3) Employing external knowledge Some existing works 
enhance boundary detection by employing external 
knowledge (Wu et al. 2021; Fei et al. 2021).

(4) Graph-based semantic structure modeling There are 
also studies that focus on using graph-based approaches 
for semantic structure modeling in information extrac-
tion or related tasks (Fei et al. 2022, 2020, 2020).

In summary, while earlier rule-based methods are highly 
interpretable and accurate, they have limitations due to their 
dependence on manually constructed rules and artificial 
knowledge bases. Machine learning-based methods have 
the advantage of strong generalization ability and scalabil-
ity, but they suffer from low interpretability and dependence 
on labeled data. Deep learning-based methods have shown 
superior performance in relation extraction, but the lack of 
interpretability is still a concern. In this paper, we propose 
an approach to extract high-order abstract features by com-
bining entity-related features based on convolutional and 
graph convolution neural networks. Our proposed approach 
aims to overcome the feature sparsity problem and focus 
on the target entity pair in relation extraction, improving its 
performance. Next, we introduce the extraction and combi-
nation of unit features related to the entity pair in this model.

3  Entity‑related features

In relation extraction, the target entity pair plays a crucial 
role in identifying the semantic relation between them. Thus, 
capturing the entities’ semantics and structure is essential. 
This section presents an overview of the formal representa-
tion of relation extraction and discusses the entity-related 
features.

Let S = [x1, x2,⋯ , xi,⋯ , xj,⋯ , xu,⋯ , xv,⋯ , xN] be a 
sentence with N words. In the sentence, the target entity 
pair is represented by e1 = [xi,⋯ , xj] and e2 = [xu,⋯ , xv] . 
In relation extraction, each relation mention is assigned a 
predefined relation type from a set of R = [r0, r1, r2,⋯ , rL] , 
which contains L + 1 predefined relation types. Here, r0 

represents a negative relation type, while r1 to rT represent T 
positive relation types in the dataset.1

In relation extraction, the target entity pair is the central 
part of the sentence. Generally, a classifier model may easily 
neglect the structure and semantics of the target entity pair 
if the raw sentence is input into the model. To capture more 
features about the target entity pair from a sentence, we first 
extract unit features related to the entity pair and then com-
bine them using man-made rules to generate fusion features.

We propose two ways to generate unit features about 
the entity pair. One way is to extract the annotated features 
by domain experts within the dataset. The other way is to 
acquire additional features using third-party tools. All entity-
related features obtained by these two methods are primarily 
annotated with respect to the surrounding context, enabling 
the model to learn the semantics and structure of the target 
entity pair.

To finalize our feature selection, we systematically inte-
grated the dataset annotations, third-party tools, and manual 
selection methods. Through this rigorous process, we iden-
tified five crucial unit features for feature combination. A 
comprehensive representation of these features is provided 
in Table 1.

The first unit feature, entity type, effectively conveys the 
semantics of entities, encompassing categories such as "per-
son", "location", "organization" and others. This feature is 
derived from dataset annotations and is represented as U1 
in Table 1. The second and third unit features associated 
with entity semantics are the part-of-speech (POS) of the 
words adjacent to the entity, such as "n" (noun), "v" (verb), 
and "prep" (preposition), obtained through third-party tools 
(JieBa or NLTK) and are denoted as U2 and U3 in Table 1.

Our analysis shows that nested named entities account for 
29.80% of the ACE05 Chinese dataset, 22.76% of the Eng-
lish dataset, and 11.27% of the SanWen dataset. Identifying 

Table 1  Unit features

In this table, we introduce the five unit features proposed in this 
paper. These features are related to the target entity pair and can 
express the semantic information of the entities. The meaning of each 
unit feature is explained

Representa-
tion

Feature name Meaning

U
1

Type Type of entity
U

2
LPOS Part of speech of the left word

U
3

RPOS Part of speech of the right word
U

4
EPosition Structure of the entity pair

U
5

Marker Markers of an entity

1 In this study, the SanWen dataset does not include negative 
instances.
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the structure of entity pairs with nested entities is crucial 
in relation extraction, as these structures play a vital role in 
recognizing entity relations. To address this issue, we pro-
pose a new feature, U4 , which describes the structure of the 
target entity pair as either "nested" or "separated" types. The 
former implies that e1 is within e2 or vice versa, while the 
latter indicates that e1 is before e2 or vice versa. The rela-
tive structural features between two entities contained in the 
target entity pair play an important role in identifying their 
semantic relation.

To ensure that the recognition result remains unaffected 
by other entities, it is critical to obtain the semantics, posi-
tion, and structure of the target entity pair. Therefore, we 
introduce the unit feature U5 , which incorporates the entity 
type and the structure of the entity pair into the entity marker 
while distinguishing their boundaries. This enables the 
model to learn rich features of the target entity pair.

For example, in the sentence shown in Fig. 1, the five 
unit features mentioned in Table 1 of the target entity pair 
“COVID-19” and “health” are shown in Fig. 2.

The unit features of the entity pair encapsulate the indi-
vidual entity semantics, allowing the model to comprehend 
the contextual significance of the entity. However, relying 
solely on these features may overlook the intricate intercon-
nections among them, thereby impeding the recognition of 
semantic relations between entity pairs.

To address this issue, our study introduces seven fusion 
features by combining unit features. The fusion features 
empower the model to learn long-distance semantics, enrich 
the features not annotated within the dataset, and capture 
the association information between target entities. We thor-
oughly illustrate the carefully devised combination rules for 
these fusion features in Table 2.

The individual semantics of each entity within an entity 
pair are encapsulated by the unit features, enabling the 
model to understand its contextual importance. However, 
solely relying on these unit features can cause the model to 
overlook the intricate interconnections among the entities, 
ultimately hindering the recognition of semantic relations 
between the pairs. Therefore, we introduce seven fusion 
features, which are derived by combining the unit features. 

These fusion features enhance the model’s ability to learn 
long-distance semantics, supplement the features that are 
not annotated in the dataset, and capture the association 
information between target entities. We provide a thorough 
illustration of the carefully devised combination rules for 
these fusion features in Table 2.

Table 2 presents seven fusion features, where �1 − �
�
 

are derived by concatenating two unit features using the 
“ _ ” connector. �1 combines the “ U1 ” feature of both target 
entities, providing a comprehensive representation of entity 
semantics by reflecting their categorical affiliation. Target 
entity types are crucial in distinguishing entity relations. 
For example, a relation involving two “person” entities is 
unlikely to represent a “location” and more plausibly sig-
nifies “social” associations. �

�
− �

�
 encompass the amal-

gamation of adjacent word POS features, highlighting the 
semantic connections between target entities and their con-
text.  F_6 denotes a composite feature illustrating the struc-
ture between target entities, while �7 represents a semantic 
sequence generated by inserting entity markers containing 
entity-related features on both sides of target entities within 
a sentence.

The utilization of fusion features allows for the integra-
tion of both internal and external semantics of target entities. 
The extraction of high-order abstract features from fusion 
features allows the model to learn the fusion information of 

Fig. 2  Unit features in a relation 
instance

Table 2  Fusion features

This table illustrates the fusion features used in our research, with 
each feature representing an aspect of the entity pair’s information or 
structure

Repre-
sentation

Feature name Meaning

�
1

Type(e
1
) ⊕ Type(e

2
) Union of entity types

�
�

LPOS(e1) ⊕ LPOS(e2) Union of left POS for entity pair
�
�

RPOS(e1) ⊕ RPOS(e2) Union of right POS for entity pair
�
�

LPOS(e1) ⊕ RPOS(e1) Union of left and right POS of e
1

�
�

LPOS(e2) ⊕ RPOS(e2) Union of left and right POS of e
2

�
�

EStructure Entity pair structure
�
�

Sentence &Marker Sentence with entity markers
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entity-related features. While the fusion of the unit features 
can express the surface-level association between features, 
it is essential to capture their deeper connections through 
high-order abstract features, which can be extracted using a 
deep learning model. In this paper, we propose a novel deep 
learning network architecture that focuses on the fusion of 
features.

4  Our proposed model

Our proposed model is structured by three modules: “rep-
resentation”, “feature transformation”, and “output”. The 
overall framework of the model is depicted in Fig. 3.

4.1  Representation

The representation module consists of three components: 
input, feature generation, and embedding, which transform 
the input sequence into a vector matrix. The input sentence 
is denoted as S = [x1, x2,… , xi,… , xj,… , xu,… , xv,… , xN] , 
where the entity pair e1 = [xi,⋯ , xj] and e2 = [xu,… , xv] 
(with 1 ≤ i ≤ j ≤ u ≤ v ≤ N ) represents the two target enti-
ties, as illustrated in “input” component.

The “feature generation” component facilitates fea-
ture extraction and combination operations. Initially, the 
model derives a set of unit features from the input sentence, 
U1 − U5 , delineated in Table 1. To better capture the seman-
tics in the sentence, fusion features �1 to �

�
 are constructed 

based on the connections among unit features, as depicted 
in Table 2. The combination operation for unit features is 
shown in Fig. 3’s “combination” exhibit. For example, �1 

combines entity type features of e1 and e2 . Given two unit 
features “Per” and “Loc”, a fusion feature “Per_Loc” is gen-
erated by a connection operation, which offers an improved 
representation of the semantic correlation between entity 
features. Consequently, the neural network model can learn 
the semantic structure inherent to the target entity pair. 
Fusion feature �

�
 is formulated from two unit features Uj 

and Uk and can be expressed as:

The feature generation operation transforms the input sen-
tence S containing N words into a sequence of fusion fea-
tures Ŝ = [�1,��

,⋯ ,�
�
] . The sequence then is transformed 

into the embedding layer. The objective of the embedding 
layer is to convert fusion features in the sentence into a low-
dimensional dense matrix via the word vector lookup table 
We . This approach offers reduced computational complexity 
and text similarity calculation capabilities compared to tradi-
tional one-hot vector representations, as outlined in (Church 
2017). Initializing We in the embedding layer is essential for 
obtaining the desired text semantic representation. In this 
experiment, pre-trained word vector files Google-News and 
Wiki-100 were employed for initialization.

The representation module’s final output is the represen-
tation of the input sentence, segmented into representations 
of �1 ∼ �

�
 and �

�
 , where �

�
 is the original sentence embed-

ded the entity marker U5 . Each fusion feature, except �
�
 , is 

represented by a feature vector, while each word in �
�
 is rep-

resented by a vector through the embedding layer in the rep-
resentation module. The vector matrix for all fusion features 
is denoted as X = [x1, x2,⋯ , xL] , where vi ∈ Rd represents 

(1)�
�
= Uj ⊕ Uk

Fig. 3  Framework of our proposed model
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a feature vector. The vector dimension (D) is set to 300 for 
Google-News in English and 100 for Wiki-100 in Chinese, 
based on the pre-trained word vector used in the experiment. 
The vocabulary size of a dataset employed in the experi-
ment is represented by Q, and the word vector matrix is 
expressed as We = RD×Q . When mapping the input sentence 
to the model, the sentence length must be fixed. If the length 
exceeds the cropping value, it will be automatically padded. 
L denotes the input length of each instance text. The output 
process of the embedding layer can be described as:

The sentence representation X obtained from the embedding 
layer can be divided into two parts: X1 = [x1, x2,⋯ , xk] rep-
resents features �1 to �

�
 , and X2 = [xk+1,⋯ , xL] represents 

feature �
�
.

4.2  Feature transformation

In the feature transformation module, high-order abstract 
features are extracted from X1 and X2 , output by the upper 
layer, using two different extractors.

For X1 , we employ graph convolution to capture the 
global dependencies between fusion features. Specifically, 
the input sentence is represented as a set < E,N consisting of 
edges (E) and nodes (N). Then, a feature connection matrix 
M is designed to establish connections between fusion fea-
tures. The elements in M are randomly assigned either 0 or 
1 to clean or build connections for fusion features at cor-
responding locations. We then apply the graph convolution 
operation on X1 and M. Weight matrix W and bias value b 
are generated by using a truncated normal distribution for 
model learning during network training. The graph convolu-
tion operation can be expressed as follows:

Here, � denotes a nonlinear activation function.
For X2 , which represents the tagged sentence by the entity 

marker U5 , we employ conventional convolution kernels 
with windows of multiple sizes to capture the structure and 
semantics of the target entity pair in the sentence. The con-
volution operation can be described as follows:

Here, Wc is the convolution window with a size of K × D , 
where K denotes the number of vertically spanning words 
( K ∈ [2, 3, 4, 5] ), and D corresponds to the word vector 
dimension. b is the bias value, and Conv denotes the convo-
lution operation.

(2)X = embedding (Ŝ) = [x1, x2,⋯ , xL]

(3)HG = GraphConv (X1,M,W, b) = �(X1 ⋅M ⋅W + b)

(4)HC = Conv (X2,Wc, b) = �(Wc ⋅ X2 + b)

The graph convolution and convolution operations on 
the representation of the sequence of fusion features effec-
tively captures local features and the interconnection of all 
features. It maps the vector matrix X1 and X2 to high-order 
feature representations, enabling the learning of K-degree 
semantics from the K × D convolution window.

To extract effective classification features and filter out 
unwanted features, maximum pooling operations are per-
formed on HG and HC , respectively. This process can be 
formally expressed as:

Finally, we concatenate the two pooled outputs and apply a 
fully connected operation (fc) to generate the final output. 
This operation can be represented as follows:

4.3  Output

To obtain probability values for each type and make the 
final prediction, we employ a softmax function as the out-
put module:

In summary, our proposed model extracts the high-order 
representation of fusion features by performing two opera-
tions: graph convolution and convolution with multiple ker-
nels when a sentence S is input. Specifically, in Eq. 9, we 
use f1 and f2 to represent the two convolution operations, and 
�
�
 and �

�
 represent the first six and the last fusion features, 

respectively. The complete process can be summarized by 
the following equation:

5  Experiment

In this Experimental section, we aim to evaluate the per-
formance of our proposed model for relation extraction, 
focusing on its ability to integrate semantic and structural 
information of target entity pairs. The section is organ-
ized as follows: we first present the experimental setup, 
including the datasets, environment, and learning process. 
Next, we conduct experiments to analyze the influence of 
entity-related features and compare unit and fusion fea-
tures. Furthermore, we compare our model with several 

(5)p1 = maxpool (HG)

(6)p2 = maxpool (HC)

(7)p = fc([p1, p2])

(8)y = softmax(p)

(9)
y = Softmax(fc([maxpool(f1(embedding(�

�
))),

maxpool(f2(embedding(�
�
)))]))
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well-established methods to demonstrate its effectiveness 
in capturing the semantics and structural information of a 
target entity pair within sentences. Our findings provide 
valuable insights into the potential of our proposed model 
and its generalizability across different datasets.

5.1  Experimental setup

In this section, we present the experimental setup, including 
the datasets, environment, and learning process, to evalu-
ate the performance of our proposed model for relation 
extraction.

5.1.1  Datasets

In this study, we evaluated the performance of our proposed 
model using three publicly available datasets: ACE05 Eng-
lish (WALKER et al. 2006), ACE05 Chinese (WALKER 
et al. 2006), and SanWen (Xu et al. 2017). The ACE05 data-
sets consist of diverse, non-domain-specific texts from radio, 
news broadcasts, and weblogs, and each instance is anno-
tated with entity-related features and target relations. While 
the datasets provide valuable annotation features for extract-
ing potential semantic associations and sentence structures, 
they exhibit a significant imbalance in the proportion of 
positive and negative cases, with a larger number of nega-
tive instances generated using predefined rules. The Chinese 
and English datasets contain 9,244 positive and 98,140 nega-
tive relation instances, and 6,583 positive and 97,534 nega-
tive relation instances, respectively. The SanWen dataset is 
a domain-specific Chinese relation extraction dataset with 
13,462 training instances, 1,347 validation instances, and 
1,675 test instances.

5.1.2  Environment

The experiments were conducted on a Linux-based system, 
utilizing TensorFlow version 1 as the deep learning frame-
work and an A100-40 G graphics card.

To minimize noise influence and maximize relevant infor-
mation, we fixed the length of the input sentence to 100 
based on an analysis of the three datasets and a trend line 
graph of their length distribution (as illustrated in Figs. 4 
and 5). Precision (P), recall (R), and F1-score (F1) are com-
monly used metrics in relation extraction. In addition, we 
also considered other metrics such as the area under the 
precision-recall curve to provide additional insights into 
the model’s performance. Ultimately, P/R/F1 is employed 
to assess the model’s performance, with P indicating the 
system’s accuracy, R evaluating the system’s recall, and 
F1 providing a comprehensive metric reflecting system 

performance, derived from the harmonic mean of precision 
and recall. Explained as Eq. 10.

5.1.3  Learning process

In this subsection, we describe the learning process of our 
proposed model for relation extraction.

Initially, for the representation of text, we employed two 
methods:1) randomly initialized word vector lookup tables 
and 2) pre-trained word vector lookup files (Wiki-100 for 
Chinese, Google-News for English). We used different 

(10)F1 = 2 ×
P × R

P + R

Fig. 4  Sentence lengths in ACE05

Fig. 5  Sentence lengths in SanWen
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settings in various experiments and provided corresponding 
instructions. We employed the AdamW optimization algo-
rithm (Kingma and Ba 2014) with an initial learning rate 
of 2e-5 and a weight decay of 1e-6 to minimize the cross-
entropy loss, and the cross-entropy loss function was used to 
calculate the loss during the model’s learning process. The 
cross-entropy loss is defined as:

where y is the true label, ŷ is the predicted label, and C is 
the number of classes.

To prevent overfitting, we applied dropout (Srivastava 
et al. 2014) with a rate of 0.5 on the fully connected lay-
ers. We also used gradient clipping with a maximum gra-
dient norm of 5 to avoid the exploding gradient problem. 
Our model was trained for a maximum of 100 epochs with 
early stopping if the validation loss did not improve for 20 
consecutive epochs. We configured the batch-size parameter 
to 64, 32, and 32 for the training, validation, and testing 
processes, respectively.

During training, we monitored the loss and accuracy on 
the training and validation sets. The model with the best 
validation performance was selected and evaluated on the 
test set. This approach allowed us to observe the model’s 
learning behavior and generalize its performance across dif-
ferent experimental settings.

In summary, this section provided a comprehensive 
description of our experimental setup, detailing the datasets 
used for evaluation, the computational environment, and the 
learning process implemented to train and assess our pro-
posed model for relation extraction. The experimental results 
and discussion will be presented in the following section.

5.2  Experimental results and analysis

In this section, we present experiments conducted on three 
datasets to validate the effectiveness of our proposed model 
in integrating both semantic and structural information about 
the target entity pair for relation extraction. For word rep-
resentation conversion, we employed the Wiki-100 word 
vector file for ACE05 Chinese and SanWen datasets and the 
Google-News word vector file for ACE05 English.

5.2.1  Influence of entity‑related features

The purpose of this experiment is to investigate the impact 
of entity-related features on relation extraction using the 
ACE05 English dataset. To achieve this, we employed a 
convolutional neural network as the fundamental classifier 
model. Though the end-to-end methods have shown good 
performance on many tasks, such as relation extraction and 
other tasks of information extraction (Fei et al. 2020; Wang 

(11)L(y, ŷ) = −ΣC
i=1

yilogŷi)

and Lu 2020; Fei et al. 2021, 2022). In this experiment, in 
order to better explore and analyze the influences of perfor-
mance brought by various entity-related features (unit fea-
tures and fusion features in our study) in relation extraction 
while ruling out the improvement in model performance due 
to the superiority of the end-to-end approaches, we assessed 
five pipeline-style methods to examine the influence of the 
unit features on relation extraction. The results are displayed 
in Table 3. This can help us gradually introduce different 
entity-related features and show their contribution to relation 
extraction performance more clearly.

Method 1 solely used original sentences containing entity 
pairs as input, without incorporating auxiliary entity-related 
features to express structure and semantics of the target 
entity pair, resulting in suboptimal performance. Method 
2 enhanced the performance by incorporating the entity 
marker U5 to capture entity structure. Method 3 integrated 
the semantics of the target entity by introducing unit features 
U1 − U4 , improving performance compared to Method 2. 
Method 4 employed all unit features U1 to U5 to capture the 
target entity’s semantic and structural information, result-
ing in superior performance. Finally, Method 5 introduced 
all unit features U1 to U5 and utilized a pre-trained Google-
News word vector file to initialize the text representation, 
capturing abundant semantic and structural information and 
leading to the best performance.

The results suggest that incorporating diverse entity-
related features enable the neural network to learn high-
order abstract features of the sentence. As the unit features 
associated with the target entity pairs are progressively intro-
duced from Method 1 to Method 5, the model captures both 
semantic and structural features about the target entity pair 
in the sentence, mitigating the feature sparsity in relation 
extraction. The experimental results demonstrate the efficacy 
of the features pertaining to the target entity pair for relation 
extraction.

5.2.2  Comparison of unit and fusion features

In this section, we aim to evaluate the effectiveness of 
unit features and fusion features within a unified net-
work model. To ensure the validity and credibility of our 

Table 3  Experimental results with entity-related features on ACE05 
English

Method Explanation P (%) R (%) F1 (%)

1 Input raw sentence 75.14 52.80 62.02
2 Input sentence with entity marker 78.62 58.43 67.04
3 Input U

1
− U

4
84.22 62.43 71.71

4 Input U
1
∼ U

5
84.13 65.26 73.50

5 Input U
1
− U

5
 with Google-News 86.01 67.62 75.71
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experiment, we use two specific models, namely, CNN 
and a combination of CNN and GCN. We validate our 
approach on the ACE05 English dataset and report our 
experimental results in Table 4 and 5. By comparing these 
results, we can determine which type of feature is more 
effective for relation extraction.

The experimental results are presented in Table 4 and 
were obtained using a CNN model on the ACE05 Eng-
lish dataset. When deploying the network model, we used 
a single-layer CNN with four convolutional kernels of 
size (2, 3, 4, 5) * D (dimension of the embedding vec-
tor) to capture local contextual semantic dependencies. 
In the same model environment, fusion features exhibited 
superior performance to unit features, with an F1-score 
improvement of over 2.71%. Furthermore, even without 
using pre-trained word embedding files, the performance 
of fusion features still outperformed unit features that rely 
on representations obtained from pre-trained word embed-
dings by 0.5% F1-score, as demonstrated in Method 5 in 
Table 3 and the experimental results for fusion features 
in Table 4.

These experimental results demonstrate two phenom-
ena. Firstly, fusion features that are composed of correla-
tions between unit features can help the CNN model cap-
ture local sentence features and learn connections between 
entity features, thus learning semantic structural information 
in sentences. Secondly, in the context of pre-trained word 
embeddings enhancing the semantic information of text rep-
resentations, this experiment found that fusion features can 

even outperform enhanced text representations, providing 
deep insights for text representation-dependent tasks in the 
field of natural language processing.

In the experiments presented in Table 5, we used a deep 
learning model that combines CNN and GCN to learn the 
semantic structural information contained within both unit 
feature sequences and fusion feature sequences. When con-
structing the CNN structure, we still used a single-layer 
CNN with four convolutional kernels of size (2, 3, 4, 5) * 
D (dimension of the embedding vector) to learn abstract 
representations from sentence feature sequences that embed-
ded entity tags. For GCN, we also used a single-layer struc-
ture and constructed the matrix M based on the connection 
relationships between features. The weight matrix used to 
train the learning features was generated from randomly 
generated normal distribution values, which was used to 
learn abstract representations from entity-related feature 
sequences (excluding sentence sequences that embedded 
entity tags).

By analyzing the experimental data presented in Table 4 
and 5, we can draw two interesting conclusions. Firstly, the 
performance of fusion features outperforms that of indi-
vidual unit features in any model, indicating that fusion 
features can help deep learning models capture a consider-
able number of local features, including semantic structural 
information, and that embedding entity marker features can 
simultaneously enable the model to learn global features. 
These include semantic structural information that cannot 
be captured by unit features alone, demonstrating that the 

Table 4  Experimental results 
under CNN on ACE05 English

Type Unit features Fusion features

P (%) R (%) F1 (%) P (%) R (%) F1 (%)

PHYS 72.73 58.89 65.07 86.12 59.16 69.89
ART 94.60 54.70 69.30 93.12 62.11 76.12
GEN − AFF 72.35 50.15 58.95 62.18 52.25 56.60
ORG − AFF 93.86 77.30 84.66 95.62 80.32 87.28
PART −WHOLE 82.67 71.28 76.56 77.51 71.26 74.26
PER − SOC 88.67 77.60 82.80 98.43 81.50 89.65
Macro − AVG 84.13 65.26 73.50 86.22 67.98 76.21

Table 5  Experimental results 
under CNN &GCN on ACE05 
English

Type Unit features Fusion features

P(%) R(%) F1(%) P(%) R(%) F1(%)

PHYS 82.18 50.92 62.88 81.72 63.09 71.18
ART 90.7 60.94 72.90 97.83 70.32 81.85
GEN − AFF 67.92 53.73 60.00 72.09 46.22 56.34
ORG − AFF 94.81 78.92 86.14 94.36 81.59 87.52
PART −WHOLE 76.74 75.86 76.3 79.35 79.35 79.35
PER − SOC 96.92 78.75 86.9 91.79 83.71 87.55
Macro − AVG 84.88 66.52 74.59 86.18 70.71 77.70
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correlation between entity-related features is more meaning-
ful than their independence and can effectively improve rela-
tion extraction performance in a deep learning framework. 
Secondly, when comparing Table 4 and 5, we found that 
the F1-score of GCN was 1.09% higher than that of CNN 
when only using unit features. However, even when GCN 
extracted abstract features from the representation of unit 
feature sequence alone, the relation extraction performance 
was still 1.62% lower than that of a fusion feature in an inde-
pendent CNN model, indicating that both fusion features and 
GCN have a positive impact on relation extraction. There-
fore, combining GCN and fusion features achieves the best 
performance, with an F1-score of 77.70%. This experiment 
demonstrates the effectiveness of fusion features and GCN 
in neural network-based relation extraction.

Based on the experimental data presented in Table 3, 
Table 4, and Table 5, we can draw three conclusions. Firstly, 
entity-related features provide rich semantic information 
about entities and their semantic relationships to the model 
during identification. Secondly, fusion features capture 
the connections between unit features while providing the 
model with both textual semantic and structural information. 
Thirdly, GCN networks can integrate the internal relation-
ships between entity-related feature sequences to fuse local 
and global information in sentences. In conclusion, utilizing 
GCN to combine the associated information between feature 
nodes plays a crucial role in identifying the semantic rela-
tionships between entities.

5.2.3  Model comparison

In this section, we present a comparative analysis of our pro-
posed model with several well-established models in rela-
tion extraction, showcasing the effectiveness of our model 
in capturing the semantics and structural information of tar-
get entity pairs within sentences. We compare with models 
such as Kambhatla et al.’s feature-based maximum entropy 
(ME) model (Kambhatla 2004), Zheng et al.’s convolutional 
neural network (CNN) framework incorporating multiple 
convolutional kernels of varying sizes (Zheng et al. 2016), 
Zhou et al.’s support vector machine (SVM) model integrat-
ing multiple vocabularies, syntax, and semantic knowledge 
(Zhou et al. 2005), and Zhong et al.’s BERT pre-trained 

language model with entity tags (Zhong and Chen 2020). 
Wang et al. Wang and Lu (2020) proposed table-sequence 
encoders where two different encoders—a table encoder and 
a sequence encoder—are designed to help each other in the 
representation learning process. The comparative experi-
mental results for the ACE05 English dataset are shown in 
Table 6, further demonstrating the model’s ability to capture 
the semantics and structure features while alleviating feature 
sparsity.

Earlier approaches in relation extraction involved con-
structing a syntactic–semantic relation tree based on the 
tree-kernel method for relation extraction, achieving a 67.0% 
F1-score on the ACE05 Chinese dataset (Yu et al. 2010). 
Nguyen TH et al. Nguyen and Grishman  (2015) utilized 
a multi-kernel CNN to automatically extract text features, 
initializing it with a pre-trained word vector, incorporating 
position vectors to identify the target entity pair in the sen-
tence, and achieving an F1-score of 67.3% on the ACE05 
Chinese dataset.

However, CNN-based models may overlook long-distance 
dependencies in sentences. To address this issue, Zhou et al. 
(2016) proposed an attention mechanism-based bidirectional 
short-term memory network (Att-BiLSTM) to capture long-
distance semantic dependencies in sentences. They intro-
duced a method for marking target entity pairs in the text 
using entity markers such as “< e1>, </e1>”, achieving an 
F1-score of 84.10% on the ACE05 Chinese dataset.

Table 6  Experimental results on 
ACE05 English

Model Feature F1(%)

Maximum Entropy (Kambhatla 2004) Multiple features 52.80
Mix − CNN (Zheng et al. 2016) Multi-grained local features 53.60
SVM (Zhou et al. 2005) Phrase parsing 68.00
BERT (Wang and Lu 2020) Table-sequence encoders 70.40
BERT (Zhong and Chen 2020) Entity structure 73.10
Ours Entity semantics & structure 77.70

Table 7  Experimental results on ACE05 Chinese

 Model Feature F1(%)

TRE (Alt et al. 2019) Reusing of entity 56.20
Tree core (Yu et al. 2010) Entity type, LDC, GPE 67.00
CNN (Nguyen and Grishman  

2015)
Location of entity 67.30

CNN (Yang et al. 2021) Reusing & tagging of entity 78.00
CNN + BERT  (Yang et al. 

2021)
Sentence 80.30

Att − BiLSTM (Zhou et al. 
2016)

Solid structure 84.20

CNN + BERT  (Yang et al. 
2021)

Reusing & tagging of entity 89.80

Ours Entity semantics & structure 90.12
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As shown in Tables 6 and 7, our proposed model out-
performs the abovementioned models in terms of F1-score, 
effectively capturing the semantics and structural informa-
tion of target entities in sentences by introducing fusion fea-
tures. The model achieved a 4.6% improvement in F1-score 
compared to the comparative works, further substantiating 
the efficacy of our proposed model.

It is worth noting that previous approaches did not 
account for entity nesting features. By incorporating entity 
structure and nesting features, researchers utilizing randomly 
initialized word vectors achieved a 78.0% F1-score on the 
ACE05 Chinese dataset (Yang et al. 2021). Moreover, Yang 
et al. (2021) combined CNN and the BERT model to encode 
raw sentences in relation extraction, achieving an F1-score 
of 80.30%, proving the efficiency of strong language repre-
sentations in relation extraction. Adding entity features and 
tagging to the BERT model further improved the perfor-
mance by 9.5%, reaching an F1-score of 89.80%. Recently, 
Alt et al. (2019) adopted a transformer for relation extraction 
to learn implicit linguistic features solely from plain text cor-
pora using unsupervised pre-training. Their model reached 
an F1-score of 56.20% on the ACE05 Chinese dataset.

Overall, the experimental results and model comparisons 
on ACE05 English and Chinese datasets demonstrate the 
effectiveness of our proposed model in capturing diverse 
abstract features and mitigating the issue of feature spar-
sity in relation extraction. The experimental results on the 
SanWen dataset further validate the generalizability of our 
proposed model.

In this section, we analyze the performance of our pro-
posed model on the SanWen dataset and compare it with 
other popular relation extraction models and are presented 
in Table 8. The shallow-structure SVM combined with 
numerous external features was verified on this dataset 
(Hendrickx et al. 2019), and methods for automatically 
acquiring text features using neural networks were also 
evaluated (Alt et al. 2019; Zenget al. 2014; Santos et al. 

2015; McDonough et al. 2019; Liu et al. 2015; Cai et al. 
2016; Zhang et al. 2020). Employing models that extract 
information at multiple granularities for different fea-
tures can effectively enhance the performance of relation 
extraction. For instance, Zhang et al. (2020) proposed a 
multi-feature fusion model that integrates multiple levels 
of features into a deep neural network model to capture 
word-level features and obtain more structural informa-
tion. Facilitated by the large language model, Cui et al. 
(2020) proposed a whole word masking (WWM) strategy 
to improve upon Chinese RoBERTa, and Zhao et al. (2023) 
applied the model on SanWen dataset.

In this section, we analyze the performance of our pro-
posed model on the SanWen dataset and compare it with 
other popular relation extraction models and are presented in 
Table 8. The shallow-structure SVM combined with numer-
ous external features was verified on this dataset (Hendrickx 
et al. 2019), and methods for automatically acquiring text 
features using neural networks were also evaluated (Alt et al. 
2019; Zenget al. 2014; Santos et al. 2015; McDonough et al. 
2019; Liu et al. 2015; Cai et al. 2016; Zhang et al. 2020). 
Employing models that extract information at multiple gran-
ularities for different features can effectively enhance the 
performance of relation extraction. For instance, Zhang et al. 
(2020) proposed a multi-feature fusion model that integrates 
multiple levels of features into a deep neural network model 
to capture word-level features and obtain more structural 
information. Facilitated by the large language model, Cui 
et al. (2020) proposed a whole word masking (WWM) strat-
egy to improve upon Chinese RoBERTa, and Zhao et al. 
(2023) applied the model on SanWen dataset.

Our proposed model extracts multi-granularity abstract 
features through different layers of the neural network to fur-
ther improve performance. Specifically, our model captures 
both local and global features of sentences by combining 
convolution and graph convolution on the representations 
of the input sentence. The F1-score on the SanWen dataset 

Table 8  Experimental results on 
SanWen

 Model Feature F1(%)

SVM (Hendrickx et al. 2019) Entity type, dependency, POS 48.90
RNN (Alt et al. 2019) Entity type, POS 49.10
CNN (Zenget al. 2014) Location feature, entity features 52.40
CR − CNN (Santos et al. 2015) Location feature 54.10
SDP − LSTM (McDonough et al. 2019) POS, entity features 55.30
DepCNN (Liu et al. 2015) Word embedding, WordNet 55.20
BRCNN (Cai et al. 2016) Word embedding + POS, NER, WordNet 55.60
Att − BLSTM (Zhang et al. 2020) Character embedding + position embedding 53.30
C − Att − LSTM (Zhang et al. 2020) Character embedding + position embedding, entity 

sense
56.20

MacBERT (Cui et al. 2020) Character-based features 63.73
Ours Entity semantics & structure 64.84
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reached 64.84%. Although the proposed model does not 
achieve exceptionally high performance, it represents a cru-
cial direction for future research to enhance the performance 
of domain-specific texts, given that the dataset pertains to 
the field of Chinese literature.

5.2.4  Case study

To better illustrate the effectiveness of our proposed method 
in relation extraction, we provide a case study on a spe-
cific example, demonstrating how our model captures both 
semantic and structural information of the target entity pairs.

Consider the following sentence:

“The ferocity of COVID-19 has affected the physical 
health of many people".

In this sentence, the target entity pair is (COVID-19, 
health), and the relation we want to extract is “Impact". The 
model first recognizes the entity-related features, such as 
the positions of the entities and the words between them. 
The fusion features, which capture the connections between 
these unit features, are then computed to provide the model 
with a richer representation of the sentence’s semantics and 
structure.

The GCN component of the model is responsible for 
aggregating and integrating the global and local features 
of the input sentence. By combining the abstract features 
learned by the CNN and GCN components, our model is 
able to capture the long-distance dependencies in the sen-
tence, such as the connection between “COVID-19" and 
“health" as well as the connection between “affected" and 
“health".

In this specific case, our model successfully extracts the 
“Impact" relation between the target entity pair (COVID-19, 
health). The effectiveness of the model in this example can 
be attributed to its ability to capture both the semantic and 
structural information of the target entity pairs through the 
use of fusion features and GCN.

This case study demonstrates the potential of our pro-
posed method in effectively extracting relations from sen-
tences, taking into account both the semantics and structure 
of the target entity pairs. By incorporating fusion features 
and GCN, our model can tackle complex sentences with 
long-distance dependencies and provide valuable insights 
for relation extraction tasks in natural language processing.

6  Conclusion

The semantics and structure of the target entity pair are 
essential for relation extraction, but limited semantic 
elements lead to a feature sparsity problem. Our model 
extracts unit features of the target entity pair and combines 
them into a sequence of fusion features to obtain high-
order abstract semantics and structure within a sentence 
using a deep learning framework (convolution and graph 
convolution neural networks).

The experimental results demonstrate the efficacy of 
our proposed model in incorporating multiple semantic 
features to extract structured knowledge in the sentence 
comprehensively. However, this study has some limita-
tions. First, the model still relies on the external features 
introduced by the original dataset, indicating the poten-
tial for the neural network to automatically adapt features. 
Second, the model complexity is high, and its recognition 
accuracy and speed require improvements within simpler 
network models. Finally, the scope of the proposed method 
has not been fully verified, and its limitations in other NLP 
tasks remain unknown.

To address these limitations, our future research will 
focus on exploring breakthroughs in NLP tasks and con-
structing information extraction cloud platforms. By 
addressing these limitations and verifying the scope, we 
aim to provide a solid theoretical and technical foundation 
for building such cloud platforms. Therefore, the proposed 
method can potentially enhance the field of information 
extraction in various ways.

In conclusion, this study highlights the importance 
of considering the structure of the target entity pair and 
incorporating multiple semantic features to enhance rela-
tion extraction performance. Although the proposed model 
has limitations, it represents a crucial direction for future 
research in NLP tasks, as well as information extraction 
cloud platforms.
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