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Discussion of the Paper “Marked Spatial Point
Processes: Current State and Extensions to
Point Processes on Linear Networks”

Ottmar CRONIE®, Julia JANSSON®), and Konstantinos KONSTANTINOU

The authors of the paper under discussion have done an excellent job in providing a
summary of the current state of a large part of the field, as well as proposing extensions to
marked linear network point processes. Both are welcomed additions to the literature, and
we believe that the paper will be a valuable resource for the spatial statistics community.

The title of the paper might give the impression that the paper is a review of “all of
(statistics for)” marked point processes, which in itself would have been quite an endeavour
to complete, given the long history of the field. Fortunately, the authors restrict themselves
to reviewing summary statistics for point processes, which is more manageable, given the
page limitation. For the reader who anticipates a full review of statistics for marked point
processes, we would, however, like to highlight a few important parts of the field. It should
be noted that this list is far from complete in terms of additional topics.

e Marked temporal point processes, e.g. Hawkes and ETAS processes, which are
expressed through temporal conditional intensity functions, have a long history and
have the advantage that the likelihood function is known in closed form (Daley and
Vere-Jones 2003, 2008). This, in turn, leads to a statistical analysis much in line with
classical statistics. A fairly recent review on the topic can be found in Reinhart (2018).

e There is a long trajectory of papers dealing with the Growth-Interaction process of
Renshaw and Sirkki (Siarkkd and Renshaw 2006; Renshaw et al. 2009; Lavancier and
Le Guével 2021; Redenbach and Siarkka 2013; Cronie et al. 2013; Cronie and Sarkka
2011; Renshaw and Sirkkd 2001; Cronie 2012). This is a temporally dynamic spatial
model which allows for the generation of point processes with dynamic real-valued
marks, with various types of interactions structures.

e There is a vast literature on marked point process models and their statistical inference,
e.g. van Lieshout (2000), Goulard et al. (1996), Grabarnik and Sarkka (2009), Hog-
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mander and Sarkka (1999), Billiot et al. (2008), Coeurjolly et al. (2012), Coeurjolly
and Lavancier (2013), to mention a few Gibbs-process-related works. Clearly, this list
is far from complete, but it offers a point of departure for interested readers.

e Estimators of summary statistics for marked point processes serve different purposes.
Perhaps most notably, they may be used to test for independence between marks,
points and covariates; see e.g. Lotwick and Silverman (1982), Cronie and van Lieshout
(2016), Mrkvicka et al. (2021), Dvordk et al. (2022).

The remainder of this discussion will be devoted to clarifying a few aspects which people
may find hard to grasp and to discussing an appropriate setup for summary statistics for
general marked point processes on linear networks.

1. MARK SPACES

Given a marked point process X = {(x;, m(x;))} lN: | with spatial domain S (in the paper
under discussion, either a Euclidean domain or a linear network) and mark space M, the
general theory for marked point processes, which has been detailed in e.g. the monographs
of van Lieshout (2000), Daley and Vere-Jones (2003), Daley and Vere-Jones (2008), covers
point processes where both the spatial domain and the mark space are arbitrary complete
separable metric (csm) spaces. Typical examples of such spaces include the following:

e Using the Euclidean metric dpq(my, mp) = |lm; — ma||, my, my € M, for either
M = {1,..., k}, which results in a multi-type point process, or M = R4, which
corresponds to a point process with real-valued marks, we obtain a csm space M.
Note that one may identify a multi-type point process X with the multivariate point
process (X1, ..., Xx), where X; = {x; : (x;, m(x;)) € X, m(x;) = j}, i.e. a vector
of k unmarked point processes.

e More abstract csm mark spaces are also possible. A firstexample is when M is given by
a function space F, equipped with a suitable metric d »(; see Ghorbani et al. (2021) for
details. The simplest example is when F is given by all continuous functions f : R —
R, where either k¥’ = 1 ork’ = k, and dp(my, ma) = supy, ., g Imi(t) —ma(t2)l.
Other, more advanced, examples include L ,-spaces and Skorohod spaces.

e In stochastic geometry, it is common to encounter marks which are given by subsets
of R?. This may be achieved by letting the mark space M be given by the collection
of closed subsets, equipped with the metric generating the so-called Fell topology
(Molchanov 2005). Examples here include germ-grain/Boolean models.

e One can straightforwardly build quite elaborate mark spaces M = M| x -+ x M,,
given by products of different csm spaces (Daley and Vere-Jones 2003, 2008; Ghorbani
et al. 2021).

Before we proceed to discussing different summary statistics in detail, we believe that it
is important to have an understanding of what a pair of (Borel) sets C, D € M may look
like, for the first four examples of M above:
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e When M = {1, ..., k}, we may forinstance consider C = {i} forsomei € {1, ..., k},
and, say, D = {j}, j #i,or D = {1, ..., k}\ {i}.

e When M = R, we may for instance be interested in comparing points with marks in
the intervals C = [0, 10] and D = (10, 20].

e If the mark space M = C[0,T], T > 0, is the collection of continuous functions
f 10, T] - R, we may be interested in comparing points with marks in C = {f €
M: f(t) <10forallt e R}and D ={f e M : f(t) > 5fort € [T/2,T]}.

e Let M be given by the collection of closed sets in R?. Examples of mark sets could
beC={BeM:BNW; #0@}and D = {B € M : BN W, = @} for some fixed
Wi, Wh € R4,

The mathematical tools used to define the summary statistics presented in the paper under
discussion, e.g. product density/intensity functions for marked point processes, are all valid
for general csm mark spaces. Hence, from a theoretical/methodological point of view they
can be employed in all kinds of settings. It is mainly in the implementation context that
details about the underlying spaces become relevant.

2. SUMMARY STATISTICS

Roughly speaking, most summary statistics fall into two different categories. On the one
hand, there are those that filter the point process into mark groups, based on fixed marks sets,
and then reflect spatial dependencies between the points of these groups. On the other hand,
there are the mark-correlation type statistics, which condition on the presence of two points
(a given distance apart) and reflect second moment properties of their associated marks.

2.1. PRODUCT DENSITY AND INTENSITY FUNCTIONS

Given a marked point process X = {(x;, m(xi))}lN: |» Where both the spatial domain S
and the mark space M are csm spaces, most of the statistical tools available can be described
through its product densities

)"(n)((x]aml)7 ey (xrumn)) = f./(\ﬁ[)(ml’ ---7mn|x17 "'axn))"gl)(xla "'7xl‘l)7 n 2 17

which govern the probabilities that X has a non-empty intersection with infinitesimal neigh-

bourhoods d(x, m1) x --- x d(x,, m,). Here, Ag) is the nth-order product density of the

ground/unmarked point process Xs = {x;};_; and f/(\'/’l) is a conditional density for n marks,
given that the associated ground points have the spatial locations xy, ..., x,. Whenn = 1,
the product densities are called intensity functions, and when )Lfsl) (x) is (non)constant over
S x M we say that X is (in)homogeneous; if X is stationary, it is automatically homoge-
neous. Moreover, if the marks are independent conditionally on the ground process, then
fﬁ’ft)(mu ceMplXY, L, X)) = fﬁl)(mllxl) a /(éf(mﬂxo.

It is important to understand that product densities are defined as densities of factorial
moment measures, with respect to reference measures. Consequently, one has to make

choices for reference measures on S and M. The natural choice for the former is Lebesgue
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measure when & = R” and arc-length integration when S is a linear network. For the
reference measure v 4 on the mark space there are some canonical choices: for Euclidean
mark spaces we use Lebesgue measure and for a multi-type point process we let v ¢ assign
the value 1 to each element of M = {1, ..., k}, i.e. it is the counting measure, whereby
integrals become sums. Hereby, in the case of a multi-type point process, f/(\r/lt) Clx1y .oy xn)
is a multivariate probability mass function on (1, ..., k)", while for real-valued marks it
is a multivariate density function on (R?)". Clearly, when M is, say, a function space or
a collection of closed Euclidean subsets, the notion of a density function on M”", which
is mathematically sound in itself, becomes very abstract and hard to grasp, not to mention
practically challenging (Ghorbani et al. 2021).

2.2. VAN LIESHOUT (2006): MARK FILTERING UNDER STATIONARITY

The idea of mark filtering with respect to mark sets belonging to a general csm space
M was, to the best of our knowledge, introduced by van Lieshout (2006). For marked point
processes with spatial locations in S = R”, van Lieshout considered a general marked
K -function which reflects the expected number of further points within radius r of a typical
point x; with mark m(x;) € C, for a fixed mark set C. Indeed, this may be seen as a
generalisation of the classical i-to-any K-function for stationary multivariate/multi-type
point processes. More noteworthy, perhaps, is that van Lieshout’s K -function is obtained as
a second-order approximation of van Lieshout’s marked J-function, a higher-order statistic,
which constitutes a combination of van Lieshout’s marked versions of the nearest-neighbour
distance distribution function and the empty space function.

2.3. NOTIONS OF MARKED INTENSITY REWEIGHTED STATIONARITY

In the inhomogeneous setting, instead of classical stationarity, some alternative form of
transformation invariance of the distributional properties of X is required. Following Cronie
and van Lieshout (2016) and Ghorbani et al. (2021), under the assumption that S = R"
and M is a csm space, the natural way forward is to impose that the intensity function is
bounded away from 0 and that

)V(n)((xls ml)v ceey (-xl’h mn))
A(l)(xl» mp)--- k(l)(xm my)

g (1, my), .y (X, my)) =

&0 ) F e malxn )
—a 1 1 1
290 A ) £ G lxn) - fig Gmlx)
= gg')(xl, . ,x,,)yj(\'/'l)(ml, coamplxr, oo, Xp)
is translation invariant in its argument (x1, ..., x,) for sufficiently many orders 7; it holds

automatically for n = 1. If this is true for all orders n < k, we speak of kth-order (marked)
intensity reweighted stationarity (k-IRS) and when this is true for any n > 1, we call X
(marked) intensity reweighted moment stationary (IRMS). Note that the translation invari-

ance pertains to both ggl) and y/(\'j[) and further that y/(\'j[) vanishes under independent marking.
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We believe that it is important to emphasise these concepts, as they are both intricate and
central when dealing with summary statistics for marked point processes.

2.4. CRONIE AND VAN LIESHOUT (2016): MARK FILTERING UNDER
INHOMOGENEITY

Building upon the ideas of van Lieshout (2011) and Cronie and van Lieshout (2016)
extended the summary statistics of van Lieshout (2006), under the assumption that X is
IRMS. Here, in the case of a general csm mark space M, the aim is to quantify spatial
dependencies between points that belong to different mark subsets C, D € M, having
adjusted for the varying intensity. More specifically, under sufficient regularity of g™, n > 1,
their marked inhomogeneous J-function is given by Jig}gm(r) =(1- Gi(fﬁ?om(r)) /(1 —
FB (1), where, given Ap = inf_ g ,cp AV (z, m) and

u _ Apl{|lu — x|| < r}l{m € D} -
Il X)_(xlm_)lex (1_ A (x, m) ) ues ==,

the marked inhomogeneous versions of the nearest-neighbour distance distribution function,
Gi‘meom(r) =1- vM(C)_1 fc IE’(u!m,)[fg(r, X)]vaq(dm’), and the empty space function,
Fif])hom ry=1- ]E!(u’m,)[fg (r, X)], each takes the same value for (almost) any u. Here,
E

!
Xy
(u, m") which we remove upon realisation. The former reflects the distribution that there

!(u m) [-] is the expectation corresponding to the distribution of the reduced Palm process

(u,m’) € R" x M, which we interpret as X conditioned on having a point in

are no points with marks in D within distance r from another point with mark in C, whose
existence we (Palm) condition on, when we have scaled away the effect of the varying
intensity function. Fighom
C is replaced by an arbitrary location # € R”. By Slivnyak’s theorem, the two coincide for

(r) essentially reflects the same, but here the point with mark in

a (marked) Poisson process on R" x M.

So why do we need to impose IRMS? The answer is that the components of Jigh[(’)m (r)

are expressed as evaluations of generating functionals (Daley and Vere-Jones 2008), which
may be expanded in terms of the functions g™, n > 1. The imposed translation invariance
of these functions, i.e. IRMS, ensures, among other things, that the ratio of the expansions
for 1=GEP (r)and 1 — FB (r) gives us the expansion for J$2 (), and that the (Palm)
conditioning in Ggﬁ)m (r) is location independent. The latter, in turn, allows us to properly
: CcD
construct an estimator for G-
in question; we need this since, in practice, we do not have repeated sampling of the point

(r) as a sum which runs over the points of the point process

process. The same holds true for e.g. second-order IRS in the case of the (spatiotemporal)
inhomogeneous K -function or IRMS in the case of (spatiotemporal) higher-order summary
statistics for unmarked processes (Baddeley et al. 2000; Gabriel and Diggle 2009; van
Lieshout 2011; Mgller and Ghorbani 2012; Cronie and van Lieshout 2015).
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2.5. GHORBANI ET AL. (2021) AND D’ANGELO ET AL. (2023): GENERAL
MARK-WEIGHTING UNDER INHOMOGENEITY

For a k-IRS marked point process with & = R" and csm mark space M, Ghorbani
etal. (2021) proposed the, arguably, most general form of a finite-order summary statistic, a
mark-weighted kth-order summary statistic. We here illustrate it when k = 2 (i.e. we focus
on second-order interactions):

Z 1{x' —x € A}t(m, m")

1
Ki(A) = —E > 20 e D (')

Wi (x,m)eXNWxM (x',m")eX\{(x,m)}

= f f t(m, m"g? (0, m), (x',m")dx"vpq(dm ) pq(dm)
MJIAXM

=f/ tm, m'yy o (m, m'10, xYwrg(dm ) pg(dm)g G (0, x")dx'
A J M2

t(m, m")

!
= /M E(x,m) Z 2D (x, m') vpm(dm).

(x',m"eXN(x+A)

The mapping ¢ : M? — R is a test function which governs by what quantity 7 (m, m’)
we weight the contribution of a pair (x, m), (x’, m") to the summary statistic. Moreover,
the indicator function 1{x — x” € A} ensures that for each (x, m) we only consider its A-
neighbours, i.e. those (x’, m") € X\{(x, m)}, satisfying that x" € (x + A). We here see that,
because of k-IRS, the definition is independent of the choice of W € & = R”, [W| > 0. In
addition, we have that /C; (A) does not change with the reduced Palm conditioning inx € R".
Note that nothing here restricts us to a particular kind of csm mark space. Regarding further
generalisations, one could, of course, also look into replacing 1{x — x’ € A}t(m,m’) by
some general weight function 7 : (R x M)? — R.

Turning to special cases of IC;(A), when we let r(m,m’) = 1{m € C,m' € D} for
two mark sets C, D C M, we retrieve the marked second-order reduced moment measure
KEP(A), A € R", of Iftimi et al. (2019). By further letting A = b(0, r) be the closed origin-
centred r-ball in R”, we retrieve the marked inhomogeneous K -function of Cronie and van
Lieshout (2016), while e.g. elliptical origin-centred sets A allow us to analyse anisotropic
interactions between points with marks in C and D (Iftimi et al. 2019). In the multi-type
setting, by letting C = {i} and D = {j}, or D = M\ {i}, we obtain inhomogeneous
variants of classical cross summary statistics, as indicated in the review part of the paper
under discussion.

Now, consider the setting where the marginal distributions of the marks are all the same,
which e.g. is the case when the marks are iid, when X is stationary, or when the marking
function m(x) € M, x € R", is a stationary random field. If now, in addition, this com-
mon marginal distribution is used as reference measure v, for the mark space M, then
2D (x, m) = AS) (x). This assumption is particularly convenient in statistical settings when
M is abstract, e.g. a function space or a space of closed sets, since it circumvents estimating
the abstract density functions f/(\it) (-]x), x € W C R". Arguably, it is also not an extremely
restrictive assumption, at least compared to e.g. independent marking. Moreover, under this
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assumption, by setting 7(-) = 1, the summary statistic above reduces to the second-order
reduced moment measure /C(-) of the ground process (Mgller and Waagepetersen 2004,
Definition 4.5), which in turn reduces to the inhomogeneous K -function of Baddeley et al.
(2000) when A is given by the closed origin-centred r-ball in R”.

Ghorbani et al. (2021) further suggest how one may construct inhomogeneous mark-
correlation type statistics from sz t(m, m/)yj(\%l) (m, m'|0, x")vrr(dm")va(dm), which
reduce to the classical ones under stationarity. To shed some light on this connection, in the
stationary setting, in addition to the reference measure being given by the common mark
distribution, we have that Ag)(-) = As > 01is constant. Hereby,

25K (b0, 1)) = » /Mzt(m,M’)f/(\i)(m,M’IM)VM(dm)vm(dm’))»fsz)(u)du
©.r)

- f Eou [1(m(0), m@)1 2.2 @w)du,
b(0,r)

where, because of the stationarity, fj(é) (m, m'|u) = ff\i)(-|0, u) and Afsz) (n) = Ag) 0, u)
depend only on the separation vector u rather than the exact locations of the two associated
ground points. If X is also isotropic, the inner integral/expectation corresponds to the mark-
correlation type statistics reviewed in the paper under discussion. Note that, under these
assumptions, Eckardt et al. (2023) look closer at specific choices for the test function in
the setting of functional marked point processes. As the review part of the paper under
discussion clearly indicates, in practice, the art here lies in making sensible choices for the
test function 7.

Motivated by the summary statistic of Ghorbani et al. (2021) and D’ Angelo et al. (2023)
introduced a general family of weighted local summary statistics, which generate e.g. the
estimators of the summary statistics of Ghorbani et al. (2021). More specifically, given some
test function 7 on (R" x ./\/1)2, in the specific case of second order summary statistics, their
local statistics have the form

1((x, m), (x',m"))
X(x, m)i(x’, m') '

Lo((x,m), X; 1,0 = ) (x,m) € R" x M.

' ,meX

Here, A is either the true intensity function or an estimator thereof. They verified that by
summing up all £, ((x, m), X\{(x, m)}; f, 1), (x, m) € X, different choices for 7 and A yield
the estimators of the second-order summary statistics in Baddeley et al. (2000), Gabriel and
Diggle (2009), Cronie and van Lieshout (2015), Cronie and van Lieshout (2016), Iftimi et al.
(2019), Ghorbani et al. (2021).

2.6. LINEAR NETWORK SUMMARY STATISTICS

Next, let X be a marked point process on a linear network S = L, equipped with a
regular distance metric d;, (Rakshit et al. 2017). Considering the combination of Cronie and
van Lieshout (2016) and Cronie et al. (2020), we believe that the paper under discussion’s
definitions of inhomogeneous higher-order summary statistics for multi-type point processes
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on linear networks are sound. However, some appropriate conditions need to be imposed on
X. Specifically, recalling the definition of IRMS and having a closer look at Cronie and van
Lieshout (2016) and Cronie et al. (2020), it seems that we need to impose that the intensity
is bounded away from 0 and that

g (e my), . (Gonmg)) = 890 (1 o XY (XL LX)

= 0. x1), ..., (0, X)) T

(m]5 LR} mn|dL(0, xl)’ R dL(O,.Xn))

= g(n)(dL(Os x1)7 L] dL(07 -xl’l)7 mlv .. ,mn)

forany n > 1 and any reference point/origin o € S on the network. The relationship between
(n) and g(") is precisely the intensity reweighted moment pseudostationarity (IRMPS)
condltlon of Cronie et al. (2020). Moreover, y ) tells us that the mark density ratio y( n)
spatially, only depends on the distances between each of x1, ..., x, € S and the origin. In
other words, this should be the appropriate version of marked IRMPS. Next, for any (Borel)

D C M, consider

Apldp(u, x) < r}l{m € DYwy, (u,d; (u, x
FA 0 X) = 1_[ (1 _ Apl{dp(u, x) )}L(l{)(x, m)} dap (u, dr( ))) ’
(x,m)eX

where wy, is the geometry weight function appearing in Cronie et al. (2020, Sect. 2.3.1). As
in the setting of Cronie and van Lieshout (2016), we may also replace Ap by any positive
but smaller value, e.g. A A4, in the definition of f 5 (r, X). Inspection of the definitions and
results in Cronie and van Lieshout (2016) and Cronie et al. (2020) reveals that GgLD (r) =
L= (O [ Bl LEA G XDl dm'), FP (r) = 1 = ELf}3(r, X)] and J P (r) =
(1 - GgLD )/ - F sz (r)) are linear network versions of the marked inhomogeneous
summary statistics of Cronie and van Lieshout (2016). In addition, truncation of the series
expansion of G ;- CD (r) gives rise to a linear network analogue of the marked inhomogeneous
K -function of Cronie et al. (2020). It may be verified that, due to the proposed form of
marked IRMPS, the summary statistics remain the same for (almost) all « that we (Palm)
condition on. This, in turn, allows us to define proper estimators, as sums over the points of X
(restricted to a spatial study region). In the multi-type setting, if we set C = {i}and D = {},
and let v be given by the counting measure on M = {1, ..., k}, then AV (x, i) = 1; (x),
i.e. the intensity function of X;,i =1, ..., k, and ip = Xj = infycrn A j(x). Hence, these
summary statistics truly generalise the multivariate summary statistics proposed in the paper
under discussion.
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