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Abstract
Successful and efficient pest management is key to sustainable horticultural food production. While greenhouses already 
allow digital monitoring and control of their climate parameters, a lack of digital pest sensors hinders the advent of digital 
pest management systems. To close the control loop, digital systems need to be enabled to directly assess the state of dif-
ferent insect populations in a greenhouse. The presented article investigates the feasibility of acoustic sensors for insect 
detection in greenhouses. The study is based on an extensive dataset of acoustic insect recordings made with an array of 
high-quality microphones under noise-shielded conditions. By mixing these noise-free laboratory recordings with environ-
mental sounds recorded with the same equipment in a greenhouse, different signal-to-noise ratios (SNR) are simulated. To 
explore the possibilities of this unique and novel dataset, two deep-learning models are trained on this simulation data. A 
simple spectrogram-based model represents the baseline for a comparison with a model capable of processing multi-channel 
raw audio data. Making use of the unique possibility of the dataset, the models are pre-trained on clean data and fine-tuned 
on noisy data. Under lab conditions, results show that both models can make use of not just insect flight sounds but also the 
much quieter sounds of insect movements. First attempts under simulated real-world conditions showed the challenging nature 
of this task and the potential of spatial filtering. The analysis enabled by the proposed methods for training and evaluation 
provided valuable insights that should be considered for future work.

Keywords Insects · Audio · Acoustic · Identification · Recognition · Classification · Low-noise microphone · Microphone 
array · Anechoic box · Pest detection · Horticulture · Deep learning · WaveNet · Spectrogram · Raw audio · Neural 
beamforming · Background noise · Noise simulation

1 Introduction

Acoustic insect recognition could be a key part of devel-
oping a digital insect sensor unit [14]. Currently, the pro-
cess of evaluating an insect population, for example in a 
greenhouse, is a labour-intensive task that requires expert 

knowledge. Digital insect sensor units would permit digi-
tal systems to directly assess the state of different insect 
populations in a crop stand. Such sensors would enable 
scientists and plant growers to greatly improve the quality 
and temporal resolution of insect population data. Instead 
of counting insects manually once a week or so, digital 
sensors would allow for continuous monitoring. Better 
and bigger population datasets of higher temporal resolu-
tion would enable the development of better population 
prediction models. Over the course of a growing season, 
a dataset would even allow the quantitative evaluation 
of different pest management measures and ultimately 
allow the development of sophisticated pest manage-
ment aid systems. The sooner a critical pest population 
in a greenhouse can be identified and the sooner the right 
management measures can be applied, the smaller those 
measures need to be. While small infestations can often be 
treated with the release of beneficial insects, bigger pest 

 * Jelto Branding 
 jelto.branding@julius-kuehn.de

1 Institute for Application Techniques in Plant Protection, 
Julius Kühn Institute (JKI), Messeweg 11/12, 
38104 Braunschweig, Germany

2 Institute for Plant Protection in Horticulture and Urban 
Green, Julius Kühn Institute (JKI), Messeweg 11/12, 
38104 Braunschweig, Germany

3 Institute of Agricultural Process Engineering, Christian-A
lbrechts-Universität zu Kiel, Max-Eyth-Str. 6, 24118 Kiel, 
Germany

http://crossmark.crossref.org/dialog/?doi=10.1007/s13218-023-00812-x&domain=pdf
http://orcid.org/0000-0002-4331-9906


 KI - Künstliche Intelligenz

1 3

populations typically require the use of chemical pest man-
agement measures. Therefore, digital aid systems could 
play an important role in making the pest management of 
the future more efficient and, ultimately, allow for more 
sustainable food production.

While within the broader research field of insect sounds 
different specific groups of insects have been studied in 
depth [12], examples of signal classification are rare [18]. 
The classification of low-level insect sounds in a greenhouse 
is challenging mostly because of the low signal-to-noise 
ratio (SNR). This is also true for human speech recognition 
in far-field conditions, where the speaker is further away 
from the microphone. Highly sophisticated products, like 
Amazon Echo Dot or Google Home [10], deal with these 
challenging conditions by not only using one microphone, 
but instead using an array of microphones. The use of multi-
ple microphones allows these systems to apply spatial filter-
ing techniques to enhance the target signal quality. In clas-
sical signal processing, this spatial filtering is performed by 
so-called beamforming algorithms. Latest advances in this 
field saw the use of so-called neural beamforming (NBF) 
systems jointly trained with complex speech recognition 
models [5, 23].

A key difference between human speech and insect sound 
signals is the necessary temporal context for classification. 
While the correct transcription or translation of a human 
spoken word may rely on the understanding of an entire 
paragraph, the simpler nature of insect sound allows for the 
use of much shorter signals. This difference in necessary 
temporal context also explains the different model types 
dominantly used for human speech and bird song-related 
tasks. While human speech tasks are often solved by variants 
of long-short-term-memory models (LSTM), bird songs can 
be successfully recognized by much simpler convolutional 
neural network (CNN) models.

Another difference separating insect sounds from both 
human speech and bird song is the frequency range. The 
sounds that need to be used to identify insects are predomi-
nantly flight sounds. As the frequency of flight sounds is 
upward restricted by the max speed of the muscle contrac-
tions moving the wing, found to be 1000 Hz [25], these flight 
sounds typically have a base frequency way below bird song 
or human speech. While bird songs typically range from 
3 kHz to 5 kHz and human speech is transmitted adequately 
via telephone using a frequency range of 300 Hz to 3400 Hz 
[29], the flight sound base frequency of insects typically 
found in a European greenhouse ranges between roughly 
60 Hz and 200 Hz. When linking this information with the 
information that most of the environmental noise is concen-
trated in the lower frequency range [2], often described as 
1/f-noise, one can see the challenging nature of the task of 
acoustic insect recognition in the presence of environmental 
sounds.

While the recognition of insects from recordings made in 
an acoustic laboratory might be of scientific interest, only 
recognition despite the presence of environmental noises is 
of interest for practical applications. Based on the latest find-
ings in the field of human speech recognition, the hypothesis 
is that the use of multiple microphones should benefit the 
task at hand.

Research goal
This leads to the question: How can microphones be used 
to identify insects? To answer this question, two main tasks 
have to be solved. First, a way to record different insect 
sounds has to be found. Second, an analysing tool has to 
be developed, that can use this sound data to differentiate 
the insects. The first task was solved by employing highest 
quality measurement microphones and recording in a noise-
shielded environment. While this procedure is described in 
the following, the focus of this paper lies on the second task.

This paper reports on an effort to not only show the fea-
sibility of recognizing insects by their sound, but to develop 
a system that can do so with significant environmental noise 
present in the recordings. The models presented try to com-
bine the latest progress in different related fields to a unique 
solution special to this task. First, a baseline solution, con-
sisting of a CNN model trained on the spectrograms of a sin-
gle microphone, is presented. To improve upon this baseline 
solution, a second model, processing raw audio data from 
multiple microphones is introduced. The proposed architec-
ture for this model consists of a NBF layer and a WaveNet 
classifier.

As this study relies on a unique and novel dataset of 
insect sounds and noise recordings, the next sections dis-
close the methods used to create this data. Considering the 
scope and focus of this paper, the method development pro-
cess behind the method presented shall not be elaborated 
here, and instead will be published in detail in a separate 
publication to come.

2  Material and Methods

The process from recording insect sounds to their classifica-
tion by a deep learning model involves many steps along the 
way. Following, the decisions made along this path shall be 
described beginning with the experimental setup used to 
record the different sounds and continuing through signal 
processing, towards the choice of deep learning models and 
the setup of their training pipelines.

2.1  Acoustic Recordings

Working with insect sounds presents not only a challenging 
classification task, but also a challenging acoustic recording 
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task. Next, the special equipment and experimental setup 
used to enable the reproducible generation of high-quality 
sound data are described.

2.1.1  Recording Hardware Setup

All recordings used in this study, either in the acoustic 
laboratory or the greenhouse, were made using an array 
of four low-noise measurement microphones. The micro-
phones used were Brüel & Kjaer type 4955, each with a 
sensitivity of more than 1300 mVPa−1 and a self-noise level 
of 6.5 dB(A). The microphones were assembled to form an 
array using a self-designed 3D-printed fixture made from 
PA-12. The fixture places the microphones in a star-like 
shape, with one microphone in the centre and the three oth-
ers within a constant radius of 55 mm (centre to centre) 
around the middle one (see Online Resource 1).

The microphones were powered by a Brüel & Kjaer 
Nexus 2690 Conditioning Amplifier. This unit also offers 
an analogue low and high pass filter option, as well as an 
integrated analogue amplifier. The analogue high pass filter 
on the Nexus was set to 20 Hz and the low pass filter was set 
to 10 kHz. To minimize the noise introduced by the amplifier 
inside the Nexus, one has to employ a little trick. From the 
data sheet supplied with the Nexus, it is obvious that the self-
noise introduced by the amplifier is minimised at gain levels 
that are a whole-number multiple of 10 dB. As the Nexus by 
default is set up to equalize the sensitivity of every channel 
by adjusting every channel’s gain to pull all microphones 
onto the same output sensitivity, one has to bypass this func-
tion to be able to explicitly set the gain level for every chan-
nel. This can be done by setting the correction factor on the 
Nexus for each microphone to the inverse of its microphone’s 
sensitivity. By setting the Nexus up this way and choosing 
an output level of 10 VPa−1 on the Nexus, the signal of every 
channel was amplified by 20 dB, while introducing the mini-
mal possible amount of amplifier noise into the signal.

The analogue low and high pass filtered and amplified 
signal was then fed to an A-D-converter made by Roga 
Instruments, called DAQ4. The gain function on the DAQ4 
was disabled, as the preliminary test showed that the ampli-
fication using the DAQ4 would result in more noise than 
using the same amplification level on the Nexus. Further-
more, the DAQ4 was set to AC-coupled mode and a digital 
high pass filter with 0.3 Hz was activated. All recordings 
were digitalized using a sample rate of 48 kHz. The DAQ4 
was set up and recorded using the software DasyLab 2022 
installed on a standard office notebook. The recordings were 
saved as single-precision (32-bit, floating-point) tdms-files, 
each 14:13 min long. The tdms-file-format is a file format for 
measurement data introduced by National Instruments, who 
offer a python library that allows for easy further processing 
and file-format conversion of these files.

2.1.2  Acoustic Lab Environment: Design of an Anechoic 
Box

To shield the recording environment from environmen-
tal noises, an anechoic box was built (pictured in Online 
Resource 2). Medium-density fibreboard (MDF) wood 
panels were used to build a double-wall structure made of 
two boxes. The inside box was made from 25 mm panels, 
while the outside box was made from 28 mm panels. The 
inside dimensions of the inner wooden box were chosen as 
1170mm × 960mm × 750mm.

To increase the noise shielding effect of the box and 
minimize reverberations inside the box, different foam 
layers were used. A 100 mm thick layer of high-density 
( 120 kgm−3 ) composite foam was used to absorb reverber-
ating sound between the walls of the two boxes and increase 
the mass of the outside box walls to help absorb low-fre-
quency environmental noises. The dimensions of the outside 
box were chosen so as to leave an air gap of 100 mm from 
the high-density foam to the inside box. The inner box was 
lined with three 50 mm thick layers of open-cell acoustic 
foam (MicroPor) to absorb reverberations and shield against 
high-frequency environmental noise. The different foam 
panels were attached to the wood panels using spray glue. 
The inner box was then suspended by springs from the top 
of the outside box, following the design presented by [15], in 
an effort to decouple the recording environment from build-
ing vibrations. The springs used were rated at a spring rate 
of 4.634Nmm−1.

Special attention was given to the design of the box doors. 
While the inside box had a normally designed door, the out-
side box was split into the door and box in such a way that 
the remaining parts were narrow enough to fit through build-
ing doors. To minimize the acoustic leakage of the doors, 
the inside box door was built in a labyrinth-sealing manner, 
resulting in a three-layer pyramid of foam on the door panel. 
The outside box door was sealed by letting the foam overlap 
120 mm from the door into the box body, also resulting in a 
labyrinth-type sealing.

The box was placed on rollers to facilitate movement 
and further improve isolation from building vibrations. The 
main part of the outside box was placed on four heavy wait 
transport rolls made from rubber. The outside box door was 
also placed on two of these rolls, supporting the door when 
opened. Cables were routed through the top of the boxes 
via holes cut into the two boxes. To reseal the holes, they 
were stuffed with foam after routing the cables through. 
The assembled box has a total mass of 620 kg not including 
the rolls, springs and bolts used for assembly. Preliminary 
experiments aiming to characterize the noise absorption per-
formance of the box showed good isolation at frequencies 
above 100 Hz.
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Experimental setup inside the box
Inside the box, an insect-rearing cage was placed directly 
in front of the microphone array. The cages used had a size 
of 32.5 cm × 32.5 cm × 77 cm and were made from all mesh 
material. Inside the rearing cage, a custom square plant pot 
made from PVC plates was made to exactly fit the rearing 
cage measurements. Within each plant pot, two small tomato 
plants were planted in diagonal corners. Having plants and 
soil inside the cage should allow the recording of sounds that 
stem from the interaction of insects with plants and reduce 
the amount of sounds that stem from insects interacting with 
the cage e.g. by walking on the mesh. After problems with 
fungus gnat infections in the potting soil, the soil used to 
plant the tomato plants was disinfected by microwaving it for 
200 s at 900 W. To prevent dammed-up water, clay pellets 
were used at the bottom of the plant pot. In total six identi-
cal cages were set up as described and were inoculated with 
different pest- and beneficial insects.

The microphone array was mounted to a fixture for easy 
positioning. Using the fixture, the microphone array was 
placed about 30 cm above the box and insect cage floor. The 
microphones were placed directly facing the cage, very close 
to, but not touching, the cage mesh.

The light inside the box was provided by two types of 
LED stripes, to stimulate natural daytime behaviour in 
insects. The stripes were glued onto a small aluminium plate 
as a heat sink and placed on top of the cage. The LED stripes 
used produced visible light ( CRI = 95% ) and UV light.

2.1.3  Insects Recordings

The choice of insects was founded on two thoughts. The 
ultimate purpose of this study is to build towards a system 
applicable in the context of horticulture. Therefore, first, 
the insects chosen for this study should likely be found in 
a European greenhouse. Second, the goal was to portray a 
range of different sound levels. As the investigated models 
are expected to show decreased performance, or even fail, 
in the classification of quiet insects in the presence of louder 
environmental sounds, selecting insects of different sound 
levels should allow for a more detailed analysis of model 
performances. For this study, the following five insects were 
selected from the insect recordings made in the anechoic 
box:

• Bombus terrestris
• Palomena prasina
• Episyrphus balteatus
• Coccinella septempunctata
• Aphidoletes aphidimyza

Of the selected insects, four are used in horticulture for pest 
management or pollination and only P. prasina is considered 

a pest. The P. prasina specimens used for the recordings 
were captured in nature as adults and were then fed and 
kept in a rearing cage. As the other insects are deliberately 
released in greenhouses for their benefits, they are commer-
cially reared and were simply purchased from a local ben-
eficial insect supplier.

The order in which the insects were listed above repre-
sents a subjective ranking of their sound level from high to 
low. B. terrestris, commonly known as a bumblebee, repre-
sents the top of the scale. These insects produce a loud con-
stant hum during flight that is audible within a few meters 
range for a human ear. P. prasina is the biggest of the insects 
selected for this study, and therefore has a relatively loud 
flight sound. Compared to the bumblebee, however, it is 
already significantly quieter. Just like the flight of P. prasina, 
E. balteatus and C. septempunctata are audible to the human 
ear when in flight. Correlating to its size, C. septempunc-
tata again seems a lot quieter than E. balteatus, to the point 
where it is only audible to the human ear in a very limited 
range. The quietest of the selected insects is A. aphidimyza. 
With its delicate wings, this small gall midge produces a 
high-pitched buzz, so quiet it is not audible to a human.

As the recording equipment used allows the recording of 
sounds even below the human threshold of hearing, the flight 
sounds of A. aphidimyza are clearly audible in the record-
ings. Furthermore, through the use of this highly specialised 
equipment, the sounds recorded are not limited to the flight 
sound most notable to humans. Listening to the recordings, 
there appear to be many sounds that must stem from other 
insect movements than flight. These sounds are a lot quieter 
and can be described as rattling or scratching noises.

Because of the high sensitivity of the microphones used 
and the considerable amount of gain applied to the signals, 
the sound quality would seem rough to someone used to lis-
tening to modern music recordings. Even though the equip-
ment used allows to capture remarkably quiet sounds, this 
setup introduces a considerable amount of amplifier noise 
into the recordings. Figure 1 displays an example of a flight 
sound recording of each insect, picked from the dataset and 
depicted as a spectrogram.

By placing only insects of one species inside the anechoic 
box at a time, all sounds recorded in one session should be 
from this one insect species. Because it is impossible, even 
for expert entomologists, to assign all the sounds recorded 
to the correct insect species, a different approach to label-
ling is necessary. The presented experimental set-up, which 
physically ensures all sounds recorded in one session must 
come from one species, represents the only way to gener-
ate labelled insect sound recordings. This is especially true 
considering that the used recording equipment allows for 
the recording of sounds that are inaudible and therefore 
unknown to human ears.
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To minimize the influence of noise from people work-
ing in the building, the recordings were conducted over-
night. The recording period started in the early afternoon 
and ended in the morning. The light inside the box was 
controlled via a time switch and set to turn off at 3:00 in 
the morning. To account for the night recordings, the light 
schedule in the climate chambers where the insect cages 
were kept when not recorded, was delayed by three hours. 
For every recording, only one cage containing 3 to 50 insects 
of one species was placed inside the anechoic box. Bigger, 
louder insects were recorded using only a few individuals, 
while smaller insects were recorded in higher numbers, to 
ensure that three to four nights of recording time would 
yield roughly the same amount of insect sound events in 
the recordings. In total, the insect sound data used in this 
study was recorded over 20 nights, amounting to 312 h of 
recordings.

2.1.4  Environmental Sound Recordings

To be able to simulate the sound conditions of insect sound 
recordings inside a greenhouse as well as possible, envi-
ronmental sound recordings were made inside a real-world 
greenhouse. The greenhouse had a length of 18.55  m, 
a width of 9 m and a ridge height of 5 m and was con-
structed of metal with glass windows. As the greenhouse 
was made for cultivation in soil, the floor was covered with 
soil, except for four paths of rubber mats. Further, the struc-
ture contained metal constructions for fixing high-growing 

vegetables and an irrigation system. About a quarter of the 
area was planted with young pepper plants. Windows were 
opened and closed automatically by a climate control sys-
tem. The greenhouse was located in the facilities of the JKI 
in Braunschweig and is used for research purposes.

The goal of these environmental sound recordings was 
to, if possible, not contain insect sounds. Therefore, the 
recordings were made at the time when the first plants were 
planted. Temperatures were still relatively low and so was 
the number of insects inside the greenhouse.

To build a diverse dataset, six different locations inside 
the greenhouse were recorded. At every recording location, 
two different orientations of the microphones were recorded, 
to vary the direction in which the constant noise sources 
would reach the microphones. The microphone array was 
mounted about one meter above the ground using a tripod. 
The measurement chain consisted of the B &K Nexus and 
DAQ4 and an office notebook, set up the same as for the 
laboratory recordings inside the anechoic box. For each of 
the 12 variants ( 6 locations × 2 orientations), a roughly 5 min 
long recording was recorded. While recording, the audible 
sound events were journalized by two people standing about 
5 m from the microphones. The sound events that occurred 
during the recordings included:

• A constant, low-level humming sound produced by the 
climate chambers nearby

• Noise from the greenhouse windows opening and closing 
via motors

• Sound of workers working in the greenhouse next door
• Air and car traffic noise, including sirens and car horns
• Bird calls

Image (f.) in Fig. 1 shows a spectrogram illustrating a small 
section of one of the greenhouse recordings.

2.2  Models—Selection, Training and Evaluation 
Methods

Following, the two deep learning models used to explore 
the novel dataset are presented, before the intricacies of 
training on noisy data are discussed. This section is con-
cluded with a description of the extra steps necessary for 
a meaningful evaluation of the investigated models under 
noisy conditions.

2.2.1  Model Selection

Within the framework of different classification tasks, the 
task presented in this study can be described as a multi-class 
classification problem. This term is used to describe prob-
lems where there are more than two classes and every sample 
must be classified into only one class exclusively. Because 

Fig. 1  Spectrogram of 2.5 s sound samples from the datasets, show-
ing the frequency range of 50 Hz to 2000 Hz on the vertical axis over 
time on the horizontal axis. (a.) to (e.) are flight sound of Bombus 
terrestris, Palomena prasina, Episyrphus balteatus, Coccinella sep-
tempunctata and Aphidoletes aphidimyza respectively. (f.) is one of 
the background noise samples recoded in the greenhouse. These spec-
trograms where generated using the parameters and process described 
in Sect. 2.2.1
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the performance of different models on a multi-class prob-
lem is straightforward to evaluate, the current study focuses 
on this type of experimental setup. The real-world scenario 
of an acoustic system employed in a greenhouse for insect 
sound classification must in contrast be described as a multi-
label problem. For such a problem every sample has one or 
multiple correct labels, thereby including scenarios where 
two or more different insect species are audible at the same 
time and therefore in the same sound sample.

Following, the two models used to explore the possibili-
ties of the novel dataset are presented. The first model rep-
resents a plain baseline solution, introducing a basic VVG16 
model trained on spectrograms of a single microphone chan-
nel. The second model introduced is a variant of a WaveNet 
model operating on multi-channel raw audio data.

Spectrogram Model
In recent years, deep learning classifiers built for the task 
of image classification, have shown very impressive perfor-
mance even on very difficult image classification tasks. Spe-
cifically, various derivatives of CNN models have proven not 
just very successful, but also very versatile and easy to train. 
Therefore, it has become the standard approach to make use 
of image-classifying CNN models for audio classification 
tasks, by using them to classify time-frequency image rep-
resentations, so called spectrograms, of audio signals.

Besides the benefit of being able to use potent image classi-
fiers, the generation of spectrograms also compresses the data 
size. Samples that are smaller in memory size, can be loaded 
faster and can be processed by smaller models, which in term 
become faster as well. Additionally, spectrograms offer the 
benefit of displaying the content of a signal in a graphic man-
ner that allows humans easy and faster understanding of the 
signal content, in contrast to listening to audio recordings.

In this study the spectrograms were generated using the 
scipy library [27]. Precisely, a Fast Fourier Transform (FFT) 
length of 2048 on a Tukey window with shape parameter 
0.25 over 1083 values, overlapping by 135 values was used. 
The presented parameters were the result of a trial and error 
pre-experiment, evaluated by what seemed to enhance the 
clarity of the result to the human eye. Given that the insect 
flight sounds are of very low frequency, a long FFT window 
was chosen to enhance the frequency resolution for these 
low frequencies in the resulting spectrogram.

The resulting spectrogram displays the signals fre-
quency distribution starting from zero to a maximum 
restricted by the Nyquist-Shannon-theorem as half the 
sampling rate. For the here used 16 kHz sampled data, 
this results in a sound frequency range of 0 Hz to 8 kHz. 
To boil down the data input to the frequency range that 
appears relevant to the problem of insect flight sound 
classification, the bottom and top of the spectrograms 
were discarded, leaving a spectrogram displaying the 

sound frequency range from 50 Hz up to 2000 Hz. Given 
the aforementioned noise attenuation characteristics of 
the anechoic box used to record the insect sounds in 
the anechoic lab, sounds below 50 Hz were found to be 
contaminated with environmental noises and building 
vibrations from outside the box. Given the previously 
described frequency range of the flight sounds, signals 
above 2000 Hz ought to have little to no relevant informa-
tion for the classification task. From a signal processing 
perspective, cutting the upper and lower parts of the spec-
trogram is equivalent to applying a perfectly steep high 
and low pass filter to the time domain signal.

The values of this small spectrogram were then trans-
formed to a dB scale. This has been shown to improve clas-
sification results and corresponds to a visual improvement 
in clarity for the human observer. To allow processing of the 
spectrograms as image data in the deep learning model, the 
spectrograms then needed to be converted to 8-bit values and 
to a value range between 0 and 1.

As a baseline model, processing the so-generated spec-
trograms, a VVG16 model was employed [24]. Dating 
back to 2014 this model is not the latest and most sophis-
ticated the computer vision landscape has to offer. On 
the other hand, it has been proven to be a capable, robust 
and straightforward architecture. As it has been used as a 
baseline model in various studies exploring different opti-
mizations for deep learning models, its training dynamics 
are well understood. Therefore, the VVG-16 model seems 
like a good candidate to get a first impression when step-
ping into the uncharted territory of a novel dataset from an 
unexplored domain.

To make use of the VVG16 model for classifying the spec-
trograms, it had to be slightly modified. As the original model 
was built to classify 224 × 224 pixel RGB images, the model 
input was modified to handle the 250 × 42 pixel greyscale 
images. This way, no further reshaping of the input spectro-
grams was necessary and they could directly be fed into the 
model. Further, the original model was built to classify the 
1000 classes in the ImageNet dataset. To make the model 
predict the five insect classes, the final layer was replaced 
with a dense layer of 5 neurons and softmax activation.

Raw Model
Generating a spectrogram from audio data not only leads to 
a more accessible representation of the frequency content 
but also results in a loss of information. As the spectrogram 
is generated by sliding a window across the signal, the time 
resolution of the spectrogram is limited to this window size. 
Furthermore, for adequate resolution of low frequencies in 
the signal, large windows need to be used. As the target 
signals in this study are of very low frequency, the use of 
these large windows further contributes to a very low time 
resolution of the spectrograms used.
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To extract information about the direction of arrival of 
different sounds and enhance or attenuate selected directions, 
spatial filtering algorithms rely on fine-grained temporal 
information in the signals [13]. Therefore, the lower tempo-
ral resolution of spectrograms is especially of concern, when 
using multi-channel data. In practice, this means that the ben-
efit of a multi-channel signal over a single-channel signal is 
very limited when processed in the form of spectrograms.

Furthermore, in the context of deep learning classifiers, 
there is a strong case to be made for the use of end-to-end 
models. The parameters of spectrogram generation cannot 
be optimized by the training process, as this transforma-
tion is a step of feature engineering that is outside of the 
training loop. The generation of a spectrogram has plenty of 
such parameters and there exist many different variations for 
transforming and representing the results of the underlying 
FFT calculation. Because these parameters and choices are 
outside the training loop, they might be chosen sufficiently 
well to achieve a working model, but will never be chosen 
perfectly. This is especially true for novel audio classifica-
tion tasks, such as acoustic insect recognition. While, e.g. 
in the field of bird song classification, the performance of 
different flavours of spectrograms has been investigated [8], 
such studies are missing for the application examined in this 
work.

The attempts to classify raw audio data so far have shown 
two different approaches. First, different models have been 
proposed, which try to mimic the steps of generating a spec-
trogram in the first layers of the model architecture by using 
convolution and pooling layers [21]. The second approach 
is represented by the WaveNet model [26], which instead 
of mimicking the windowed transformation from time to 
frequency domain, tries to operate on the full detailed time 
domain signal. Originally introduced as a generative model 
for music and speech synthesis, the WaveNet architecture 
has since been successfully adapted to various sound clas-
sification tasks [16, 17, 30].

As the mathematics behind beamforming algorithms, 
such as filter and sum algorithms, are very similar to the 
operations happening in the convolutional layers of a CNN, 
the idea of “learned beamforming” seems appealing. First 
experiments with this approach have demonstrated success 
[6]. The idea, also referred to as NBF has since been further 
explored. [22] proposed a NBF layer that was adapted in 
this study.

In detail, the NBF layer used here consisted of four 1D 
convolutional layers with kernel size 80, stride 4 and 40 
filters each. No activation was performed on the output of 
these layers. The four individually convoluted signals were 
then added up and fed into a WaveNet classifier model 
resembling the setup presented by [30] for the task of music 
artist classification. The WaveNet classifier implementa-
tion was based on code available at [20]. To account for 

the downsampling effect of the strided convolution in the 
NBF layer, the size of the pooling layers in the top part of 
the WaveNet classifier was adjusted. Further, “same” pad-
ding was used instead of the originally proposed “causal” 
padding throughout the entire network. In contrast to the 
approach presented by [22], where the spatial filtering layer 
was initialized with beamforming-like kernels, all kernels 
of the model were initialized at random in this study. This 
approach represents the attempt to build a model capable 
of effectively processing multi-channel raw audio data by 
taking advantage of different signal directions using the 
neural beamforming layer and WaveNet as a very powerful 
classifier.

2.2.2  Model Training

When training a deep learning model, one has to employ 
a data pipeline to feed data to the model during training. 
Depending on the form of the dataset stored on the disc 
and the details of the training procedure, this pipeline may 
contain various steps of data transformation or alteration. In 
the case of this study, this step is preceded by the extraction 
of the sound samples from the raw long-form recordings and 
their random selection. Following, the methods used in this 
study are described in further detail.

Sound sample extraction
To create a dataset from the insect sound recordings made 
in the anechoic box, the actual sound events needed to be 
extracted from the mostly silent recordings. To do so in a 
reproducible and fully automated manner, a custom-written 
Python program was used. The following paragraph aims 
at roughly describing the structure of this program. As 
the length and therefore data size of the extracted samples 
greatly limits the complexity of model architectures to be 
explored because of memory constraints, a rather short sam-
ple length of 2500 ms was chosen for this study.

The process of segmentation, based on the idea of activity 
detection on a prefiltered signal, was loosely based on the 
steps described in [9]. The sound sample extraction program 
implements the following steps: 

1. Loading one of the 14:13 min long tdms-files.
2. Downsampling the signal from 48 kHz to 16 kHz.
3. Picking the loudest channel of the four channels 

recorded. This is done by simply summing up the 
squared values of every channel and picking the channel 
with the maximum squared signal sum. By reducing the 
signal from four to one channel, the computational com-
plexity of the following steps can be drastically reduced.

4. Prefiltering the signal by passing it through a 4th order 
Butterworth low pass filter at 1500 Hz and a 30th order 
Butterworth high pass filter at 180 Hz. The prefilter-
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ing minimizes the influence of environmental sounds 
leaking through the anechoic enclosure on the following 
steps of processing.

5. Windowing the signal and estimating the signal energy 
within each window. This is done by calculating the sig-
nal energy for every window as the sum of the squared 
signal values. A window size of 3279 values, hopped by 
1024 values, was used for this.

6. Activity detection by thresholding the window energies. 
The threshold for window energy was set to 1.6 times 
the mean of all the window energy’s found in the 14:13 
min recording. Parts of the signal that exceed this energy 
threshold are marked as “activity”.

7. Extracting non-overlapping, equal-length sound samples 
containing one or multiple phases of “activity”. For this 
segmentation process, a cascade of if-else cases is used 
to divide the signal into samples of 2500 ms in length 
based on the previously calculated activity markers. Seg-
ments shorter than 1 s without any previous or following 
activity segments within a 2500 ms range are discarded 
as noise.

8. Saving the extracted sound samples. The final sound 
sample, stored on disk, contains the original, unfiltered, 
four-channel signals of the extracted segments at a sam-
pling rate of 16 kHz.

Using this program a total of 46.023 samples were 
extracted from the 312 h of insect sound recordings made 
in the anechoic box.

As balanced datasets ensure easy interpretability of the 
various metrics used for model evaluation, an identical 
number of 7350 samples was randomly picked from the 
results of the sample extraction process for each of the 
insects. This dataset was then split into training, validation 
and test data using a 60-20-20 split.

To create a corresponding set of noise sound files, the 
environmental sound recordings made in the greenhouse, 
as described in Sect. 2.1.4, were simply split into non-
overlapping 2500 ms segments and saved as 16 kHz files 
also. This way a dataset of 1739 environmental sound 
samples was created. This dataset was then also split into 
files used during training, validation and testing using a 
60-20-20 split.

General training pipeline and hyperparameter choice
The steps of the training data pipeline to feed the datasets 
stored on the disc to the model were as follows. 

1. Loading training and validation insect sound files from 
the disc.

2. Shuffling insect training data files (and reshuffling every 
epoch of training).

3. Applying data augment to the training files.

In order to be able to mix insect and environmental sounds, 
for implementation reasons, the same number of both sound 
files was needed. As the dataset offers far fewer different 
environmental sound samples than insect sounds, the next 
steps necessary were: 

4. Building training and validation lists of environmen-
tal sound files as big as the number of available insect 
sounds by repeatedly randomly choosing files from the 
environmental training sound database or validation 
training database, respectively.

5. Loading the chosen training and validation environmen-
tal sound data.

6. Mixing the environmental sounds with the insect train-
ing and validation sounds.

7. Clipping the signals to a value range of − 10 to 10, mim-
icking the behaviour of the A-D-Converter.

8. Prefiltering the signal by: 

8.1 Applying a 4th order Butterworth high pass filter at 
50 Hz.

8.2 Convert the signal from a value range of − 10 to 10 
to a value range of − 1 to 1.

8.3 Centring the signal around 0 by element-wise sub-
tracting the signal mean.

9. For the spectrogram model, the spectrogram is generated 
as the last step of the pipeline by: 

9.1 Picking the loudest channel, as the channel with the 
maximum sum of the squared signal.

9.2 Generating the spectrogram as described in 
Sect. 2.2.1.

The training pipeline as well as the models were imple-
mented using Tensorflow 2.10 [1]. Both models were 
trained using the Adam optimizer [7], set up with the default 
values implemented in Tensorflow. The raw and spectro-
gram models were trained with a learning rate of 9 × 10−5 
and 1 × 10−4 , respectively, when trained from scratch. The 
training was automatically terminated using Early Stopping, 
with a patience of 10 epochs monitoring the validation loss. 
The spectrogram model was trained on batches of size 1024 
and the raw audio model on batch size 64. The machine 
used for training employed a NVIDIA GeForce RTX 3090 
with 24GB of RAM for GPU processing.

Data augmentation
The correct and plentiful use of data augmentation has been 
proven to play a vital role in improving deep learning results. 
By deliberately randomly varying all parameters of the train-
ing data, which are a priori known to not correlate with the 
classes, one can ensure these parameters will not contribute 
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to the decisions of the model. Typical augmentation tech-
niques for audio classification tasks [28] in the time domain 
and their applicability to the task at hand shall be discussed 
here briefly:

• Pitch shift
• Time stretch
• Time shift
• Random gain
• Signal inversion
• Addition of Gaussian or pink noise
• Addition of background noise

Shifting the pitch slightly on a speech recognition dataset, 
may help the model learn to deal with speakers that naturally 
vary in pitch (e.g. male vs. female speakers). For tasks where 
the pitch of the signal is distinctive to the class, such as 
bird song classification or the example at hand dealing with 
insect sound, these augmentations however would lead to a 
devaluation of the training data.

The same can be said for randomly stretching or com-
pressing the signal in time. While the meaning of a word is 
not changed regardless of whether it is spoken fast or slow, 
the signals of insects might contain sensible temporal pat-
terns that could be destroyed by applying this augmentation.

Randomly shifting the signal in time by a small margin, 
however, is a technique that is applicable to most domains. 
The meaning of a signal remains the same, independent 
of its onset in time. Therefore, a random time shift in the 
range of ±250ms was applied to the training signals during 
augmentation.

Also, a slight variation in signal magnitude is sensible 
for most audio data, as it correlates with different distances 
between the sound source and the microphone. High vari-
ations in the signal magnitude, however, might conceal a 
reasonable correlation between sound level and classifica-
tion, as it is well within reason to assume that bigger insects 
might be louder than smaller insects. For this reason, a lim-
ited random gain in the range of ±20% was applied to the 
training data during augmentation.

As sound waves are oscillating waves of high and low 
pressures in the air and therefore create data oscillating 
between positive and negative values, another common aug-
mentation is signal inversion. By multiplying the signal by 
− 1, the positive and negative values of the data are flipped. 
As this should not alter the meaning of the signal, this tech-
nique was also applied at random during the augmentation 
step in the training pipeline.

To train models that are more resilient to noise, be it 
digital noise from the recording hardware used or environ-
mental sounds, Gaussian or pink noise is often added to the 
signals during training. As the unique proposal of this study 
is the addition of domain-specific background noises to the 

training data, such randomly generated noise signals were 
not used during the data augmentation step in this study. 
The use of environmental sounds shall be discussed in the 
following paragraph.

Exposure to environmental noise sounds during training
The previously described augmentation methods are usu-
ally applied with very low intensity. Applying more drastic 
augmentations will lead to the training and validation data 
becoming too dissimilar and thereby hindering model con-
vergence. Depending on the domain and the specific altera-
tions applied during augmentation, the augmented data does 
not necessarily perfectly resemble realistic data or may show 
alteration artefacts. Therefore, data augmentation is usually 
only applied to the training data and not to the validation or 
test data.

In the unique case of this study, the addition of the sounds 
from the greenhouse to the insect sounds recorded in the box 
should, however, produce very close to realistic data. The 
simulated signals are likely to only deviate from real sig-
nals of insects recorded in the greenhouse in the following 
two ways. First, a minimal amount of additional background 
noise is present due to the background sounds that made 
their way through the walls of the anechoic box during the 
recording of insects in the acoustic lab. Second, the amount 
of noise introduced by the different devices in the measure-
ment chain, is doubled in the simulated data, as it is present 
in the insect recordings as well as in the background record-
ings that are mixed by simply element wise adding up the 
two signal arrays.

Nevertheless, mixing the data to simulate greenhouse 
conditions represents the only chance of building a develop-
ment environment for an acoustic insect detection system in 
the greenhouse. Furthermore, mixing the insect and green-
house sounds in different ratios results in a unique possibility 
for studying the behaviour of different models when exposed 
to different noise levels.

By mixing not only the training but also the validation 
and test data with recordings from the greenhouse, this study 
crosses the line from augmentation to simulation. Using 
this simulation approach, the training and validation data 
no longer become dissimilar when increasing the level of 
the mixed-in noise sound.

Nonetheless, the proposed models did not converge when 
exposed to insect sounds mixed with full-scale environmen-
tal sounds during training from scratch. Training the same 
models on the clean insect recordings from the acoustic lab, 
however, proved unproblematic. As a solution, a fine-tun-
ing approach was applied. By training the models on clean 
data and then continuing training on noisy data, model 
convergence was facilitated. Specifically, the two models 
pre-trained on the clean data were fine-tuned, first, on data 
mixed with environmental sounds at 10 % of their original 
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level. The fine-tuned models were then further fine-tuned 
on data mixed with environmental sounds at 20 % of their 
original level and then again on data mixed with full-scale 
environmental sounds.

When exploring this training approach, a search for the 
optimum learning rate at each noise level revealed that 
for the raw audio model increasing the learning rate from 
9 × 10−5 to 5 × 10−4 for the training steps including noise, 
showed the best results. For the spectrogram model, no such 
observations could be made and therefore the learning rate 
was kept constant at 1 × 10−4 for training at every noise level.

2.2.3  Model Evaluation

As previously described, the unique dataset in this study 
allows the simulation of different sound levels of realistic 
environmental noise. This technique not only allows for 
unique possibilities when training classification models but 
also for model evaluation.

First of all, every model was evaluated on data repre-
senting the conditions it was trained on, by mixing the test 
data with environmental noises at the same level as was 
used during model training. Furthermore, because the envi-
ronmental sound samples are chosen at random from the 
environmental sound test set, the evaluation metrics fluc-
tuate slightly. Depending on whether a quiet insect sam-
ple will be mixed up with a loud or a quiet environmental 
sound sample, it might be easier or harder to classify. To 
account for these fluctuations, the evaluation was repeated 
10 times, except for the case of evaluation on clean insect 
sounds. The results presented here are the mean values of 
these 10 repetitions.

Second, the simulation offers the possibility to further 
explore the model performance under different noise condi-
tions. Therefore, each model was also evaluated at various 
noise levels it was not trained at. This proved to offer some 
interesting insights into how the models adapt to the vary-
ing training conditions. Because the models are initialized 
with random values at the beginning of training, the results 
vary slightly for each repetition of training. Each model was 

trained five times on clean data and then subsequently fine-
tuned and refine-tuned at increasing noise levels.

3  Results

In total, both models were trained from scratch five times on 
clean data and then subsequently fine-tuned and refine-tuned 
on increasingly noisy data. Out of the five attempts to train 
the raw model on pure laboratory data, four converged. Con-
tinuing the training for these four models with increasing 
noise levels saw one more model diverge. Out of the three 
remaining, two yielded very good results and one showed a 
heavy bias to one class at every noise level, leading to much 
worse results.

In contrast, all five attempts to train the spectrogram 
model converged towards very similar results. This must 
be explained by the simpler architecture of the spectrogram 
model, which, as expected, proved to be easier to train to its 
full potential.

Following, the results of evaluating these models in the 
different manners described in Sect. 2.2.3 are presented. 
Additionally, to foster well-founded explanations of the 
results presented, an analysis of the sound level distribution 
in the dataset is introduced.

3.1  Training and Evaluation on Pure Insect 
Recordings form the Acoustic Lab

To generally assess the capability of the two compared mod-
els to recognize different insect sound patterns and at the 
same time value the level of useful information contained in 
the insect sound dataset, the results of both models on pure 
insect sound recordings are introduced. The top two lines of 
Table 1 on page 15 show the results of evaluating the two 
models on clean data after training on pure insect sounds. 
For the spectrogram model the table shows the average of all 
five training attempts. The results depicted for the raw audio 
model are the average of the training attempts that converged 
under the respective noise conditions. On the clean insect 

Table 1  Results of evaluating 
the two model types under 
noise conditions similar to 
their training conditions and 
conditions differing from their 
training conditions. The values 
represent the average of the 
successful training attempts 
for each model type at the 
respective noise level

Row Model type Training noise 
level (%)

Evaluation 
noise level (%)

Accuracy (%) Precision (%) Recall (%)

(1) Spectrograms 0 0 87 89 86
(2) Raw Audio 0 0 94 95 93
(3) Spectrograms 0 100 20 20 20
(4) Raw Audio 0 100 21 21 21
(5) Spectrograms 100 0 23 34 11
(6) Raw Audio 100 0 47 66 35
(7) Spectrograms 100 100 28 94 7
(8) Raw Audio 100 100 44 87 25
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sound data, the raw audio models on average slightly out-
performed the baseline spectrogram models with an average 
classification accuracy of 94 % vs. 87 %.

Further insights into the models behaviours and the data-
set are provided by the confusion matrices in Fig. 2 on page 
13. This figure details the classification accuracy and the 
misclassification for every class. It shows the progression 
of the training attempt that led to the best performance in 
the last training step, for the spectrogram model on the left 
and the raw model on the right. The two confusion matrices 
at the top (Fig. 2.1 and Fig. 2.2) represent the evaluation 
results of the two models trained and evaluated on pure lab 
recordings. Both models show a nearly perfect classification 
of the A. aphidimyza (class e), while performance for the 
other classes lacks behind.

This can be partially explained by a dataset flaw. Unfor-
tunately, the original plan of placing only one insect species 
inside the recording box at a time, to create an unmistakably 
labelled dataset, was interfered with by a set of fungus gnats 
for some of the recordings. These small flies found their 
way into the acoustic lab via eggs in the potting soil. Closer 
investigation, after recording, revealed that the recordings 
made from B. terrestris (class a) and E. balteatus (class c) 
contained similar low-level flight sounds that need to be 
attributed to the presence of fungus gnats inside the insect-
rearing cage together with the insects under investigation. 
Even though subjectively, the sounds of the target species 
seem to be most dominant in the recordings, regarding the 
model evaluation, it must be considered that the models 
might have a valid reason to misclassify any of the two con-
taminated classes for one another.

Looking at the false classifications in Fig.  2.1 and 
Fig. 2.2, it can be observed that both models confuse P. 
prasina (class b) and C. septempunctata (class d). As the 
recordings of both of these insects were not contaminated 
by fungus gnat sounds, the reason for this confusion could 
be the anatomical resemblance between the two insects. 
While C. septempunctata is considerably smaller than P. 
prasina, these two insects are the only ones in the dataset 
having a pair of harder cover wings, called the elytra in the 
former and the hemelytra in the latter, covering their delicate 
flight wings underneath. This could cause similar sounds 
from both insects that stem from folding and unfolding their 
wings.

3.2  Analysis of Sound Level Distribution 
in the Datasets

In an attempt to gain further insights into the effects influ-
encing classification results under noisy conditions, the rela-
tive sound level distribution of the dataset was analysed. 
Figure 3 on page 14 shows the distribution of the occurrence 
of samples of different average sound levels in the training 

dataset for the five different insects investigated, as well as 
for the background sounds. The graph was generated by, 
first, putting the sound samples of the respective training 
datasets through the data pipeline for model training pre-
sented in Sect. 2.2.2. This included high pass filtering and 
offset correction, but did not include augmentation opera-
tions. Second, the root mean square (RMS) value of every 
sample was calculated as an estimate of its acoustic sound 
level and plotted as a histogram for every class.

Figure 3 confirms the subjective impression that B. ter-
restris is the loudest of all insects investigated. Further, 
the distribution of the B. terrestris sound levels shows two 
peaks. To a lesser extent, this can also be observed in the 
distribution of C. septempunctata, P. prasina and E. baltea-
tus sound levels. These distributions show one peak on the 
quiet and one on the loud side of the spectrum.

Taking into account that the utilized recording setup 
allows the recording of very low-level sounds, this could 
be explained by different types of sounds recorded from the 
same insect. Reviewing the recorded sounds, it was found 
that the sound of most insects can broadly be divided into 
two types. One that clearly must be flight sounds and another 
that can best be described as non-flight insect movements. 
As there was no camera in the recording chamber, one can 
only hypothesise what these non-flight sounds originated 
from. Listening to the recordings, one comes to think of 
insects walking on the mesh of their rearing cages or clean-
ing their wings. These two different types of sounds, the 
latter of which are much quieter, could explain the two peaks 
in sound level distribution.

3.3  Model Fine‑tuning to Different Noise Levels

Carefully approaching real-world conditions, the two mod-
els were fine-tuned on data with increasing simulated back-
ground noise levels. The bottom section of Fig. 2 (Fig. 2.3 
to 2.8) shows the confusion matrices of the two best models 
after fine-tuning and refine-tuning on noise levels increasing 
up to realistic background sound levels using the training 
procedures explained in Sect. 2.2.2.

It becomes apparent that even the addition of environ-
mental noises downscaled to just 10 % of their realistic level, 
has a devastating impact on both model performances. Col-
umn patterns show in both confusion matrices, suggesting 
that the models start randomly guessing instead of making 
meaningful predictions. The only class that can be recog-
nized somewhat safely by both models at this second stage 
of training is B. terrestris (class a). It must however be 
mentioned that, while the five different training attempts of 
the spectrogram model showed very consistent results (see 
Online Resource 3), one of the training attempts of the raw 
model not shown yielded 59 % average accuracy at 10 % of 
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noise, instead of 32 % as depicted in Fig. 2. It however later 
resulted in slightly worse performance in the final training 
step than that of the model depicted (see Online Resource 4).

Further training on increasing noise levels sees the best 
of the raw audio model training runs converge to a state 
that on average correctly classifies 57 % of all sounds 
under simulated real world noise levels. It clearly outper-
forms the Spectrogram model, which is stuck guessing.

The mid section of Table 1 show the average results 
of evaluating the two model types under noise conditions 
differing from their training conditions. As expected, the 
models trained on clean data perform very poorly when 
exposed to environmental background noises, as can 
be seen in row 3 and 4 in Table 1. What was not to be 
expected, is that models fine-tuned on noisy data, show a 
drastic decrease in performance on clean data, shown in 
row 5 and 6 of Table 1.

This effect is exaggerated in the spectrogram model, 
which seems to be guessing completely, as indicated by 
the low recall values (Table 1, row 5). While the raw audio 
model, too, seems to unlearn a big part of what made it 
perform so well in the first step of training, it still performs 
better when there is less noise in the training data (Table 1, 
row 6 vs. row 8). Accordingly, the fact that the spectrogram 
model trained on noisy data does perform worse on clean 
data indicates that instead of finding a new meaningful mini-
mum in the solution space, the repeated fine-tuning of the 
spectrogram model rather forces it to find differing shallow 
local minima in the solution space, by guessing one of the 
classes.

Considering the sound level distribution of the datasets 
presented in Fig. 3, one might hypothesise the following 
explanation. As the majority of all insect sounds, but those 
of the B. terrestris, are very low-level sounds, even at only 
10 % of realistic noise levels they seem to be masked almost 
completely by the background sounds.

Intuitively both models should at least be able to identify 
flight sounds audible to human ears under realistic back-
ground noise conditions. Considering the sound level dis-
tribution of these audible insects such as P. prasina, E. bal-
teatus and C. septempunctata displayed in Fig. 3, the louder 
flight sounds, however, appear to be very rare in the dataset. 
The overwhelming amount of low-level samples, which 
seem to present an unsolvable task to the models, seems to 
completely hinder the spectrogram model from converging 

towards a solution that recognizes at least the loudest flight 
sound patterns. This analysis suggests that removing the qui-
eter insect sound samples from the dataset could improve the 
results of the spectrogram model under noisy conditions.

In comparison, the raw audio model seems to be more 
resilient to the influence of background sounds added by the 
simulation. During preliminary tests, different versions of the 
raw audio model were investigated with e.g. different learning 
rates. The majority of the versions showed results and behav-
iour very similar to the spectrogram model described here. 
It is only when trained with the precise setup described in 
detail in Sect. 2.2.1 that some training runs yield the very good 
results presented in Fig. 2. While the filters in the NBF layer 
in the poor performing versions of the raw audio model seem 
to look for parallel patterns in all four microphone channels, 
the filters in the good model seem to be triggered by distinct 
phase-shifted patterns in the different microphones (see Online 
Resource 5). This indicates that the best versions of the raw 
audio model can utilize their NBF layer effectively to filter out 
some of the background noises by using spatial information 
included in the multichannel audio signals.

What remains very surprising is that Fig. 2 shows that, 
while the loud B. terrestris (class a) is clearly the best rec-
ognized class in noisy conditions for the spectrogram model, 
this is not the case for the raw audio model. The raw audio 
model in contrast accurately recognizes the smallest and qui-
etest insect, A. aphidimyza (class e), with the best accuracy 
at high levels of simulated background sounds. In part, this 
could be explained by the fungus gnats contamination in the 
B. terrestris and E. balteatus (class c) data. Additionally, as the 
test in clean laboratory conditions suggested, the, still much 
louder, sounds of the P. prasina (class b) and the C. septem-
punctata (class d) seem to be more similar than the rest of the 
data, as explained in Sect. 3.1.

Finally, it could be possible that the good detectability of 
A. aphidimyza (class e) observed in Fig. 2 exists not in spite 
of, but because of the fact that it is the quietest. Because A. 
aphidimyza is so small and quiet, the dataset for this class 
appears to be almost exclusively containing flight sounds and 
not a mix of flight and non-flight sounds, as found for the other 
classes. As flight sounds should be most characteristic to each 
class, this could ease the recognition of the A. aphidimyza. 
Further, the flight sounds of A. aphidimyza are so quiet, that 
even the sensitive microphones used in this study will only 
pick them up if they originate close to the microphone. In 
contrast, the sounds of the louder insects will be picked up 
by the microphones, regardless of their position in the cage. 
This could mean that the A. aphidimyza data contains a more 
uniform directional pattern, which could lead to a more effec-
tive spatial filtering for this class learned by the NBF layer of 
the raw audio model.

Fig. 2  Confusion matrix for the spectrogram-based model (left) and 
the raw audio model (right), trained and evaluated on pure insect 
sound (at the top), or fine-tuned and evaluated on simulated green-
house background noise levels of 10 %, 20 % and 100 % (progressing 
downwards). Classes are denoted as: a Bombus terrestris, b Palomena 
prasina, c Episyrphus balteatus, d Coccinella septempunctata and e 
Aphidoletes aphidimyza 

◂
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4  Discussion and Outlook

This study aimed to not only show the feasibility of recog-
nizing insects by their sound but to develop a system that 
can do so with significant environmental noise present in 
the recordings.

The training of both models on clean insect sounds 
showed impressive results. Considering the fungus gnats 
problem in the dataset, the performance of the raw audio 

model must be valued as nearly perfect. Previous studies 
have shown in detail that insect flight sounds differ in their 
base frequency [3] and that insects can be successfully dis-
tinguished using these wing beat patterns [4, 19]. Taking 
into account the distribution of the sound levels and their 
possible explanation as consisting of two different sound 
types, the results could be interpreted as proof that the 
insects investigated in this study can also be distinguished 
by every other sound of their body’s motion, loud enough 

Fig. 3  Histograms with 10.000 
bins depicting the number of 
occurrences of samples with 
similar RMS values for every-
one of the five insect classes 
in the training dataset and the 
greenhouse background noise 
sound samples in the training 
noise dataset
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to be recorded. This is an unobvious result, as these very 
low-level sounds are not only unknown to human ears and 
can only be heard using special recording hardware, but also 
subjectively seem to differ very little between classes when 
played back from the recordings.

To bridge the gap from noise-free laboratory conditions 
to real world background noise levels, this study proposes 
repeated fine-tuning training on simulated data with increas-
ing noise levels. The procedure of restarting training on an 
increasingly difficult modified version of the original dataset 
is unique to this study. However, there is related work inves-
tigating the effect of repeated training restarts on a constant 
dataset. This work reports on the benefits of such restarts 
regarding the optimisation process underlying model train-
ing [11].

The results under realistic noise conditions reveal the dif-
ferent capabilities of the two models investigated. While the 
spectrogram model seems to only recognise the very loud 
flight sound of B. terrestris in these challenging conditions, 
the best raw audio model seems to be able to effectively use 
the spatial information in the dataset to reduce the mask-
ing effect of the background sounds. Surprisingly this even 
enabled the model to recognize the majority of the A. aphi-
dimyza sounds in simulated greenhouse conditions. As this 
insect is not audible to human ears, this result impressively 
demonstrates the potential of high quality measurement 
equipment combined with state of the art pattern recognition 
algorithms to gather and utilize information that is beyond 
human perception.

The key difference between the two model architectures 
was the spatial filtering capacity, only built into the raw 
audio model via the use of the NBF layer. However, effec-
tively training this NBF layer proved to be little stable, as 
only two out of five training attempts converged to a solution 
with a working NBF layer. During training, a more purpose-
ful initialization, as proposed by [22], may have stabilized 
this convergence towards useful kernels.

Considering the recording setup in the acoustic lab, the 
spatial information that could be learned from the datasets 
must be seen as very restricted. As during the insect record-
ings, all insect sounds originated from within the insect-rear-
ing cage directly in front of the microphone, the model will 
have learned to listen only to sounds coming from this area. 
As the noise sounds originate from every possible direction 
in the space around the microphones, only a small fraction 
of them should reach the microphones in the same direction 
of arrival as the insect sounds in this dataset. Even though 
in real-world scenarios insect sounds might also originate 
from every possible direction, this solution at least enabled 
the raw audio model to correctly classify the majority of 
sounds coming from in front of the microphones, while the 
non-directional spectrogram model failed on all but the loud-
est sounds.

The evaluation of the models under noise conditions 
differing from their training conditions presented a mix 
of expected and unexpected results. As expected, models 
exposed to no noise during training failed when exposed 
to noise during testing. What was surprising was the poor 
performance of models trained under noisy conditions and 
tested on clean data. The results again showed better perfor-
mance of the raw audio model than the spectrogram model. 
For both models, however, it meant that the fine-tuning train-
ing on noisy data caused them to, at least partially, unlearn 
how to make accurate predictions on clean data.

The limitation of this study is that based on the presented 
data, there is no way to assess how good the simulated green-
house recordings are at imitating actual real-world recordings 
of insects in a greenhouse. Further, the multi-class scenario 
investigated in this study does differ from real-world con-
ditions, which must be described as a multi-label problem. 
However, it shall be noted that the transfer from a multi-class 
problem to a multi-label problem proved unproblematic in 
the preliminary experiments of this study. In addition, to 
maximise the number of training samples available, insect 
sounds recorded on different days were included in the train-
ing, validation and test data set. Although it is considered 
unlikely because the noise-shielding recording environment 
and high-pass filtering exclude almost all background noise 
from the insect noise samples, it cannot be ruled out that some 
models may be able to detect the recording date in some of the 
noise samples. This could be a potential information leak from 
training to test data and should be investigated in future work.

This study represents a first step towards closing the gap 
from high performance in laboratory conditions to a robust 
solution under real-world noise conditions. It illustrates both the 
immense potential and the limitations of the application of deep 
learning in sensor development. While the experiments on the 
clean insect sound data demonstrate the immense pattern rec-
ognition capabilities of modern deep learning models by almost 
perfectly classifying sounds that mean nothing to human ears, 
the experiments in simulated noise conditions are a reminder 
that even the best AI systems are constrained by physical limi-
tations. A signal masked by noise beyond recognition repre-
sents an unsolvable pattern recognition task. Impressively, the 
proposed use of multi-channel signals and spatial filtering has 
proven to be a tool that can push this limit of unrecognisability 
beyond human perceptual capabilities. Proceeding to future 
work the following conclusions can be drawn from this study:

• Recording separate insect and environmental sound 
datasets to simulate not only real-world, but also inter-
mediate ratios of signal-to-noise mixtures, proved to be 
fruitful. The possibility to per-train the models on clean 
data and then fine-tune them on noisy data showed to 
be the very precondition to attempting this problem, as 
models trained on realistic noise levels from scratch did 
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not converge. Further, being able to approach realistic 
conditions in small steps provided valuable insights into 
model behaviours. Future work should expand on this 
approach by increasing the datasets.

• Real-world recordings are necessary to verify that the 
simulated greenhouse sounds actually represent a good 
estimation of real insect sounds recorded in a greenhouse.

• The WaveNet model proved to be a capable solution for 
this acoustic classification in this domain.

• The NBF layer proved to be a key building block of the 
raw audio models that performed best, justifying the 
effort of recording and processing multi-channel raw 
audio data. Spatial filtering remains the only solution 
to increase the SNR of a signal masked by noise in a 
similar frequency range. Future studies in this difficult 
field should further investigate the potential of multi-
microphone setups and multi-channel data processing 
for insect recordings.

• Excluding the impossibly quiet samples from the dataset 
could decrease the difficulty of the classification under 
noisy conditions and thereby foster model convergence 
towards more useful solutions. Regarding future work, 
this poses the difficult question of drawing the line 
between samples that are too quiet and those that are 
just loud enough.
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