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Abstract
Recent approaches to Explainable AI (XAI) promise to satisfy diverse user expectations by allowing them to steer the 
interaction in order to elicit content relevant to them. However, little is known about how and to what extent the explainee 
takes part actively in the process of explaining. To tackle this empirical gap, we exploratively examined naturally occurring 
everyday explanations in doctor–patient interactions (N = 11). Following the social design of XAI, we view explanations 
as emerging in interactions: first, we identified the verbal behavior of both the explainer and the explainee in the sequential 
context, which we could assign to phases that were either monological or dialogical; second, we investigated in particular 
who was responsible for the initiation of the different phases. Finally, we took a closer look at the global conversational 
structure of explanations by applying a context-sensitive model of organizational jobs, thus adding a third layer of analysis. 
Results show that in our small sample of conversational explanations, both monological and dialogical phases varied in 
their length, timing of occurrence (at the early or later stages of the interaction) and their initiation (by the explainer or the 
explainee). They alternated several times in the course of the interaction. However, we also found some patterns suggesting 
that all interactions started with a monological phase initiated by the explainer. Both conversational partners contributed to 
the core organizational job that constitutes an explanation. We interpret the results as an indication for naturally occurring 
everyday explanations in doctor–patient interactions to be co-constructed on three levels of linguistic description: (1) by 
switching back and forth between monological to dialogical phases that (2) can be initiated by both partners and (3) by the 
mutual accomplishment and thus responsibility for an explanation’s core job that is crucial for the success of the explanation. 
Because of the explorative nature of our study, these results need to be investigated (a) with a larger sample and (b) in other 
contexts. However, our results suggest that future designs of artificial explainable systems should design the explanatory dia-
logue in such a way that it includes monological and dialogical phases that can be initiated not only by the explainer but also 
by the explainee, as both contribute to the core job of explicating procedural, clausal, or conceptual relations in explanations.
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1  Introduction

Algorithms that guide and determine our everyday lives 
are taking over information processing and becoming more 
and more complex. They learn and represent data based on 
hierarchical architectures that are difficult to assess, thereby 
turning the models into black boxes. To make these boxes 
assessable is the goal of recent explainable artificial intel-
ligence (XAI) approaches. One such recent approach pro-
posed by Sokol and Flach [18] identifies the challenge of 
satisfying diverse expectations and competing objectives. 
Derived from the theoretical work of Miller [13], new inter-
active approaches to this challenge allow the involvement of 
both partners—the explainer (EX) as the more knowledge-
able person and the explainee (EE) as the less knowledge-
able addressee of an explanation. However, basic empirical 
research on how to involve the EE is scarce. In fact, most 
approaches proceed from the assumption that an explana-
tion is initiated by an EX providing the explanans (the ver-
bal way that an explanation can be expressed), with recent 
approaches then allowing the EE to ask questions after this 
“job” [18]. Following this assumption, the current design 
may involve two phases: a monological phase in which the 
explanation is delivered, and a dialogical phase in which 
the addressee is given the possibility to clarify by raising 
specific questions. This design is justified through research 
suggesting that when asked spontaneously, EXs provide 
long-winded and monological statements without involv-
ing the EE visibly [2, 9, 11].

However, there are two reasons to question the assumed 
fixed sequence of a dialogical phase following the monologi-
cal one. First, linguistic research suggests that conversational 
partners do not only exchange content in a conversational 
interaction, but also gradually co-construct the conversa-
tional tasks necessary for the accomplishment of a common 
goal [5, 6]. Second, the sequence found in the above-men-
tioned research might be a methodic by-product of explana-
tions elicited in semi-experimental settings.

Pursuing the question of how naturally occurring every-
day explanations are sequentially structured with regard to 
monological and dialogical phases, we aimed to study the 
occurrences of these two types of phases in natural explana-
tions in the specific context of medical consultations. We 
investigated when and to what extent explanations display 
the phases, when and which partner initiates them, and to 
what extent the emerging structure is reflected in what kind 
of phase. For the occurrence of the phases and based on 
existing research, we followed the prevalent assumption that 
the EE will become actively involved later in the interaction, 
resulting in a first dialogical phase occurring after the first 
monological phase by the EX. However, we also formulated 
an alternative assumption against the social framework of 

XAI, expecting both types of phases (dialogical vs. mono-
logical) alternating several times during the explanation, 
thus, allowing the EE not only to bring in own interest and 
knowledge but also to shape the explanandum [15] and, con-
sequently, the explanation itself.

The ability to initiate a monological or dialogical phase 
requires knowledge about the global structure of an explana-
tory sequence [14]. It should be noted that everyday expla-
nations do not occur isolated but are usually embedded in a 
larger conversational context [14]. Consequently, we prefer 
to speak of explanatory sequences rather than simply expla-
nations. Empirical research in the domain of Conversation 
Analysis (CA) has pointed out that such sequences can be 
described as consisting of regularly occurring, genre-specific 
organizational jobs that are mutually accomplished and thus 
co-constructed by the conversational partners (that is EX and 
EE in our case) [10, 14], Kern 2020; [15].

The first two jobs, ((1) establishing topical relevance and 
(2), constituting an explanandum,) pave the way for a subse-
quent conversational explanation, and the last two jobs ((4) 
closing, (5) transition) lead the way back to the turn-by-turn 
talk. The core job in explanatory sequence (3) explicating 
procedural, conceptual and/or causal relations), is sequen-
tially positioned between the second and the fourth job. 
Following the CA-informed empirical research, it is espe-
cially the last two jobs through by which the explanation is 
implicitly or explicitly ratified [14]. Even when the EX takes 
the role of principal speaker [19], we aimed to investigate 
whether jobs are co-constructed in our specific context of 
medical consultations as an example for naturally occur-
ring interactions, with both partners taking responsibility 
for them. As previous research has shown, the main effort of 
the explainers resides in the core job (3) that is about expli-
cating procedural, conceptual and/or causal relations [14]. 
An operationalization of all these jobs enabled us to reveal 
the interplay between jobs and types of phases to assign 
the shifting responsibilities for the ongoing explanatory 
sequence, in terms of who is initiating what, and, finally, to 
quantify both jobs and types of phases.

2 � Methods

Our mixed method pertains to the examination of the three 
levels of linguistic description on which a co-construction 
of an explanation can take place (1) the two types of phases, 
(2) their phase initiation, and (3) the involvement in the con-
versational jobs by the EE and EX.

2.1 � Participants

We collected naturalistic data without any elicitation method 
in order to obtain naturally occurring explanations. These 
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data were acquired in the context of patient–physician 
interactions taking place at the Clinic for Pediatric Surgery, 
Bethel hospital in Bielefeld, Germany. Overall, eleven con-
sultations were audio- and videotaped. The majority (9/11) 
of these consultations were held in the children’s outpatient 
department (NoKi); the other two, in the pediatric surgery 
department. In total, eight doctors, ten patients, and 13 legal 
guardians took part in the study.1 Because the consulta-
tions concerned different types of surgeries, the length of 
the explanation differed. This was because certain surger-
ies took more time to explain than others. The duration of 
conversations varied between 5 and 26 minutes (M = 9.5 
minutes, SD = 6.5). The data collection took three months. 
The consultations at the NoKi could only be planned shortly 
before the appointments, and this was the only time when we 
could ask participants to participate. This difficult workflow 
resulted in us spending days at the hospital often without 
data being acquired. All participants who gave their con-
sent were included in our explorative study. In this type of 
explanation, the doctors were more knowledgeable and thus 
the EX, whereas the legal guardians were the less knowl-
edgeable EE. Data collection was terminated because of this 
workflow placing additional demands on hospital personnel.

2.2 � Coding

To explore the engagement of the EE, we coded the content, 
the different types of phases, the speech of the EE and EX, 
phase initiations by the EE and EX, and the jobs performed 
by each participant. The coding of the jobs and phases was 
done simultaneously by two researchers. After completing 
this coding process, the two coders switched and recoded 
two explanatory sequences to check the reliability of their 
coding schemes. We then calculated an unweighted Cohen’s 
kappa [3, 4]. Explanations corresponded in their temporal 
length to 20.0 % of the entire data set. The number of turns 
taken by the EX formed the sum of the sample (N). Thereby, 
both coding schemes were tested for reliability, the coding 
of the types of phases as well as the coding of the jobs. The 
coding of the two types of phases—monological and dialogi-
cal—resulted in a Cohen’s kappa of k = 0.7. Cohen’s kappa 
for the coding of the jobs was k = 0.86. Both coders thus 
revealed moderate to near-perfect coding agreement [12]. 
Following the reliability test, deviations between the two 
coders were smoothed.

2.2.1 � Content‑Related Segmentation

Additionally, the explanatory sequences were coded accord-
ing to the content they provided. The consultations in our 
dataset included the following three content-related ele-
ments: (1) organizational issues, (2) health check of the 
patient, and (3) information on the surgery. Only the latter 
element was considered in the analysis, because this con-
stituted the core explanandum. Consequently, the coding 
started when (3) the surgery was being discussed.

2.2.2 � Speech Segmentation

The speech of the participants was segmented into turns and 
backchannels. A turn can have the length of at least one 
word, or it can take up to several sentences [16]. Backchan-
nels are defined by Dideriksen et al. (7, p. 262) as “head 
nods or short utterances consisting of a word (e.g., ‘uh-huh,’ 
‘yes,’ ‘okay’), or short sentences, often repeating the previ-
ous turn (e.g., A: ’let’s meet Monday at 10,’ B: ‘Monday at 
10’).”

2.2.3 � Phase Type Segmentation

The different types of phases were segmented into more 
monological and more dialogical phases. For the analysis, 
we considered the speech of the participants only, includ-
ing the backchannel signals. The monological phases could 
include backchannels but no turns of other speakers besides 
the current speaker [10, 17]. Therefore, the monological 
phases started when the principal speakers were the only 
ones talking, thereby holding the floor, and ended when they 
addressed the other participants or were being addressed by 
them. In the dialogical phases, multiple speakers produced 
turns and also used backchannel signals alternately. Pauses 
between phases were excluded because it was difficult to 
assign them to a speaker.

2.2.4 � Phase Initiation

In order to describe the explanatory sequences in more 
detail, we also considered it important to find out who initi-
ated the different types of phases. All doctor phase initia-
tions were coded with EX and all initiations by legal guard-
ians or children with EE.

2.2.5 � Job Segmentation

For coding, the content of the turns of EX and EE was con-
sidered and processed according to Quasthoff et al. [14].

The job segmentation was based on the model presented 
above [14] which describes the global conversational 1  The children did not engage in the consultations, except for two out 

of 12 cases. Mostly due to their young age.
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structure of explanatory sequences in terms of organizational 
jobs co-constructively performed by both EE and EX.

The analysis and coding followed the methods of con-
versational analysis (see Table 1). Only the verbal level was 
considered. Other modalities such as gaze, gesture, or posi-
tioning of the participants towards each other were excluded 
from this analysis.

3 � Results

We will first present results on the occurrences of the two 
types of phases, i.e., monological vs. dialogical. Secondly, 
the initiations of the different phases will be examined. We 
will then report the findings on the organizational jobs that 
participants co-constructively performed to accomplish the 
explanatory sequence.

Our data demonstrated that the explanatory sequences 
consisted predominantly of the first type of phase, the 
monological phases in which the EX acted mostly as the 
principal speaker, and in dialogical phases to a considerably 
lesser extent in which the EE was more actively involved 
(cf. Fig. 1).

In more detail, the monological phases made up 73.5 % 
with 4.9 seconds in total (minimum 57.7 % and maximum 
90.8 %, SD = 11.0), whereas the dialogical phases made up 
26.5 % with a total of 1,396 seconds (minimum 9.2 % and 
maximum 42.3 %, SD = 11.1).

With reference to previous research suggesting that the 
first monological phase is the longest, we took a closer 
look at the beginnings of the explanatory sequences. We 
found that the length of the first monological phases varied 
immensely in the data set (see Fig. 2): In consultations 2, 7 
and 10 (3/11), they constituted the longest phase in the entire 
sequence. Whereas in the other cases (8/11), the subsequent 
dialogical phase was initiated earlier which resulted in a 
shorter initial monological phase.

In the next step of our analysis, we considered whether 
the EX or EE initiated what kind of a phase in order to inves-
tigate the distribution of the responsibilities. The Wilcoxon 
Signed Rank test on the occurrences presented in Table 2 
revealed that the EX tended to initiate the monological 
phases more frequently than the dialogical phases (Z = 2.8, 
p < 0.001, r = 0.8). In contrast, it was the EE who tended to 
initiate the dialogical phases more frequently than the mono-
logical phases (Z = 1.8, p < 0.035, r = 0.5). Further, as can be 
seen from Table 2, there was a clear division of responsibili-
ties, with the EX predominantly initiating the monological, 
and EE mostly initiating the dialogical phases. However, 
even though the division of responsibilities seems clear, in 3 
consultations, an EE initiated a monological phase whereas 
in 10 consultations, EX initiated a dialogical phase. This 
variability supports the fact that there is no rule of respon-
sibility in our sample.

We now turn to the analysis of the organizational jobs in 
terms of their possible relation with the two types of phases. 

Table 1   Coding scheme for the conversational jobs

The consultations were conducted in German in 10/11 cases (02–11). Sentence structure and semantics were adapted to the English language 
and thus correspond broadly to the German transcripts

Job Definition Examples

Establishing topical relevance (1) Framing the upcoming sequence as a longer mono-
logical phase.

EX: What we also need to talk about… (04)
EX: Planned is quasi for the fracture that we already 

talked about… (03)
Constituting an explanandum (2) Specifying the explanandum by localizing the crucial 

body areas or parts.
EX: As my colleague already said there are two types 

of circumcision. (11)
EX: So, he has up here a groove at his penis. (09)

Explication procedural, concep-
tual, and/or causal relation (3)

Providing information on the processes, concepts, 
and/or reasons underlying the operation as a whole 
or for individual steps.

EE: I don’t know if it is relevant but he is a premature 
baby, he had, he came five weeks too early, and that 
is the risk he had in the past but he outgrew them. 
(04)

EX: The procedure is nevertheless the same. So, we 
will make for one, a cut at the groin. (06)

Closing (4) Framing the upcoming sequence as a completion/
ending of the explanation.

EX: But one cannot exclude it for 100 percent, that is 
basically it. (04)

EX: Further questions? EE: No. (04)
Transition (5) Transfer back to a turn-by-turn structure in a small 

talk character or by signing the document.
EE: Thank you very much. (04)
EX: Then we will do it that way, yes? (04)
EX: Good I have quickly written everything down. 

(05)
EX: So, then I get your signature. (05)
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We start by taking a closer look at the distribution of the two 
types of phases in the different jobs (see Fig. 3). Building on 
the results, we will then present a case analysis for the core 
job (3) to highlight the co-constructive character of jobs in 
the dialogical phases.

Our analysis showed that the jobs coincide with both 
monological and dialogical phases (cf. Fig. 4).

We can thus assume a connection between our two ana-
lytical categories of organizational jobs and phase types. 
In more detail, the core job was executed in 83.0% of the 
monological phases (minimum 63.0% and maximum 94.0%, 
SD = 9.0). In addition, in ten out of eleven cases (90.9%), the 
core job occurred in the first monological phase.

In the following, we shall focus more specifically on the 
main job explicating procedural, conceptual, and/or causal 
relations (3) to point out the co-constructive characteristics 
in the monological as well as in the dialogical phases. We 
present the analysis of the core job (3) in a monological 
phase being further taken up in the subsequent dialogical 
phase following the method of conversation analysis (CA) 
[1].

The example is from consultation 04 and is in the first 
monological phase. In this case, the first monological phase 
includes the first two jobs (establishing topical relevance 
(1), constituting an explanandum (2)) as well as the core job 
explicating procedural, conceptual, and/or causal relations 
(3). The EX is the principal speaker. After the second job 
constituting an explanandum, the EX initiates the core job 
(explicating procedural, conceptual, and/or causal relations 
(3)) by: “äh what we do äh. This is followed by the EX’s 
explication about the planned surgery. First, the surgery is 
named (EX: “what we do äh is basically uh a closed reposi-
tion”). Second, the procedure of the surgery is further expli-
cated (EX: “that mean when he sleeps, you pull it once”; EE: 
“mhm” EX: “sets it straight again, that you put both äh break 
ends in front of each other again and then it is fixed with two 

wires, maybe [three] (EE: “[mhm]”) depending”). The EE 
regularly uses backchannel signals to display participation in 
the explanatory sequence and that the EX can continue with 
his explanation (Schegloff 1981; [10]. Thereby, the EE does 
not attempt to take the floor. This example shows that even 
if the EX as principal speaker takes the main effort during 
the monological phase in the core job, the EE is verbally 
involved as well, albeit to a reduced extent–the EX remains 
the principal speaker. However, as the backchanneling sig-
nals are important for the continuation of EX’s explication, 
we see this as an indication of co-construction.

In what follows now, the EE initiates a dialogical phase by 
asking a question, and thus addresses the EX directly (EE: 
“may I ask you a question” [in between]). The EX imme-
diately agrees to the EE’s request (EX: “[yes of course]”. 
Again, both participants are verbally involved, but the EX 
is no longer the principal speaker; instead, both participants 
share responsibility for the continuation of the conversation.

After obtaining the right to speak, the EE asks for confir-
mation on some information they had apparently received 
from the previous surgery (EE “your colleague has already 
tried that. Right? That uh was then but mechanically not 
manageable yet”). The EX supports this information with 
an acknowledgement token (EX “exactly”). Then the EX 
continues by explicating why the previous surgery by a col-
league had not been successful (EX: “so it is in the end, 
it has become just a little bit better, but it will not get any 
better or the danger is simply very very great that this can 
shift even further”). In contrast to the first example, both EE 
and EX contribute to the accomplishment of the job in the 
dialogical phase.

In sum, from our analyses, we derive the following results 
for the interplay of the different phases and the involve-
ment of the EE and EX in the specific context of medical 
consultations:

Fig. 1   Proportion of monologi-
cal and dialogical phases in the 
consultations
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(a)	 Naturally occurring explanations consist of two types 
of phases: monological and dialogical, indicating that 
both types of phases are necessary in explanatory 
sequences. They are monological to a great extent; 
hence, the dialogical phases are rather short. Further, an 
explanatory sequence starts with a monological phase, 
although the first monological phase is not always the 

longest in comparison to the other monological phases 
produced in the course of explanatory sequences.

(b)	 When looking at the initiation of the two types of 
phases in naturally occurring explanations, we found 
that the EX tended to initiate the monological phases 
more frequently. Vice versa the EE tended to initiate 
the dialogical phases more frequently suggesting a typi-
cal pattern known from scientific explanations [2].

(c)	 Adding another analytical layer, when averaged across 
explanatory sequences, the core job explicating proce-
dural, conceptual, and/or causal relations (3) related 
to monological as well as dialogical phases, thus sug-
gesting that it is omnipresent in both types of phases. 
Importantly, both EX and EE contribute to the accom-
plishment of the core job.

4 � Discussion

In this study, we investigated naturally occurring expla-
nations with the aim of exploring the involvement of the 
explainee (EE) as a first step toward an empirical basis to 
advance the social design of XAI. For this purpose, we 
sharpened the structure proposed by Quasthoff et al. [14] 
and further distinguished between monological and dialogi-
cal phases within an explanatory sequence. Building on the 
proposed structure (ibid), we applied a mixed method and 
were able to discover some patterns. In contrast to current 
XAI research where the two types of phases follow upon 
each other, we found monological phases to alternate with 
dialogical phases throughout the explanatory sequence, 
unless it is the last phase within a consultation (see Fig. 2). 
This result supports a study by Kobayashi [11] who found 

Fig. 2   Monological and dialogical phases in the explanatory 
sequences (N = 11) are indicated in gray (monological) and black 
(dialogical). Phases are displayed in relation to the duration time (t) 
of the entire sequence

Table 2   Total occurrences of monological and dialogical phase initia-
tions by explainers and explainees

Consultation Monological phases initi-
ated by

Dialogical phases initi-
ated by

Explainer Explainee Explainer Explainee

1 8 8 10 6
2 14 0 1 12
3 6 1 2 5
4 5 0 1 4
5 4 0 1 2
6 5 0 2 2
7 4 0 1 3
8 9 0 4 4
9 8 0 2 5
10 6 1 2 3
11 6 0 0 6
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Fig. 3   Distribution of jobs 
within the phases and across the 
11 consultations: for example, 
in consultation “No. 04” starts 
with “M1” referring to the 
first monological phase and 
indicating that jobs 2 and 3 was 
performed. This is followed by 
“D1” indicating that job 3 was 
performed in the first dialogical 
phase
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that learning from an explanation is best when partners are 
involved in both initial (similar to the monological phase 
in our study) as well as interactive phases (similar to the 
dialogical phase). Our results are in line with his findings 
by indicating that in naturally occurring explanations, both 
kinds of phases can be initiated by both partners. Further, the 
suggestion that the first monological phase is the longest [2, 
11] did not apply generally to the consultations investigated 
here. Instead, more variation was visible indicating the co-
constructive view.

With respect to the initiation of the phases and in line 
with previous research on scientific explanations [8], we 
found that most of the monological phases were initiated 
and performed predominantly by the explainer (EX). Vice 
versa, the explainee (EE) was found to initiate the majority 
of the dialogical phases in our sample.

Adding an analytical layer by identifying the conversa-
tional jobs, we further found that the core job of explicat-
ing procedural, conceptual, and/or causal relations (3) was 
present in both types of phases. That this job emerged during 
ongoing interaction suggests that the explanatory informa-
tion might be reformulated, negotiated between the partners, 
or spread across the partners’ contributions, and thus needs 
to be synthesized or collected.

Taken the three levels of linguistic description together, 
our exploratory study of naturally occurring explanations 
yielded frequently alternating phases, limited flexibility in 
the initiation of the phases, and the (re)occurrence of the 
core job in both types of phases. We interpret our findings 
as three possible aspects of co-construction.

These aspects can inform the XAI development about 
some required features but call for further empirical inves-
tigation: Co-constructive XAI could consider to make it 
possible for digital or embodied agents to switch between 

the monological and dialogical phases in an explanatory 
sequence. Furthermore, it should be possible for both the EX 
and the EE to initiate either phase. Finally, the occurrence of 
the core job in both phases indicates that the essence of an 
explanation emerges during the interaction. Future empirical 
investigation has to test that–based on our result (a) pre-
sented above–the monological and dialogical phases reoccur 
in explanatory sequences; further, with regard to the result 
(b), we can hypothesize that both partners are involved in the 
initiation of both types of phases but some responsibilities 
are assigned to EX (initiating the monological phases) and 
EE (initiating the dialogical phases); finally, with regard to 
the result presented in (c), the hypothesis that the core job 
is omnipresent in both types of phases need to be confirmed 
in a larger sample. How exactly both partners contribute to 
it is also a topic of further research analyzing the content 
transported in the main job.

In addition to the exploratory nature of our study, there 
are some more limitations to our findings. Even though our 
statistical analysis yielded some patterns, we must critically 
remark that our data stem from one hospital. It may well be 
that in our setting, an established conversational procedure 
was applied in which explainees are not only informed about 
the surgery but also need to give their consent at the end of 
the consultation. To what extent the results obtained here can 
be generalized to other explanatory settings is clearly a topic 
for further research that better isolates the contextual fac-
tors from properties of the explanatory sequences. Another 
limitation is that whereas we focused on the different kinds 
of phases, how they occur and are initiated naturally, we did 
not further analyze the content of the core job or the proper-
ties of the explanatory sequences. This indicates the need 
for further, more qualitative research. It is of vital interest 
to gain a deeper insight into the involvement of the EE in 

Fig. 4   Different jobs of an 
explanatory sequence distrib-
uted among monological vs. 
dialogical phases
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an explanation. Therefore, following Kobayashi [11], one 
could elicit the two phases systematically and then run a 
more detailed analysis, focusing on the specific verbal moves 
that the EE and EX make use of in the respective phases to 
determine what kind of moves occur at what phases. The 
selection of specific speaker moves could serve as a conver-
sational technique to guide an explanation and to adapt to 
the EE. For XAI, adaptation to the EE is of high interest to 
ensure the relevance of the explanation.

5 � Conclusion

Whereas first approaches to interactive explainable systems 
are currently being developed [18], little is known about 
the empirical basis for how to involve the explainee in an 
explanatory sequence. To design XAI systems more adapt-
able to the demands of human agents, studying the co-con-
struction of naturally occurring explanations may provide 
helpful insight. Our investigation of naturally occurring eve-
ryday explanations indicates that co-construction implies an 
involvement of explainees at any time during the unfolding 
explanation. Even though our investigation is of explora-
tive nature, the development of XAI systems might benefit 
from our results already. They could take the co-constructive 
nature of naturally occurring everyday explanations more 
into account: A first step could involve the implementation 
of alternating monological and dialogical phases during the 
explanatory sequence. We suggest that XAI might go even 
further by not only allowing humans to ask questions in the 
dialogical phases but also by providing them with the agency 
to intervene at any phase, or at least to initiate the dialogical 
phases.

A second step would build on existing research into the 
global structure of explanations described in terms of five 
subsequent and mutually accomplished organizational jobs. 
Using this structure as a modelling base for explanations, 
XAI could offer more fine-tuned adaptation opportunities 
for human agents’ demands. Accordingly, they could inter-
vene and initiate dialogical phases when they consider them 
appropriate or necessary. In addition, monitoring the core 
job and a form of synthesis of both partners’ contributions 
could allow for a meaningful and co-constructed extension 
or reorganization of the explanandum. This way, an XAI 
could achieve a progressive adaptation of the explanation to 
the explainee, increasing understanding of the explanandum.

To conclude, based on first exploratory empirical results, 
modeling could thus take both the alternation of monologi-
cal and dialogical phases during the explanatory sequence 
and their relation to its global structure into consideration. 
As a result, an XAI system could be designed to be more 
adaptive as it would enable the human to take part in the 
explanation more actively. Further research is needed to test 

our assumptions and to provide XAI with detailed informa-
tion on the composition of jobs regarding the systematics of 
alternating monological and dialogical phases.

Appendix

See Fig. 3
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