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Abstract

Today world thinks about coronavirus disease that which means all even this pandemic disease is not unique. The purpose
of this study is to detect the role of machine-learning applications and algorithms in investigating and various purposes that
deals with COVID-19. Review of the studies that had been published during 2020 and were related to this topic by seeking
in Science Direct, Springer, Hindawi, and MDPI using COVID-19, machine learning, supervised learning, and unsupervised
learning as keywords. The total articles obtained were 16,306 overall but after limitation; only 14 researches of these articles
were included in this study. Our findings show that machine learning can produce an important role in COVID-19 investiga-
tions, prediction, and discrimination. In conclusion, machine learning can be involved in the health provider programs and
plans to assess and triage the COVID-19 cases. Supervised learning showed better results than other Unsupervised learning
algorithms by having 92.9% testing accuracy. In the future recurrent supervised learning can be utilized for superior accuracy.

Keywords COVID-19 - Artificial intelligence Al - Machine learning - Machine learning tasks - Supervised and

un-supervised learning

Introduction

Recently, the world gained rapid progression in tech-
nology and it shows an important role in the developed
countries. Nowadays all daily life sectors such as edu-
cation, business, marketing, militaries, and communica-
tions, engineering, and health sectors are dependent on
the new technology applications. The health care center
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is a crucial field that strongly needs to apply the new
technologies from defining the symptoms to the accu-
rate diagnosis and digital patient’s triage. Coronavirus-2
(SARSCoV-2) causes severe respiratory infections, and
respiratory disorders, which results in the novel coro-
navirus disease 2019 (COVID-19) in humans who had
been reported as the first case in Wuhan city of China in
December 2019. Later, SARS-CoV-2 was spread world-
wide and transmitted to millions of people and the world
health organization (WHO) have announced the outbreak
as a global pandemic since the number of infected people
is still increasing day by day. As of 16th December 2020,
the total (global) coronavirus cases were approximately
73,806,583 with reported deaths of 1,641,635 (Pasupuleti
et al. 2021). The novel coronavirus appeared in December
2019, in the Wuhan city of China and the World Health
Organization (W.H.O) reported it on 31st December 2019.
The virus produced a global risk and W.H.O named it
COVID-19 on 11th February 2020 (Wu 2020). Up to the
present time, there was no specific medication that deals
directly with this new generation of COVID-19 virus, but
some of the companies produced several combination
drugs that basically made up from ethanol, isopropyl alco-
hols, and hydrogen peroxides in different combinations
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show a significant reaction to the novel virus and had
been confirmed and accepted by WHO to be used in the
world (Mahmood et al. 2020). The artificial intelligence
and deep learning algorithm show the ability to diagnose
COVID-19 in precise which can be regarded as a sup-
portive factor to improve the common diagnostic meth-
ods including Immunoglobulin M (IgM), Immunoglobulin
(IgG), chest x-ray, and computed tomography(CT) scan,
also reverse transcription-polymerase chain reaction (RT-
PCR) and immunochroma to graphic fluorescence assay.
The developments of a potential technology are one of the
currently used methods to identify the infection, such as
a drone with thermal screening without human interven-
tion, which needs to be encouraged (Manigandan 2020).
The assessment of the research that had been produced
whether it hits the target of the existing knowledge gaps
or not can be done by applying an artificialintelligence/
machine learning-based approach to analyze COVID-19
literature (Doanvo et al. 2020). Thus, the acceleration of
the diagnosis and treatment of COVID-19 disease is the
main advantage of these Al-based platforms (Naseem et al.
2020) which finally shows a huge potential to exponen-
tially enhance and improve health care research (Jamshidi
et al. 2020). Corona Virus Disease 2019 (COVID-19),
has become a matter of serious concern for each country
around the world. AI applications can assist in increas-
ing the accuracy and the speed of identification of cases
through data mining to deal with the health crisis effi-
ciently, the rapid expansion of the pandemic has created
huge health care disorders which as a result encouraged
the real need for immediate reactions to limit the effects.
Artificial Intelligence shows great applications in deal-
ing with the issue on many sides (Tayarani-N 2020). The
COVID-19 is an epidemic disease that challenged human
lives in the world. The systematic reviews showed that
machine learning ML training algorithms and statistical
models that are used computers to perform various tasks
without explicit commands (Bishop 2006). Currently,
machine learning techniques are used internationally for
predictions due to their accuracy. However, machine learn-
ing (ML) techniques, have few challenges such as the new
poor database that is available online. For instance, the
selection of the appropriate parameters is one of the chal-
lenges involved in training a model or the selection of the
best Machine learning model for prediction. Depending
on the available dataset researchers obtained predictions
by using the best Machine learning model that suits the
dataset (Shinde 2020). Machine learning techniques can
be used to extract hidden patterns and data analytics (Khan
2020). The algorithms of Machine-learning are designed
for identifying complex patterns and interfaces in the data,
in the context of unknown and complicated correlation
patterns among risk factors (Hossain 2019).
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Related work
COVID-19

The contagion disease caused by the SARS-COV-2 virus
named COVID-19 is requiring extraordinary responses of
special intensity and possibility to more than 200 countries
around the world, the first 4 months from its epidemic, the
number of infected peoples ranged from 2 to 20 million,
with at least 200,000 deaths. To manage the spread of the
COVID-19 infection among people rapidly, all the govern-
ments around the world applied severe actions, such as
the quarantine of hundreds of millions of citizens world-
wide (Alimadadi 2020). Nevertheless, the difficulty of
distinguishing between the positive and negative COVID-
19 individuals depending on the various symptoms of
COVID-19, all of these efforts are limited. Therefore, tests
to detect the SARS—CoV-2 virus are believed to be critical
to recognize the positive cases of this infection to limit the
(Brinati et al. 2020). Radiology and imaging are some of
the most beneficial and critical modalities used for diag-
nosis COVID-19 stage and hazards on the patient’s lungs
specifically by chest CT scan (Day 2020). Early diagnosis
of COVID-19 is important to minimize human-to-human
transmission and patient care. Recently, the separation
and quarantine of healthy people from the infected or per-
sons who suspect that they are carrying the virus is the
most effective technique to avoid the spread of COVID-19
(Deng 2020). Machine-learning techniques role showed
an important understandings of the COVID-19 diagnosis,
such as lung computed tomography (CT) scan whether it
can be regarded as the first screening or an alternative test
for the real-time inverse transcriptase—polymerase chain
reaction (RT-PCR), and the differences between COVID-
19 pneumonia and other viral pneumonia using CT scan
of the lungs(Kassani et al. (2004)).

Machine learning

Machine learning is one of the most promising tools in
classification (Hossain 2019). In essence; machine learn-
ing is a model that aims to discover the unknown function,
dependence, or structure between input and output vari-
ables. Usually, these relations are difficult to be existed
by explicit algorithms via automated learning process
(Zhang 2020a). Machine-learning methods are applied to
predict possible confirmed cases and mortality numbers
for the upcoming (Hastie et al. 2009). Machine learning
can be divided into two parts. The first part is to define
the optimal weight of data fusion of multi-node percep-
tion outcomes and eliminate unusable nodes based on the
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Fig. 1 Overview of machine-
learning types and tasks
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genetic algorithm, while the second part is to find fault
nodes through a fault recognition neural network (Unlii
and Namli 2020). Machine learning is a subsection of Arti-
ficial Intelligence (AI), and it involves several learning
paradigms, such as Supervised Learning (SL), Un-super-
vised Learning (UL), and Reinforcement Learning (RL)
(Shirzadi 2018). Typical ML models consist of classifica-
tion, regression, clustering, anomaly detection, dimension-
ality reduction, and reward maximization (Gao 2020). The
ML algorithms are trained in the SL paradigm, on labeled
data sets, meaning that they exist to a ground-truth output
(continuous or discrete) for every input. Conversely, in UL
(Bishop (2006)) there is no ground-truth output, and the
algorithms normally attempt to discover patterns in the
data. Reinforcement Learning aims to raise the cumula-
tive reward so that it is more suitable for sequential deci-
sion-making tasks (Zhang 2020b). Supervised learning
has regression and classification; unsupervised learning
includes cluster analysis and dimensionally reduction, also
Reinforcement Learning (RL) includes classification and
control, as illustrated in Fig. 1.

COVID-19 with machine learning

Recently there are three different perspectives of work
that had been done on edge computing and the detection
of (COVID-19) Cases. The viewpoints are including the
recognizing of (COVID-19) cases by machine-learning
systems (Table 1). The algorithms for the recognition
of activity from machine learning and the approaches
which used in edge computing are considered the Imag-
ing workflows that can inspire machine-learning methods
that are able of supporting radiologists who search for an
analysis of complex imaging and text data. For the novel
COVID-19 there are models capable of analyzing medical

Cluster Dimensionality

Analysis reduction [« Tasks

Classification Control

imaging and recognizing COVID-19 (Shirzadi 2018). Arti-
ficial intelligence Al has various types, machine learning
(ML), is one of these applications, it had been applied
successfully to different fields of medicine for detection
of new genotype—phenotype associations, diagnosis, which
showed effects on assessment, prediction, diseases classifi-
cation, transcriptomic, and minimizing the death ratio(Gao
2020).

The technique of automatic classification of COVID-19
can be applied by comparing general deep learning-based
feature extraction frameworks to achieve the higher accu-
rate feature, which is an important module of learning,
MobileNet, DenseNet, Xception, ResNet, InceptionV3,
InceptionResNetV2, VGGNet, NASNet were selected
among a group of deep convolutional neural networks
CNN. The classification then achieved by running the
extracted features into some of machine-learning classi-
fiers to recognize them as a case of COVID-19 or other
diseases (Bishop 2006). Progressive machine-learning
algorithms can integrate and evaluate the extensive data
that is related to COVID-19 patients to provide best under-
standing of the viral spread pattern, increase the diagnostic
accuracy, improve fresh, and effective methods of therapy,
and even can recognize the individuals who, at risk of
the disease depending on the genetic and physiological
features (Khanday 2020).

Literature searching strategy and article
selection

This systematic review paper used articles from online
digital databases, which include Science Direct, Springer,
Hindawi, and MDPI databases, two independent authors
started the search strategy from October 2020 until

Table 1 Search strategy and

. Source After query search After applying the After quality After full
paper selection process selection criteria assessment article read-

ing

Science direct 1254 440 24 4

Springer 5008 1549 217 5

Hindawi 10,000 3027 134 1

MDPI 44 38 20 4

Total 16,306 5054 395 14
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December 2020. The used keywords were “COVID-19;
Machine Learning; Supervised Learning; Un-supervised
Learning.”” They were connected to the relevant articles
using “and’’, or “or’’ to find the studies that deals with
human disease and COVID-19. The total number of the stud-
ies were (16,306) articles from all the databases, accord-
ing to the inclusion and exclusion criteria this number was

limited. The limitation includes selecting the publication
year (2019-2021), the articles type original articles that had
been published as journal articles in English language only
included. This selection strategy reduced the total number
to 5054 articles, then after quality assessment of these stud-
ies there was 395 articles which remained, then finally the
full text article reading minimized the last included articles
to 14. The included articles are presented according to the
author’s name, publication’s year, country, the used dataset,
the applied method, and finally their results in (Table 2).

Machine-learning types applied

According to Fig. 2, supervised learning is the dominant
machine-learning type applied for production lines. The
majority of studies used both supervised learning methods
which were (92.9%), whereas unsupervised learning was
(7.1%).

Results
Machine-learning tasks addressed

Figure 3 shows that classification is the main task, which
accounts for about (86%) of all selected papers. There are
about (7%) of papers that applied for each of the regression
and clustering.

Machine-learning algorithms used

Figure 4 shows that the logistic regression is largely applied
in production lines. Logistic regression is the most fre-
quently applied machine-learning algorithm, including five
papers in 14 papers. Artificial neural network algorithm
(ANN) and CNN (convolutional neural network) are in the
second and third ranks which were three and two papers in
14 papers, respectively. Linear regression, K-Means, KNN
(K-nearest neighbors), and Naive Bayes are the other algo-
rithms applied for production lines.

Discussions and implications

The new transmitted virus was discovered and spread out
from Wuhan city of China in December 2019 and affected
more than (100) countries around the world in a very short
time (Wu 2020). It was represented and introduced to the
World Health Organization (W.H.O) on 31st December
2019. The virus was then termed COVID-19 by W.H.O on
11th February 2020, because it formed a global risk (Wu
4
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2020). This family of viruses also includes SARS, ARDS.
W.H.O confirmed this eruption as a public health emergency
(Manigandan et al. 2020). Technology progressions have a
fast effect on each field of life; the medical field is one of
the important direct daily related to people’s lives. Recently
Artificial intelligence Al had been introduced to the medical
field and it has shown promising outcomes in health care due
to the high accuracy of data analysis which makes an exact
decision making. Researchers all over the world tried to find
a method to improve the clinical diagnosis and minimize the
rapid spread of this virus so that they involved Al algorithms
in the diagnosis of this disease. This review paper explains
various Al algorithms that people used in their researches
and will compare their results to demonstrate the best accu-
rate method that shows the most improving in COVID-19
diagnosis. The total studies that used in this research are (14)
original articles, all of them used supervised learning as the
main method, but the algorithms were differed among them
according to the research purpose.

A study recently published 2020 in India they extracted
their dataset from GitHub which was 212 reports of 1000
cases, they used supervised learning as their main method
in machine-learning application, and the algorithm that they
applied was classification logistic regression and multinomi-
nal Nia’’ve Bayes. The findings showed that Logistic regres-
sion and multinominal Nia’’ve Bayes are better than the
commonly used algorithms according to 96% accuracy
obtained from the findings (Khanday 2020). Scientists in the
USA published an article 2020 they relied on United States
health systems to custom 197 patients as their data, the main
method that they used was supervised learning, while the
algorithm was classification logistic regression, their results
showed that this algorithm displays higher diagnostic odds
ratio (12.58) for foreseeing ventilation and effectively triage
patients than a comparator early warning system, such as
Modified Early Warning Score (MEWS) which showed
(0.78) sensitivity, while this algorithm showed (0.90) sensi-
tivity which leads to higher specificity (p <0.05), also it
shows the capability of accurate identification 16% of
patients more than a commonly used scoring system which
results in minimizing false-positive results (Burdick 2020a).
Varun et al. (2020) used 184,319 reported cases as a ataset
in his article in which he applied the same method super-
vised learning but with a different algorithm which was con-
volutional neural network CNN and their outcomes were in
response to this crisis, the medical and academic centers in
New York City issued a call to action to artificial intelligence
researchers to leverage their electronic medical record
(EMR) data to better understand SARS-COV-2 patients. Due
to the scarcity of ventilators and a reported need for a quick
and accurate method of triaging patients at risk for respira-
tory failure, our purpose was to develop a machine-learning
algorithm for frontline physicians in the emergency
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department and the inpatient floors to better risk-assess
patients and predict who would require intubation and
mechanical ventilation (Arvind 2020). Meanwhile, another
study had been published in Italy by (Luca et al. 2020) who
used also supervised learning in their methodology but they
used a different algorithm this time called K-nearest neigh-
bors classifier K-NN, their research results showed that the
proposed method that aims to detect the COVID-19 disease
by analyzing medical images by building a model allowing
an easily data set availability for research purposes using 85
chest X-rays. The research shows the effectiveness of the
proposed method in the discrimination between the COVID-
19 disease and other pulmonary diseases (Brunese 2020).
Constantin et al. (2020) published an article in Germany he
depended on 152 datasets of COVID-19 patients and 500
chest CT scans, he also relied on supervised learning but
using Neural Network Algorithm for analyzing these data.
Their findings showed that the combining between machine
learning and a clinically embedded software developed plat-
form allowed time-efficient development, immediate deploy-
ment, and fast adoption in medical routine. Finally, they
achieved the algorithm for fully automated segmentation of
the lung, and opacity quantification within just 10 days was
ready for medical use and achieved human-level perfor-
mance even for complex cases (Anastasopoulos 2020). Far
away from Europe and the USA, a study conducted by
(Amar et al. 2020) in Egypt depended on 5000 COVID-19
cases as a dataset. They had chosen supervised learning as
their method than using regression analysis as the selected
algorithm. The result showed that the designated models,
such as the exponential, fourth-degree, fifth-degree, and
sixth-degree polynomial regression models are brilliant
especially the fourth-degree model which will benefit the
government to prepare their procedures for 1 month. Fur-
thermore, they introduced a well-known log that will grow
up the regression model and will result in obtaining the epi-
demic peak and the last time of the epidemic during a spe-
cific time in 2020. Besides, the final report of the total size
of COVID-19 cases (Amar et al. 2020). Researchers in Israel
presented research by (Dan et al. 2020) they extracted 6995
patient reports from Sheba Medical Center to be used as
research data, they also used supervised learning as the main
method, and then they selected the artificial neural network
ANN as the used algorithm in their study, depending on the
patient biography it had been demonstrated that APACHE
II score, white blood cell WBC count, duration from symp-
toms to admission, oxygen saturation and blood lymphocytes
count were the most related variables to the used models.
The findings demonstrated that Machine-learning (ML)
models showed high efficiency in predicting serious COVID-
19 as compared to the other efficient tools available. Here-
after, the results suggested artificial intelligence be applied
for accurate risk estimation of COVID-19 patients, to
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enhance patient triage (Assaf 2020). In a study conducted
by (Hermans et al. 2020) in the Netherlands, their article
used 319 patients as the dataset and they selected supervised
learning as their method, while the logistic regression was
the selected algorithm. In this article, they depended on the
patient’s chest CT scan scores, and the RT-PCR test the
results demonstrated that Chest CT, using the CO-RADS
scoring system, is a specific useful method that can lead to
accurate diagnosis of COVID-19, particularly if RT-PCR
tests are uncommon during an epidemic. Also merging a
predictive machine-learning model may more improve the
diagnosis accuracy of chest CT scans for COVID-19
patients. Nevertheless, they recommended RT-PCR must
remain as the primary standard of testing, because up to 9%
of patients with positive RT-PCR were not identified by
chest CT or the presented machine-learning model (Hermans
2020). In Germany, Christopher et al. (2020) used 368 inde-
pendent variables as a sample size in their article which built
its methodology on supervised learning, and the model was
Bayesian machine-learning analysis. They focused on vari-
ables and factors that increase the COVID-19 incidence in
Germany depending on the multi-method ESDA tactic
which provides a unique insight into spatial and spatial non-
stationaries of COVID-19 occurrence, the variables, such as
built environment densities, infrastructure, and socioeco-
nomic characteristics all showed an association with inci-
dence of COVID-19 in Germany after assessment by the
county scale. Their research outcome suggests that imple-
mentation social distancing and reducing needless travel can
be important methods for reducing contamination (Scarpone
2020). Hoyt et al. (2020b) presented an article that depended
on the data obtained from 290 patients to use supervised
learning in their article and the logistic regression as the
specific algorithm, to find the correlation between the treat-
ment and the mortality in the entire 290 population that is
infected by COVID-19 in the USA by detecting the hazards
on the entire population the 290 patients who enrolled in
their research and also on the subpopulation who prepared
for the suitable treatment identified by the algorithm. The
findings showed that there is no correlation between the
mortality and treatment in the entire population as the
hydroxychloroquine was associated with a statistically sig-
nificant (p =0.011) rise in survival the adjusted hazard ratio
was 0.29, 95% with a confidence interval (CI) 0.11-0.75.
Although the patients who were indicted by the algorithm
the adjusted survival was 82.6% in the treated group and
51.2% in the group who were not treated, after machine-
learning applications the algorithm detected 31% of improv-
ing among the COVID-19 population which shows the
important role of the machine-learning application in medi-
cine (Burdick 2020b). Reichberg et al. (2020) used the inter-
national program food for 170 countries as a source of their
research using unsupervised learning and specifically the

K-means clustering algorithm to find the association
between obesity and mortality in the COVID-19 countries.

The research findings stated that countries with the high-
est death ratio were those who had a high consumption of
fats, while countries with a lower death rate have a higher
level of cereal consumption followed by a lower total aver-
age intake of kilocalories (Garcia-Ordas, et al. (2020)). A
study conducted to (Shinwoo et al. 2020) their research
data were extracted from the immigrant Korean COVID-
19 patients who were 290 cases from 12 states all of them
older than 18 years, the study observed the ability to the
prediction of discrimination-related variables, such as rac-
ism effects, and sociodemographic factors that influence the
psychological distress level during the COVID-19 pandemic,
they nominated the supervised learning as the method and
then using the Artificial Neural Network ANN as the main
algorithm, their result showed The Artificial Neural Net-
work (ANN) analysis, which is a statistical model and able
to examine complex non-linear interactions of variables, was
applied. The algorithm perfectly predicted the person’s flex-
ibility, familiarities of everyday discernments, and the racist
actions toward Asians in the U.S. since the beginning of the
COVID-19 pandemic which finally provides important sug-
gestions for public health practitioners (Choi 2020). During
the same time, a study presented by (Yigrem et al. 2020)
conducted a cross-study based on 244 of the healthcare pro-
viders in Dilla, Southern Ethiopia. Supervised learning was
used in the methodology and then they analyzed the data by
logistic regression algorithm to find the association between
the perceived stress of COVID-19 and the health care pro-
viders. Results showed that more than half of the research
participants were presented with perceived stress of corona-
virus disease, which means that there is a strong correlation
between the health care staff and perceived stress of COVID-
19 (Chekole, et al. (2020)). Finally, the last article conducted
by (Abolfazl et al. 2020) their study used 57 samples of
COVID-19 cases from the USA to find out the relationship
between the sociodemographic and environmental variables,
other diseases, such as chronic heart disease, leukemia,
and pancreatic cancer, also socioeconomic factors and the
death ratio due to COVID-19 disease. Results showed that
the presented model (logistic regression) shown that these
factors and variables describe the presence/absence of the
hotspot of the COVID-19 incidence which was clarified by
Getis-Ord Gi (p <0.05) in a geographic information system.
As a result, the findings provided valuable insights for pub-
lic health decision makers in categorizing the effect of the
potential risk factors associated with COVID-19 incidence
level (Mollalo et al. 2020).
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Conclusion

This study focused on the articles that applied machine-
learning applications in COVID-19 disease for various pur-
poses with different algorithms, 14 from 16 articles used
supervised learning, and only one among them used unsu-
pervised learning another one used both methods supervised
and unsupervised learning and both of them shows accu-
rate results. The studies used different machine-learning
algorithms in different countries and by different authors
but all of them related to the COVID-19 pandemic, (5) of
these articles used Logistic regression algorithm, and all
of them showed promising results in the COVID-19 health
care applications and involvement. While (3) of the arti-
cles used artificial neural network (ANN) which also shows
successful results, the rest of the 14 articles used different
supervised and unsupervised learning algorithms and all of
the models showed accurate results. Our conclusion is ML
applications in medicine showed promising results with high
accuracy, sensitivity, and specificity using different models
and algorithms. In general, the paper results explored the
supervised learning is more accurate to detect the COVID-
19 cases which were above (92%) compare to the unsuper-
vised learning which was mere (7.1%).
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