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Abstract
Most of oil reservoirs in the world have faced decrease in production and they are in the second half of their life cycle. There-
fore, tertiary and enhanced oil recovery (EOR) techniques are needed for continuous production from these reservoirs. As 
choosing the most appropriate EOR methods for a reservoir is a challenging task for reservoir engineers, screening of EOR 
approaches is of high importance before any full field simulation and experiments. Enhanced oil recovery screening is a mul-
tiple criteria decision-making (MCDM) problem and hence, a systematic statistical algorithm based on MCDM can be used 
for this purpose. In this study, for the first time, a new EOR screening method is proposed by using VIKOR and Monte-Carlo 
algorithms. The approach used a large database of successful EOR projects around the world and was applied to 12 various 
EOR methods including a wide range of conditions and properties. Pre-processing was performed on the gathered database 
and then based on reservoir engineering analyses and using a pairwise comparison matrix, initial weights were considered 
for the parameters in each EOR method. Afterward, these weights were used in the proposed VIKOR MCDM calculation 
algorithm and the corresponding numerical values of EOR techniques for each reservoir were obtained. Finally, the EOR 
method with the highest corresponding value was selected as the most suitable method. Results demonstrated that by using 
the presented approach, a high classification accuracy of 98% was obtained for different cases, which shows the proficiency 
and robustness of the developed screening algorithm. In addition, the reliability of the developed method was validated using 
data obtained from 11 oil reservoirs in the southwest of Iran. Also, the results were compared with the results of previous 
studies and they were in a very good match. The developed approach is less expensive and faster than full field simulation 
method and can be used as an efficient EOR screening approach for reservoirs with different properties in the world.

Keywords  Enhanced oil recovery · Screening · MCDM · VIKOR · Monte-Carlo · Reservoir engineering

List of symbols
A	� Alternative
C	� Criterion
d	� Value of the matrix of pairwise comparisons
f +	� Best solutions for each criterion
f −	� Worst solutions for each criterion
m	� The number of options
n	� Normalized decision matrix
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S	� Utility measure for alternative f
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S−	� Usefulness value indicates the option's relative 

distance from the anti-ideal location
V 	� Weight for strategy of maximum group utility
w	� Standard weight
X	� Decision matrix
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Abbreviations
ASP	� Alkaline/surfactant/polymer
EOR	� Enhanced oil recovery
MADM	� Multiple attribute decision making
MCDM	� Multiple criteria decision making
MODM	� Multiple objective decision making
SAGD	� Steam-assisted gravity drainage

Introduction

Matured oil fields are the main sources of the large portion 
of the produced oil around the world. However, production 
from these oil fields is decreasing and most of them are in 
their second-half life. Global demand for energy is grow-
ing and replacing new resources is difficult. Therefore, oil 
is expected to be the dominating energy resource. Conven-
tional methods for oil production from the current fields 
cannot suffice the high energy demands. In addition, after 
primary and secondary oil recovery, more than 60% of the 
initial oil in-place remain in the reservoir. In this situation, 
tertiary recovery approaches, called enhanced oil recovery 
(EOR) methods, have shown capacity to create a balance 
between demand and supply in the worldwide energy market 
(Dickson et al. 2010; Zendehboudi et al. 2011; Bhatti et al. 
2019; Khan et al. 2020; AlRassas et al. 2022).

Different EOR methods have been proposed during the 
last decades and depending on the fluid, geological, and rock 
characteristics of a candidate reservoir, specific enhanced 
oil recovery methods are suitable for that reservoir. Since 
determining the most appropriate EOR method is a chal-
lenging task for engineers, EOR screening is used before 
any full field simulation. Screening of EOR methods is a 
process that considers influencing factors and all possible 
approaches and finally suitable methods are introduced for 
further studies and experiments. Therefore, at early steps of 
a reservoir development process, EOR screening is of high 
importance and has been shown to be an effective method 
(Bang 2013).

Enhanced oil recovery screening process in which the 
best EOR scenarios are found, has been performed before 
and there exist several researches in literature that provide 
clear strategies and procedures for screening criteria of 
different enhanced oil recovery operations and petroleum 
production methods (Taber et al. 1997; Jensen et al. 2000; 
Alvarado et al. 2002; Teletzke et al. 2005; Adasani and Bai 
2011; Zerafat et al. 2011; Parada and Ertekin 2012; Mash-
ayekhizadeh et al. 2014; Zhang et al. 2019; Khazali et al. 
2019). Studying similar projects that have been carried out 
successfully is one of the main steps of any EOR screening 
process. This process considers three main aspects; tech-
nical aspects, projects location, and economic aspects. In 
technical screening, fluid, rock, and petrophysical properties 

of the candidate reservoir are compared with reservoirs 
that have undergone successful improved recovery pro-
cesses. Enhanced oil recovery projects are time-consuming 
and costly and due to technical complexity, they might be 
exposed to failure risk (Bourdarot and Ghedan 2011). There-
fore, location optimization is another aspect that needs to 
be considered for reducing the risk of failure during manag-
ing an EOR project. Technical screening is also necessary 
for evaluating EOR approach from an economical point of 
view. After carrying out the desired EOR method, recovery 
factor would be increased and the incremental production 
must be analyzed and investigated so that the operational 
cost could be compensated. According to literature, there 
exist two general methods for EOR screening, which are 
categorized as conventional EOR screening and advanced 
EOR screening. In the conventional method, some criteria 
are pre-defined and possibility of different EOR methods 
is determined based on these criteria. Acceptable ranges 
of reservoir fluid and rock characteristics are included in 
the considered criteria. Taber et al. (1997) study was the 
pioneer of this kind of screening criteria approach. In their 
study, criteria were proposed by analyzing different projects 
of EOR implementation before 1997. Economic limitations 
had sensible impact in their defined criteria. These criteria 
have been used and updated by many researchers for years. 
Al Adasani and Bai (2011) updated and adopted these by 
considering EOR projects after 1998 and Mashayekhizadeh 
et al. (2014) extracted some pessimistic and optimistic crite-
ria by combining important criteria. With progress in com-
puter science and also increasing the number of successful 
EOR projects, new tools such as machine learning and data-
driven models can be extensively used for EOR screening. 
This approach is considered as advanced EOR screening. 
In this method, data-driven models are utilized for cluster-
ing EOR projects and finding relationships between the 
implemented EOR technique and reservoir properties. The 
conducted study by Alvarado et al. (2002) was the earliest 
work in advanced approaches for EOR screening. They used 
clustering and dimension reduction techniques for determin-
ing the most suitable EOR methods. Zerafat et al. (2011) 
used Taber screening criteria and predicted appropriate EOR 
methods by Bayesian Belief network. Khazali et al. (2019) 
trained a fuzzy decision tree for EOR screening. They use 
data of 548 worldwide EOR projects. Cheraghi et al. (2021) 
used several machine learning approaches such as deep and 
shallow artificial neural networks, decision tree, random for-
est, Naïve Bayes, etc. and a database of more than 1000 EOR 
projects for selecting most appropriate EOR methods.

Lots of successful EOR projects have been performed 
on various reservoirs with different properties and charac-
teristics since 1959; however, these methods are still lim-
ited in deployment around the world (Alemi et al. 2010; 
Rbeawi 2013). Enhanced oil recovery screening techniques 
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have been done using different approaches, which include 
statistical methods, artificial intelligence and machine 
learning, clustering, simulation, and other hybrid meth-
ods (Dickson et al. 2010; Adasani and Bai 2011; Warrlich 
et al. 2012; Hama 2014; Saleh et al. 2014; Khojastehmehr 
et al 2019; Cheraghi et al. 2021). In this study, data of 746 
successful EOR projects around the world was effectively 
carried out. Pre-processing was performed on the gathered 
data and the combination of VIKOR and Monte-Carlo algo-
rithms, which is a multi-criteria decision-making (MCDM) 
approach, was used for screening EOR methods. 12 differ-
ent EOR methods, including N2 injection, hydrocarbon gas 
injection, CO2 injection, immiscible gas injection, polymer 
flooding, in-situ combustion, steam, alkaline, surfactant, 
alkaline/surfactant/polymer (ASP) flooding, steam-assisted 
gravity drainage (SAGD), and microbial EOR were consid-
ered in the developed model. The proposed and developed 
screening algorithm was then tested using the data of 11 oil 
reservoirs in the southwest of Iran and the obtained results 
were compared with the results of Mashayekhizadeh et al. 
(2014) work in order to show the performance and profi-
ciency of the presented algorithm.

Methodology

Data gathering

The data pertaining to reservoirs worldwide where enhanced 
oil recovery has been effectively implemented and published 
in an oil and gas journal were extracted. Then, the data were 
normalized by carrying out the steps outlined below. Repre-
senting real-world projects, being large enough to develop a 
generalized model, and containing the required and relevant 
input variables were the main conditions for data gathering. 
No single source exists to gather all the required informa-
tion for the used EOR methods as well as reservoirs charac-
teristics. Therefore, in this study, different references have 
been used to create a suitable dataset. The main sources 
used for data collection were Oil and Gas Journal bian-
nual EOR surveys (ETTINMUNGON 2006; Koottungal 
2008, 2012, 2014; Moritis 1996, 1998; Worldwide 2002, 
2004). These resources provide a suitable dataset for pro-
jects such as hydrocarbon injection, CO2 and N2 injection, 
steam injection, and combustion. Due to the lack of data for 
some EOR projects such as chemical enhanced oil recovery 

approaches, the works published by Sheng (2010; 2013; 
2014) and Standnes and Skjevrak (2014) were used to com-
plete the dataset. Most of the reservoirs in the used dataset 
are conventional and unconventional fractured reservoirs. 
Due to the lack of data, only a few special reservoirs such 
as shale oil were considered; therefore, the gathered dataset 
cannot be a good representative for such reservoirs. Success 
or failure of projects were considered in the gathered data. 
Successful EOR projects were filtered and used in this study. 
Each project was characterized by fluid and rock properties 
as input parameters and the implemented recovery method 
as the output.

Data pre‑processing

In this study, data of 746 successful EOR projects around the 
world was effectively carried out. For each reservoir, param-
eters containing missing data were eliminated. Before injec-
tion, ten reservoir parameters were utilized, these include 
porosity, permeability, gravity, viscosity, temperature, depth, 
lithology, composition, thickness, and oil saturation.

Reservoirs with fewer than nine parameters out of the 
ten specified parameters were eliminated. The methods of 
enhanced oil recovery, whose number of reservoirs was very 
small, were also eliminated.

Weighting effective parameters in each EOR 
approach

The significance of several elements in the execution of a 
particularly enhanced oil recovery should be ranked. Some 
factors may be so crucial that, even if all other parameters 
meet the screening criteria, the method will be rejected for 
the reservoir under consideration if a single parameter is out 
of range. For instance, the tank depth parameter is a crucial 
and extremely critical component for water vapor injection 
operations. Because if the reservoir is deep enough, the heat 
transfer of the water vapor with the well wall during injec-
tion could cause the water to boil and remove the enthalpy 
of vaporization, which is crucial for reducing the viscosity of 
the oil in the reservoir and causing it to flow, leading to the 
failure of the operation. Consequently, it is essential to value 
(weight) the screening parameters. Several researchers have 
performed this. For instance, Rivas et al. (1994) and Diaz 
et al. (1996) allocated weights to reservoir parameters for 
carbon dioxide gas injection method (Tables 1 and 2). Now 

Table 1   Screening criteria of 
Rivas et al. (1994)

EOR Method Gravity (°API) Viscosity (cp) Oil composition (%) Oil satura-
tion (%PV)

Depth (ft)

N2/ Flue gas > 35 < 10 High C1–C7 > 30 > 4500
CO2 > 25 < 15 High C5–C12 > 30 > 2000
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we must address a new issue. How should the weighting of 
factors for enhancing oil recovery screening be determined?

To conduct this research, an initial weight for each param-
eter of the reservoir for each extraction method is required. 
Consequently, the pairwise comparison matrix generates 
the basic weight values of each reservoir parameter. This 
method compares indicators pairwise and determines their 
relative weight (related to the decision's primary objective). 
According to engineers and reservoir specialists, it has been 
utilized to determine pairwise comparison values. The initial 
weights are then optimized using the algorithm outlined in 
the next section in order to match the outputs of the model 
with the actual project data.

Multi‑criteria decision analysis

In recent decades, academics have focused on multi-criteria 
models for making complicated decisions. In these circum-
stances, multiple optimality measurement criteria may be 
used instead of a single criterion. In other words, most man-
agers' decisions are influenced by a variety of quantitative 
and qualitative variables that frequently conflict with one 
another, and they attempt to select the optimal option from 
several alternatives.

Multi-criteria decision-making problems are inherently 
challenging to solve and difficult to accomplish. Multi-cri-
teria decision-making (MCDM) diagram is shown in Fig. 1. 
Increasing the desirability of one can diminish the desirabil-
ity of another, especially when most of the desired criteria 
compete with one another. For this reason, methodologies 
such as multi-criteria decision making and particularly 
“multiple attribute decision making” have been created to 
resolve these issues. Various strategies are utilized at dif-
ferent phases of decision making by multi-index methods. 

In these procedures, numerous alternatives are examined 
based on various criteria; the optimal option or an appropri-
ate sequence of options is chosen. Prioritizing the available 
options, multi-indicator decision-making methods based 
on mathematical reasons determine the optimal decision-
making option.

Steps to solve multiple attribute problems

In order to resolve problems involving multiple indices, the 
following steps have been considered:

Define the objective of the problem.  The first step in solv-
ing problems with multiple attributes is to define the prob-
lem's objective precisely.

Establishment of evaluation indicator  It is possible to col-
lect information on indicators that are effective in achieving 
the problem's objective and from which it is possible to col-
lect their data.

•	 Qualitative and quantitative attributes
•	 Positive and negative attributes

A positive attribute indicates that we want to increase its 
value in the model. A negative attribute indicates that we 
want to decrease its value in the model.

Quality attribute range:

In order to perform calculations on qualitative attributes, 
they must be converted to a quantitative value.

Table 2   Screening criteria of Diaz et al. (1996)

EOR Method Parameters Gravity (API) Oil satura-
tion (%PV)

Net thick-
ness (ft)

Average perme-
ability (md)

Tempera-
ture (°F)

Pressure/MMP Porosity (%)

CO2 Optimum 37 60 50 300 160 1.3 20
Lower limit 24 8 5 17 80 0.1 17.6
Upper limit 48 80 175 3485 276 1.47 34
Weight 0.24 0.2 0.11 0.07 0.14 0.19 0.02

Fig. 1   Multi-criteria decision-
making chart

Multiple Objective Decision Making 
(MODM) Multiple Attribute Decision Making (MADM)

Multiple Criteria Decision Making 
(MCDM) 
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Option determination  Either the options are already known 
and only a decision needs to be made, or they are deter-
mined by investigating the problem's scope. Then, the deci-
sion-making options that have the capability to collect infor-
mation about them are chosen.

Determining the scoring method for attributes  After iden-
tifying the decision options and attributes, we must choose 
how to score the attributes. Choosing a method at this level 
will dictate the methods utilized in subsequent steps. There 
are two general approaches for achieving this, which will be 
discussed below.

•	 Decision matrix: In this technique, a matrix of options 
and attributes are created, with the options typically 
placed in the rows and the attributes in the columns. The 
decision-maker specifies the quantity required for quan-
titative attributes and his choice for qualitative attributes 
in each matrix cell

•	 Pairwise comparison matrix: In this technique, the deci-
sion-maker inserts her relative preferences for each of 
the criteria into a matrix known as the matrix of paired 
comparisons.

Evaluation of  attributes  After identifying the attributes 
and setting the scoring mechanism for those attributes, we 
evaluate them.

Normalization of  attributes  As previously indicated, each 
quantitative attribute has its own measuring scale, making 
it impossible to compare their respective values. In order to 
perform the comparison, they must therefore, be measured 
independently of the unit. There are three approaches men-
tioned for this purpose.

Normalization using norm

The square of the sum of the squares of the elements in 
each column is used to divide each element of the decision 
matrix in this method. The row in front of each option is then 
split into two parts using a table (attributes-options). The 
decision matrix values are displayed in the upper part, and 
the normalized value is displayed in the lower part.

Linear normalization

In this procedure, we invert the values of the negative 
attributes and then divide each matrix value by the column's 
maximum value. Obviously, suppose all attributes have a 
negative aspect. In that case, there is no need to compute 
the inverse of each value, and it is possible (in addition to 
the previous way) to divide the value of each cell in the 
matrix by the highest value of the corresponding column 

and subtract one from the result. It is evident that the values 
obtained are between 0 and 1. This method of normalization 
has the advantage of being linear and converting all results 
to a linear ratio. Thus the existing relative order of the results 
is maintained.

Fuzzy normalization

In this procedure, normalized values for positive and 
negative attributes are distinct.

The norms were used for normalization in this study.

Attribute weighting  After normalizing the values of each 
index, it is necessary to assess the relative significance of 
each attribute. For this reason, the matrix method of paired 
comparisons was utilized in this study.

VIKOR algorithm

Opricovic and Tzheng (2004) created VIKOR algorithm, a 
multi-criteria decision-making technique, to address a dis-
crete decision-making problem with inconsistent criteria 
(different measurement units). VIKOR denotes a compro-
mise solution and multi-criteria optimization. This method 
was created for optimizing complex systems with multiple 
criteria. This strategy focuses on categorizing and selecting 
from a set of options, as well as determining compromise 
solutions for an issue with competing criteria, in order to 
assist decision-makers in reaching a conclusion. In this case, 
the compromise solution is the justifiable solution that is 
closest to the ideal solution, where compromise refers to 
a mutual agreement. This compromise method presents a 
multi-criteria ranking index based on the relative proximity 
to the optimal solution (Chu et al. 2007).

The steps of VIKOR algorithm are as follows:

Construction of the decision matrix  The decision matrix or 
option scoring matrix is based on criteria.

X represents the decision matrix, whereas Xij represents 
each element. The values of each criterion for each option 
are denoted by Xij.

C1,…., Cn = Criteria
A1,…., An = Alternatives

(1)D =

. C1 C2 … Cj ⋮ Cn

A1 X11 X12 … X1j … X1n

A2 X21 X22 … X2j … X2n

⋮ ⋮ … … ⋮ … ⋮

Ai Xi1 XI2 … Xij … Xin

⋮ ⋮ ⋮ … ⋮ … ⋮

Aj Xj1 Xj2 … Xjj … Xjn
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Data normalization  The subsequent step involves normal-
izing the decision matrix using the following formula:

where Xij represents the value of each option's criterion. The 
numbers will appear in a new table after powering the num-
bers and the sum of each column and taking the square root 
of the sum of each column.

Identifying the ideal positive and negative points  We deter-
mine the best and worst solutions for each criterion and label 
them f+ and f−, accordingly. If the criterion is appropriate, 
we will have the following:

Calculating benefits and  losses  In VIKOR calculations, 
Opricovic (1998) has suggested two key concepts: benefit 
or usefulness (S) and regret (loss) (R). The usefulness value 
(S) indicates the i-th option's relative distance from the 
ideal location, whereas the regret value (R) represents the 
i-th option's maximum discomfort from the ideal position. 
These values can be found by using the following formulas.

wj = Standard weight of j-th

VIKOR index calculation  The VIKOR index (Q) is calcu-
lated as (Opricovic 1998):

(2)
nij =

xij∑m

1
xij

i =1, 2,… .,m , j = 1, 2,… n

(3)f + = Max fij

(4)
f − = Min fij

|j = 1, 2,… , m|

(5)Si =

n∑
�=�

wj ⋅

f+
j
−f ij

f+
j
−f−

j

(6)Ri = Maxi

[
wj ⋅

f+
j
−f ij

f+
j
−f−

j

]

(7)Qi = V
Si−S

∗

S−−S∗
+ (� − V)

Ri−R
∗

R−
−R∗

(8)S∗ = Min Si |i = 1, 2,… ,m|

(9)S− = Min Si |i = 1, 2,… ,m|

(10)R∗
= Min Ri |i = 1, 2,… ,m|

V = 0.5, v € [0, 1]
In the above equation, V is the weight for strategy of 

maximum group utility, and it is usually equal to 0.5. When 
V > 0.5, the index of Qi will tend to majority agreement and 
clearly when V < 0.5, the index of Qi will indicate majority 
negative attitude.

Two ultimate decision‑making conditions for  the  VIKOR 
algorithm  In the final stage of VIKOR method, the options 
are arranged into three groups depending on their Q, R, and 
S values, from small to large. The optimal option is the one 
with the smallest Q if the two conditions below are met:

Condition one: If options A1 and A2 rank first and second 
among m options, respectively, the following relationship 
must be established:

Condition two: Option A1 must be ranked first in at least 
one of the R and S groups. If the first condition is not met, 
both options are preferable. If the second requirement is not 
met, both options A1 and A2 are chosen as the best (Tavana 
et al. 2016).

Monte‑Carlo method

The Monte-Carlo approach relies on repeated sampling to 
compute results. In fact, they are a type of computing algo-
rithm that calculate their results through repeated random 
sampling. Due to their dependence on iterative computations 
and random numbers, Monte-Carlo methods are frequently 
developed to be executed by a computer. Methods based 
on Monte-Carlo are also effective for modeling phenomena 
with a high degree of uncertainty in the inputs, such as the 
calculation of business risk. Using Monte-Carlo approach 
necessitates a large number of random numbers. Numerous 
engineering calculations can be performed using the Monte-
Carlo approach.

All Monte-Carlo algorithms follow the same pattern:

•	 Step 1: Establish a set of inputs.

This indicates that we have a set of variables and the 
possible values for them or observations that are part of a 
dataset.

•	 Step 2: Inputs are generated at random (values of vari-
ables or a set of observations)

The generation of data at random based on a probability 
distribution.

(11)R−
= Min Si |i = 1, 2,… ,m|

(12)Q(A�)−Q(A�) ≥
�

m−�
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•	 Step 3: Run some calculations on these inputs.

Calculates on the input data.

•	 Step 4: Repetition of steps 2 and 3.

Steps 2 and 3 are repeated numerous times (usually more 
than 10,000 times) until convergence is attained.

•	 Step 5: Align the previous step's results with a final com-
putation.

Each computational execution's results are incorporated 
into the final response (Kumar et al. 2015).

Also, note two additional frequent characteristics of the 
Monte-Carlo method:

•	 Calculations rely on accurate random numbers
•	 Gradual convergence to more accurate estimations as 

additional data are simulated.

Structure of the proposed algorithm

Figure 2 illustrates how to obtain optimal coefficients using 
the proposed algorithm. This method's general approach is 
based on the extraction of appropriate weights derived from 
the results and experiences of previous successful enhanced 
oil recovery operations. In this procedure, the methods of 
enhanced oil recovery are ranked using VIKOR algorithm 
and basic weights and then compared to the actual oil recov-
ery to determine the percentage of matching methods. By 
generating random weights and employing the Monte-Carlo 
method, we will attempt to obtain the optimal weights for 
selecting the optimal enhanced oil recovery method. In 
simpler terms, the purpose of this study is to simulate the 
process of selecting a method for oil recovery by compar-
ing it to the selection of a product or method based on past 
experiences. As a straightforward illustration, selecting a 
watermelon is based on the ability to identify the sound of 
watermelons being knocked.

This algorithm is divided into four stages, which are as 
follows:

•	 The first phase involves determining the initial base 
weights and the acceptable weight range

•	 The second phase consists of an initial calculation using 
the VIKOR method

•	 The third stage is to generate random weights
•	 The fourth stage involves comparing and determining the 

best weight.

Phase 1

•	 Selecting the base weight for each reservoir parameter 
based on the opinions of reservoir experts

The pairwise comparison matrix method is utilized to 
compute the basic weight values of every reservoir param-
eter. This method compares indicators pairwise and deter-
mines their relative weight (relative to the decision's primary 
objective). The Pairwise comparison values were determined 
based on the advice of reservoir experts.

Phase 2

•	 Calculating and determining the ranking of enhanced oil 
recovery methods using the VIKOR algorithm

At this stage, after performing the calculations according 
to VIKOR algorithm, the basic weights for each of the reser-
voir parameters are used to rank each enhanced oil recovery 
method. Then, we calculate and record the corresponding 
percentage of the results obtained with the enhanced oil 
recovery technique.

Phase 3

•	 Producing random weights from base weights

At this point, new weights are obtained for use in VIKOR 
algorithm while taking into consideration the acceptable 
range for the weight of each parameter, in the expert's 
opinion.

•	 Calculate using the updated weights.

At this stage, we calculate the rank of each enhanced oil 
recovery method using new weights and record the percent-
age of matches with the list of successful methods.

Phase 4

•	 Comparison with earlier calculations and selection of 
weights with the highest proportion of matches

In this step, the matching percentages obtained in previ-
ous steps are compared, and the largest percentage is deter-
mined in order to select the optimal weights so far. The opti-
mal weights are then used as the new base weights.

•	 Repetition of the third phase of the proposed algo-
rithm 10,000 times with the Monte-Carlo method
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Fig. 2   Flowchart of the pro-
posed algorithm

Using expert opinions and pairwise comparisons matrix calculations to determine 
the base weight values

Determining the acceptable range for the weight of each parameter with expert 
opinion

Performing calculations with the VIKOR algorithm and using the initial weights and 
recording the weights and results Pairwise comparisons

Comparing the obtained results with EOR methods and determining matching 
percentage 

Generating random weights using base weights 
Within the acceptable range of pairwise comparisons

Comparison with EOR methods and determining the matching percentage 

Declaring available weights as the optimal weight

Performing calculations with new weights

Comparison with previous calculations and selection of weights with the highest 
matching percentage as the new base weight

Is the number of repetitions 
equal to the desired Limit?

Is the matching percentage acceptable 
based on expert opinion?

Start

END

NO 

NO 

Yes

Yes
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•	 Analyzing the weights and matching percentages 
obtained, making necessary adjustments as needed, and 
repeating the algorithm loop until the highest matching 
percentage is reached and in accordance with profes-
sional judgment

•	 Declaring as optimal the weights with the highest per-
centage of matching.

Results and discussion

This study collected data of 746 reservoir samples from 
around the world, where one of the enhanced oil recovery 
processes was successfully implemented. Table 3 provides 
a summary of the successful reservoirs around the globe.

Ten parameters of these reservoirs including porosity, 
permeability, gravity, viscosity, temperature, depth, oil satu-
ration prior to injection, lithology, composition, and thick-
ness were used in this study. Other rock and fluid properties 
can also be used; however, due to the lack of data for large 
numbers of reservoirs in the used dataset, these properties 
were ignored.

Development of the pairwise comparison matrix 
and determining the parameter weights

In this study, the pairwise comparison matrix method is 
utilized to determine the base weight values for each reser-
voir parameter. In this technique, indicators are compared 
pairwise, and their relative weight (relative to the decision's 
primary objective) is determined. According to reservoir 
engineering analysis, the results of determining the pair-
wise comparison values can be seen in Table 4. The base 
weight values will then be determined based on the gener-
ated pairwise comparison matrix and experts' opinion. Saaty 
(1990) method was used for this purpose. Table 5 shows 
these values. For pairwise comparison matrix, consider that 
the decision-maker finds the superiority of composition over 
gravity is equal. The value of this judgment will be (1) If 

the superiority of composition over depth is near equal or 
intermediate, then it will be (2) Also, if composition is mod-
erate important than porosity, the value of the judgment will 
be (3) One should note that in the above matrix, the self-
superiority of each element equals 1.

The method for calculating the weights involves first 
calculating the sum of each column and then dividing the 
value of each column by its own sum. This is to normalize 
the matrix. Afterward, the final weight is then calculated by 
averaging each element in the row of the normalized matrix. 
The formula for calculating weight is as follows:

dj is the value of the jth row of the matrix of pairwise com-
parisons, where j = 1, 2,…, n. The outcome of the calcula-
tions is shown in Table 6.

Determining the ideal values for each parameter 
and its value

To choose the enhanced oil recovery method based on calcu-
lations and the advice of experts as the input of the VIKOR 
algorithm, ideal values for each parameter were taken into 
consideration prior to beginning the suggested process. In 
other words, for any EOR technique, each criterion has an 
ideal value and the reservoir parameters similarity with 
respect to this value leads to the applicability of that EOR 
approach for the reservoir. Table 7 displays the intended 
results.

In this study, the ideal values for each EOR method 
have been determined by studying various successful EOR 
projects around the world that are reported in Oil and Gas 
Journal in years 1998–2014 and the key screening criteria 
reported in Taber et al. (1997) and Adasani and Bai (2011) 
were used. Since, according to VIKOR algorithm, it is nec-
essary to determine the positive or negative effect of each 
parameter relative to the ideal value in the final solution, 

(13)Wj = dj∕

n∑
j = �

dj

Table 3   Some Reservoirs with successful EOR methods

Reservoir Gravity (API) Viscosity (cp) Com-
position 
(%)

Lithology Oil satu-
ration 
(%)

Perme-
ability 
(mD)

Thickness (ft) Depth (ft) Tem-
perature 
(°F)

Porosity (%)

USA-WY 26 8 4 S 40 20 678 7350 213 20.5
AT-SV 19.8 2.22 4 S 72.5 0.6 899 10,656 220 12.6
AZ-IL 26 2.5 4 S 76 1.5 500 10,000 217 14
AZ-SV 25.2 1.32 4 S 70 1.18 2600 10,600 248 9
MI-IL 23.7 3.9 1 S 73 1.17 550 10,150 225 13.7
MI-SV 24.8 2.8 4 S 76 1.74 1000 10,800 235 9
MI-AS 27.5 1.46 4 S 68.7 5.2 1170 7031 178 23.3
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according to reservoir engineering knowledge, the formula 
for calculating the ratio of each parameter's value to the ideal 
value is calculated separately for each of the methods and 
parameters. This is called the effectiveness of the parameter 
in the EOR method. For example, for gravity, the following 
formula is used. If there is no value for the parameter, the 
effectiveness will equal to 5.

If (reservoir oil gravity > ideal value), then effectiveness 
of gravity = 9.

ELSE
Effectiveness of gravity = (reservoir oil gravity/ideal 

gravity)*9.

Using VIKOR algorithm for EOR screening 
of a sample reservoir

As discussed in previous sections, first of all, the pairwise 
comparison matrix was developed and the parameters' 
weights were determined. Then for each EOR method, the 
ideal values were defined based on calculations and the 
advice of experts. These values are the inputs of VIKOR 
algorithm. After determining the formulas corresponding 
to each approach, the effect of each parameter can be calcu-
lated. Using data from a representative (sample) reservoir, 
we will demonstrate how the VIKOR algorithm operates. 
Using the appropriate formulas discussed in previous section 
for calculating the effectiveness of each parameter in EOR 
methods, the determined values of each index are listed in 
Table 8.

Table 9 provides the values of various parameters for the 
sample reservoir.

First, apply evaluation formulas to Table 7, and then raise 
the resulting values to power 2. The outcome is displayed 
in Table 10.

At this point, the values of Table 8 are divided by the 
square root of the sum of each column in Table 10. Then, 
the obtained values are multiplied by the values in the last 
column (weight) of Table 6 to yield Table 11, which is the 
weighted matrix for the sample reservoir. This table is illus-
trated below.Ta
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The best value (F Max), the worst value (F min), and the 
difference between the two for each parameter can now be 
determined. Results are illustrated in Table 12.

Because the quantity of each parameter has its own scale, 
it is required to compute the benefit and loss values accord-
ing to the following formulae for each EOR method so that 
the scales have no influence.

The results for each EOR method are shown in Table 13.
At this point, the final value of each enhanced oil recov-

ery approach is computed based on the parameters of the 
reservoir using the following formula. The results are shown 
in Table 14 in descending order.

Enhanced oil recovery methods with highest score have 
the major possibility of success. As shown in Table 14, for 
the sample reservoir, CO2 injection has the highest possibil-
ity of success as an EOR scheme for the sample reservoir 
and nitrogen (N2) injection would be the least to succeed as 
it has the lowest score.

Evaluation of the proposed method

The majority of large reservoirs, which are responsible for a 
significant portion of oil production, have reached the end of 
their productive lives and are gradually losing productivity. 
In order to protect existing resources and increase produc-
tion capacity or prevent a decline in production from these 
reservoirs, enhanced oil recovery processes are strategically 
important.

Enhanced oil recovery involves the injection of fluids 
such as gases, chemicals, and hot fluids into the reservoir in 
order to extract a fraction of the reservoir fluid that cannot be 
extracted naturally. Consequently, the amount of oil recov-
ered from reservoirs increases when enhanced oil recovery 
techniques are applied. Selecting an efficient enhanced oil 

(14)Sj =

n∑
i=1

wi ⋅
f +
i
−f ij

f +
i
−f−

i

;

(15)Rj = Maxi

[
wi ⋅

f +
i
−f ij

f +
i
−f−

i

]

(16)S− = Min Si, S+ = Max Si

(17)R−
= ��� Ri, R+

= ��� Ri

(18)Qi =

⎧⎪⎨⎪⎩

Ri−R
−

R+
−R−

�� S+ = S−

Si−S
−

S+−S−
�� R+

= R−

Si−S
−

S+−S−
V +

Ri−R
−

R+
−R−

(�−V) ���������
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recovery technique is the first and most crucial step in the 
process.

In the first phase of this study, a database of informa-
tion gathered from reservoirs where enhanced oil recovery 
procedures were successful was compiled. Then, the pro-
posed algorithm was implemented using a table of 12 EOR 
methods with the most statistical data among the executed 
methods.

According to the proposed algorithm, each method of 
enhanced oil recovery was calculated for all existing res-
ervoirs using the beginning weight specified by an expert, 
and at the conclusion of each round of execution, the total 
matching percentage was calculated. The program then con-
tinued with new random weights to get a larger percentage 
of matches. After every 1000 iterations, the generated results 

were evaluated, and the algorithm's parameters were updated 
as necessary.

In the first 10,000 iterations of the algorithm's execution, 
25%, then 51%, and finally 81% matching were obtained, as 
shown in Table 15.

Table 16 displays the amount of obtained weights as 
well as the normalized amount of these weights in the third 
round, which corresponds to a matching percentage of 81.

At this stage, the matching percentage was determined 
and analyzed separately for each of the enhanced oil recov-
ery technique. The percentage of matches can be found in 
Table 17.

Despite the high level of total adaptation, the percentage 
obtained for five methods of enhanced oil recovery is zero. 
Therefore, the approaches can be divided into two distinct 
groups and hence, the proposed algorithm can be applied 
independently for each group. Tables 18 and 19 display the 
list of the defined groups.

In the first stage of applying the suggested algorithm for 
the second group of methods, weights with complete match-
ing were obtained in 41% of cases, and in the second stage, 
weights with complete matching were obtained in 100% of 
cases. The resulting weights are shown in Table 20.

The algorithm was then run again for the initial group. 
The outcome of the first round was 98%, and after a full 
round, no better result was attained; hence, the same weights 
were determined to be optimal for the first group. Table 21 
illustrates the ideal weights determined for each of the pre-
sented groups.

The proposed algorithm was then used to screen EOR 
methods for 11 oil reservoirs in the southwest of Iran. Most 
of these reservoirs are carbonate reservoirs. The details of 
using the method for these reservoirs are fully explained in 
the next section.

Screening EOR methods for some of the Iranian oil 
reservoirs using the proposed algorithm

The acquired results raise the question of which of the 
obtained weights should be utilized to select the optimal 
enhanced oil recovery technology for a certain reservoir. 
In order to address this question and provide a general 
comparison of the results produced from the suggested 
technique, it was decided to analyze 11 sample reservoirs 
from the oil-rich regions of the south that were screened 

Table 13   Maximum and minimum values for each EOR method

EOR method S R

N2 injection 0.525 0.134
Hydrocarbon gas 0.337 0.126
CO2 injection 0.265 0.110
Immiscible gas injection 0.221 0.119
Polymer 0.371 0.119
In-situ combustion 0.342 0.134
Steam 0.310 0.134
Surfactant 0.334 0.110
Alkaline/surfactant/polymer 0.300 0.125
Alkaline 0.222 0.112
Microbial 0.335 0.130
Steam-assisted gravity drain-

age (SAGD)
0.264 0.132

S− 0.221 R− 0.110
S+ 0.525 R+ 0.134

Table 14   Ranking EOR methods based on final score for the sample 
reservoir

EOR method SCORE

CO2 injection 0.93
Immiscible gas injection 0.81
Polymer 0.56
Hydrocarbon gas 0.48
Steam 0.35
In-situ combustion 0.30
Steam-assisted gravity drainage (SAGD) 0.29
Alkaline 0.27
Alkaline/surfactant/polymer 0.18
Surfactant 0.15
Microbial 0.10
N2 Injection 0

Table 15   Matching percentage values for different rounds of the used 
algorithm iterations

Number of algorithm 
execution

First round Second round Third round

Matching percentage value 25 51 81
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in Mashayekhizadeh et al. (2014) study using the method 
given in this study. The findings of the calculations were 
then compared to those of the cited paper. The difference 
in calculating results achieved with each of the two weight 
groups obtained was also explored. Table 22 contains the list 
of the corresponding reservoirs and the EOR methods pro-
posed by Mashayekhizadeh et al. (2014) for each reservoir.

After calculating separately for each of the previous 
two groups, the findings for each reservoir were evaluated. 
Through careful examination of the obtained data, we have 
determined that the values obtained for the first group are 
higher and clearly distinguishable from those obtained for 
the second group. Table 23 displays the results collected for 
the R1 reservoir. R1 is a carbonate oil reservoir.

Since the higher values achieved for each of the sets of 
weights and groups of the corresponding enhanced oil recov-
ery cannot be a solid justification for picking one of the two 
sets of methods, the set of results obtained and given in the 
table must be compared to the results of the study supplied 
by Mashayekhizadeh et al. (2014). Results obtained based on 
both groups of weights as well as the comparison between 
the results of the proposed algorithm and the ones deter-
mined by Mashayekhizadeh et al. (2014) are provided in 
Tables 24 and 25. Comparing the results of the calculations 
using the proposed approach with the method of Mashayekh-
izadeh et al. (2014) reveals that the first group of acquired 
methods conforms to the results of Mashayekhizadeh et al. 
(2014) to a greater extent than 70%.

In conclusion, a comparison of the results obtained from 
two groups of weights discovered that the higher value cal-
culated for each of the recommended methods of enhanced 
oil recovery for a particular reservoir can serve as the basis 
for evaluating that method as the optimal and recommended 
method for that reservoir.Ta
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Table 17   Matching percentage values for each EOR method

EOR method Matching per-
centage for each 
method

N2 injection 100
Hydrocarbon gas 100
CO2 injection 98
Immiscible gas injection 88
Polymer 0
In-situ combustion 98
Steam 98
Alkaline 0
Surfactant 0
Alkaline/surfactant/polymer 0
Steam-assisted gravity drainage (SAGD) 100
Microbial 0
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As discussed in previous sections, the proposed approach 
is efficient to find the most suitable EOR techniques for an 
oil reservoir. However, there are challenges and limitations 
regarding this approach and other screening methods that 

need to be discussed. Enhanced oil recovery screening is 
a complex process that needs various data of simulations 
studies, theoretical and experimental works of a candidate 
reservoir. By integrating this information, the most appro-
priate EOR method can be selected. One issue is that very 
limited information about the past and present successful 
EOR projects is accessible. Therefore, important informa-
tion about the candidate reservoir are not considered during 
the screening process. For example, for finding the appli-
cable EOR methods, production data of the candidate res-
ervoir should be integrated, but current screening methods 
do not use these data. Another limitation of the proposed 
approach is that for each reservoir parameter, only a single 
value can be assigned. However, due to heterogeneity, there 
is a large variation in most of reservoir parameters such as 
permeability, saturation, porosity, etc. Considering a single 
value causes uncertainty to the screening results. Economic 
issues can highly impact the success of an EOR project. 
This feature is not considered as an input to the screening 
approaches and hence, it is a source of uncertainty in the 
obtained results. Another limitation regarding data-driven 
screening approaches is the insufficient number of some 
EOR projects, for example some chemical EOR methods, 
microbial EOR, etc. Future studies on EOR screening should 
consider these limitations and challenges.

Conclusions

In this study, application of a new multiple criteria decision-
making (MCDM) approach based on VIKOR and Monte-
Carlo algorithms in determining the most appropriate 
enhanced oil recovery (EOR) methods was investigated. The 
performance of the proposed screening method was analyzed 
and the obtained results were compared with the results of 

Table 22   List of reservoirs with the suggested EOR method by Mash-
ayekhizadeh et al. (2014)

Reservoir Suggested EOR method

R1 CO2 injection
R2 CO2 injection
R3 CO2 injection
R4 CO2 injection
R5 CO2 injection
R6 CO2 injection
R7 In-situ combustion
R8 CO2 injection
R9 In-situ combustion
R10 Hydrocarbon gas
R11 CO2 injection

Table 23   The obtained matching results for the sample reservoir (R1)

First group Second group

EOR method Results EOR method Results

CO2 injection 0.960 Steam 0.341
Immiscible gas injection 0.905 In-situ combustion 0.349
Polymer 0.905 Steam-assisted 

gravity drainage 
(SAGD)

0.335

Hydrocarbon gas 0.879 Alkaline 0.334
Alkaline/surfactant/polymer 0.830 N2 injection 0.330
Surfactant 0.756
Microbial 0.806

Table 24   Comparison of the 
obtained results based on 
both groups of weights for the 
reservoirs in southwest of Iran

Obtained results based on the first group of 
weights

Obtained results based on the second 
group of weights

Reservoir Calculated value EOR method Calculated value EOR method

R1 0.960 CO2 injection 0.349 Surfactant
R2 0.968 CO2 injection 0.346 Surfactant
R3 0.947 CO2 injection 0.355 Surfactant
R4 0.950 CO2 injection 0.358 Surfactant
R5 0.955 CO2 injection 0.352 Surfactant
R6 0.952 CO2 injection 0.353 Surfactant
R7 0.939 CO2 injection 0.358 Surfactant
R8 0.937 CO2 injection 0.370 Alkaline
R9 0.939 CO2 injection 0.383 Alkaline
R10 0.947 CO2 injection 0.394 Alkaline
R11 0.973 CO2 injection 0.367 Surfactant
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previous researches. Overall, this research concludes some 
important findings as follows:

•	 The developed approach is new, flexible and simple-to-
use, and could predict the appropriate EOR method with 
acceptable accuracy. The model can also reduce screen-
ing time by analyzing various parameters simultaneously

•	 As a comprehensive and large database including suc-
cessful EOR projects around the world was gathered and 
used to model and test the presented approach, it can be 
concluded that the proposed model can be applied for 
reservoirs with wide ranges of properties and different 
EOR methods

•	 The model could also successfully distinguish various 
categories of EOR techniques for non-observed data. The 
results were in a very good match with the results of 
Mashayekhizadeh et al. (2014) work for 11 of Iranian oil 
reservoirs (non-observed data). CO2 injection is recom-
mended mostly for these Iranian reservoirs

•	 The main advantage of the proposed screening approach 
in this study is that it can be implemented for any oil res-
ervoir, as a fast tool to predict the most suitable enhanced 
oil recovery method. Another advantage of the presented 
model is that the obtained results are not biased by the 
expert's opinion and knowledge. The presented method is 
also applicable for new field tests. New data can be added 
to the dataset and the proposed model is upgraded using 
the new dataset

•	 Screening of EOR techniques using the proposed 
approach and other data-driven models suffers from limi-
tations which could affect the results. These limitations 
include: deficient input variables, unbalanced and lack 
of enough data, and also no consideration of economic 
issues in the used datasets

•	 Future studies on using data-driven models for EOR 
screening should consider the limitations to improve the 
comprehensiveness and reliability of the obtained results.
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