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Abstract
Amplitude variation with offset (AVO) analysis is an important tool for identifying natural gas-bearing reservoirs. The 
changes in seismic amplitudes based on the variation of density and velocity of the rock matrix are captured through the 
AVO analysis. The current work was performed in the Ghotaru region of the Jaisalmer Sub-basin area, where limited and 
discrete hydrocarbon discoveries were observed from the Lower Goru Formation during the earlier various exploration 
campaigns. The discrete nature of the reservoir lithofacies developed challenging scenarios for the successful exploratory 
campaign. The campaign encountered more difficulties because of limited advanced datasets, which affected the study to 
capture the extension of hydrocarbon-bearing reservoir lithofacies and its characterization towards a successful exploration 
campaign. This study shows the way to overcome these challenges using an existing conventional dataset. The study shows 
the possibility of AVO analysis using a post-stack seismic dataset. A unique conversion method from post-stack to pre-stack 
seismic is introduced in this study based on the uses of the integrated velocity model. An integrated, robust velocity model 
was developed with consideration of anisotropy factors. Introducing a machine learning-based algorithm in the petrophysi-
cal study, including the conventional approach, provides a robust validation of this work. Intercept (A) and gradient (B) 
are the basic outcome of AVO analysis. The well-based study and AVO analysis based on intercept (A) and gradient (B) 
complement each other for finding hydrocarbon-bearing reservoir rock. Cross-plots and AVO analysis show the reservoir's 
lithofacies extension and fluids. The study reveals the potential of natural gas retained in the Lower Goru Formation, which 
is composed of patchy sandstone. Two AVO classes (Class I and Class III) of gas-bearing sandstone have been identified 
in this study. This study presents a unique method for identifying natural gas reservoirs with limited old conventional data.

Keywords  Jaisalmer Sub-basin · Amplitude variation with offset (AVO) · AVO attributes · Integrated velocity model · 
Anisotropy · Lower Goru Formation · Natural gas

List of symbols

Latin letters
A	� Intercept
a 	� Constant
B	� Gradient
b 	� Constant
C	� Curvature factor
Cj 	� Centroid for cluster j
GRlog 	� Gamma ray reading of the formation, API
GRmin 	� Minimum gamma ray reading, API

GRmax 	� Maximum gamma ray reading, API
IGR 	� Gamma ray index
J 	� Objective function
k 	� Number of clusters
K 	� Number of components in the mixture model
m 	� Cementing factor
mij 	� Stiffness coefficient in the Xi direction and 

polarized in the Xj direction
m

11
 	� Stiffness constant in a plane in which shear 

wave is propagating and polarized in the  X1 
direction

m
13

 	� ANNIE model estimated stiffness constant
m

33
 	� Stiffness constant in the perpendicular axis

m
55

 	� Stiffness constant in a vertical plane compris-
ing compressional wave in the X3 axis and shear 
wave in the X1 axis

 *	 Saurabh Datta Gupta 
	 sdattagupta237@gmail.com

1	 Indian Institute of Technology (Indian School of Mines), 
Dhanbad, India

http://crossmark.crossref.org/dialog/?doi=10.1007/s13202-023-01721-3&domain=pdf


422	 Journal of Petroleum Exploration and Production Technology (2024) 14:421–452

1 3

m
66

 	� Stiffness constant in a horizontal plane com-
prising shear wave in the X1, X2 axes

mijkl 	� Elastic coefficients
N 	� Number of observations
n 	� Saturation component
nj, nl 	� Elements of normal wave front
Pk 	� Unit displacement vector
R 	� Resistivity, Ω ft
RP 	� P wave reflection coefficient
R
sh

 	� Resistivity of shale, Ω m
RT 	� Rock resistivity, Ω m
RW 	� Formation water resistivity, Ω m
RS 	� S wave reflection coefficient
sh 	� Hydrocarbon saturation
sw 	� Water saturation
t
0
 	� Two-way reflection time, s

Vij 	� Wave velocity propagating in the Xi direction 
and polarized in the Xj direction, m/s

VP 	� P wave velocity, m/s
VPa 	� Average P wave polar anisotropy velocity, m/s
VPH	� Horizontal P wave polarization, m/s
Vp0 	� P wave velocity parallel to the axis of symme-

try, m/s
ΔVP 	� P wave velocity change along an interface, m/s
ΔV

Pa
 	� Average P wave polar anisotropy velocity 

change along an interface, m/s
VS 	� S wave velocity, m/s
VSH	� S wave polarized in the perpendicular direction 

to the symmetry, m/s
V
sh

 	� Shale volume
VSV	� S wave polarized in the parallel direction to the 

symmetry, m/s
Vs0 	� S wave velocity parallel to the axis of symme-

try, m/s
V
SVa

 	� Average SV wave polar anisotropy velocity, m/s
ΔVS 	� S wave velocity change along an interface, m/s
ΔV

SVa
 	� Average SV wave polar anisotropy velocity 

change along an interface, m/s
V
11

 	� Shear wave velocity travelling and polarized in 
the X1 direction, m/s

V
12

 	� Shear wave velocity along the X1 direction, dif-
ferentiated in the X2 direction, m/s

V
13

 	� SX component obtained from compressional 
wave velocity, m/s

V
33

 	� Compressional wave velocity propagating and 
polarized along the X3 direction, m/s

x 	� Offset distance, m
x
(j)

i
 	� Observation

Z 	� Depth, ft

Greek letters
� 	� Thomsen anisotropy parameter gamma
� 	� Thomsen anisotropy parameter delta

�ik 	� Kronecker delta function
Δ� 	� Anisotropy parameter delta change across an 

interface
� 	� Thomsen anisotropy parameter epsilon
Δ� 	� Anisotropy parameter epsilon change across an 

interface
� 	� Incidence angle, degree
�a 	� Wavefront angle, degree
� 	� D-dimensional mean vector
�k 	� Mixing coefficient which provides a density 

estimate of individual Gaussian component
� 	� Density, g/cm3

�b 	� Bulk density comprising both rock and fluid 
density, g/cm3

�f  	� Fluid density, g/cm3

�
ma

 	� Rock matrix density, g/cm3

Δ� 	� Density changes along an interface, g/cm3

Σ 	�  D X D covariance matrix defining the Gaussian 
shape

|Σ| 	� Determinant of Σ
� 	� Poisson’s ratio
Δ� 	� Change in Poisson’s ratio
v 	� Phase velocity, m/s
vi 	� Interval velocity, m/s
vr 	� RMS velocity, m/s
v
rms

 	� Layer RMS velocity, m/s
� 	� Porosity
�D 	� Density porosity
�
eff

 	� Effective porosity
�N 	� Neutron porosity
�
sh

 	� Porosity reading in a shale zone
�T 	� Total porosity

Acronyms
API	� American petroleum institute
AVO	� Amplitude variation with offset
CDP	� Common depth point
CMP	� Common mid-point
DT	� Acoustic compressional slowness
EM	� Expectation-Maximization
GMM	� Gaussian mixture modelling
GR	� Gamma ray
ML	� Machine learning
NMO	� Normal move out
NPHI	� Neutron porosity
RHOB	� Bulk density
RMS	� Root mean square
TOC	� Total organic carbon content
VSP	� Vertical seismic profile
VTI	� Vertical transverse isotropic
W-AN	� Analogue well
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Introduction

The present work is performed in the Jaisalmer Sub-basin, 
which is a part of the Rajasthan Basin. Rajasthan Basin is 
considered a prolific hydrocarbon-bearing province in India. 
A significant portion of the Jaisalmer Sub-basin is a part of 
the Rajasthan Shelf. This basin widens to the Mari region 
in this area and has been converted to a part of the Indus 
Basin. Study shows that the hydrocarbon migration from the 
Indus Basin to the Jaisalmer Sub-basin occurred during the 
Cretaceous age (Boruah 2010). However, the significant dis-
covery of hydrocarbon is limited in this sub-basin because 
of the complex reservoir structure and frequent changes in 
the reservoir lithofacies. The present work has been accom-
plished in the Ghotaru region, where hydrocarbon-bearing 
lithofacies are present with limited discoveries. The geo-
logical character of the formation displays the probability 
of getting natural gas in this area. However, due to a lim-
ited geoscientific dataset, a limitation for conducting an 
advanced level of integrated geoscientific study has been 
observed in this area. Identifying natural gas over seismic 
images requires AVO analysis. AVO analysis tracks seismic 
reflection amplitude changes. AVO analysis is capable of 
identifying the reservoir lithofacies and characterizing the 
fluid property (Chiburis et al. 1993) by capturing the varia-
tions in the physical properties (Cardamone et al. 2007) of 
the rock that influence the seismic amplitudes across the 
boundary (Dahroug et al. 2017) in most of the geological set-
tings. To conduct AVO analysis, pre-stack seismic data are 
required where a variation of seismic amplitude is captured 
with offset. This amplitude variation produces the anomaly 
between reservoir and non-reservoir lithofacies due to the 
presence of fluid. The analysis works more prominently in 
the gas reservoir. Compressional and shear sonic data are 
also necessary for AVO analysis to understand reservoir 
behaviour. In this study, the AVO analysis was performed 
without the support of pre-stack seismic and shear sonic 
(S-sonic) data. The full workflow was designed based on the 
conversion process from post-stack seismic and conventional 
well log data. A unique approach was adopted to convert the 
conventional geoscientific data into required data for AVO 
analysis. The study was limited to the Lower Goru Forma-
tion of the early cretaceous age, and it is composed of shale 
and clay with occasional sandstone. To support the results 
from AVO analysis, a comprehensive petrophysical analysis 
was performed to understand the reservoir properties over 
conventional data. The machine learning algorithm is also 
used to detect patterns of reservoir lithology and rock prop-
erties in the Lower Goru Formation. The cluster analysis 
technique is used for this purpose to get effective results in 
this geological setting. Machine learning (ML)-based petro-
physical analysis (McDonald 2021) produced less uncertain 

results with effective support for the AVO analysis. In this 
study area, significant heterogeneities are observed in the 
reservoir section in the Lower Goru Formation. The hetero-
geneities have been taken care of through the incorporation 
of anisotropy parameters in the study. Development of the 
integrated velocity model was crucial in our study, where 
anisotropy factors were also taken care of. In view of aniso-
tropic condition of earth’s geometry (Rosid et al. 2018), we 
used the anisotropic aspect of P-sonic velocity by consider-
ing Thomsen anisotropy parameters epsilon (ε) and delta (δ) 
in the current study. The analysis shows the interpretation 
of post-stack seismic data AVO inversion in the Ghotaru 
region of the Jaisalmer Sub-basin area to depict gas reser-
voirs within the field using AVO inversion techniques. The 
assumption behind the AVO analysis has its origin in the 
Zoeppritz equations through angle dependent variation of 
reflection coefficient (Muskat and Meres 1940).

The study of model-based AVO shows a comprehen-
sive comparison between seismic-based common offset 
shot gather and models which are generated during AVO 
analysis (Russell and Hampson 1991). The developed inte-
grated expression (Aki and Richard’s 2002) during AVO 
analysis represents significant anomalies in reference to 
the mudrock line in the seismic data (Smith and Gidlow 
1987; Castagna et al. 1985) which shows hydrocarbon in 
the reservoir. The integrated expression was simplified to 
capture the feasible variation of primary wave reflection 
coefficient (Fatti et al. 1994) where pre-stack seismic data 
provide significant information in the form of petrophysi-
cal and rock physical properties (Aki and Richards’ 1980) 
during AVO analysis. Different forms of attribute analysis 
based on AVO outcomes such as intercept (A) and gradi-
ent (B) produce distinct result to identify the hydrocarbon 
(Rutherford and Williams 1989) including challenging 
reservoir condition (Castagna and Smith 1994).

We conducted the current study in the Ghotaru area 
of the Jaisalmer Sub-basin with suitable analogue data 
support from the Bandha region of the same sub-basin. 
Figure 1 demonstrates the study area.

The integrated outcome from AVO inversion and 
machine learning-based petrophysical analysis provides 
worthy information in the Ghotaru region of the Jaisalmer 
Sub-basin. Current research shows possibilities for multi-
ple discoveries of natural gas from the Lower Goru Forma-
tion in the study area.

Geology of the study area

Rajasthan Basin is situated in the northwest part of India, 
encompassing the west and northwest of Aravallis up to 
the Indo-Pakistan border. The basin is a pericratonic basin 
that establishes a portion of the Indus Geosyncline with a 
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5000 m span of average sediment thickness. Geologically, 
the Rajasthan Basin has expanded from a period of Cam-
brian to a recent one. The basin has been split into three 
sub-basins distinguished from each other by ridges and 
faults. These sub-basins are Jaisalmer, Bikaner-Nagaur, and 
Barmer-Sanchor Sub-basin. The present study concentrates 
on the Jaisalmer Sub-basin. The northwest Pokhran-Nachna 
High separated Jaisalmer from the Bikaner-Nagaur Basin 
and the Barmer Basin in the south by the Banner-Birmama-
Nagarparkar High/Fatehgarh Fault. The Jaisalmer Sub-basin 
is noticeable as a northwest–southeast trended territorial 
fault-bound region from Jaisalmer to Mari (Awasthi 2002). 
It is estimated that the Jaisalmer Basin is a Late Palaeozoic-
Mesozoic basin with a mild slope of 30 to 50 dip and com-
posed of Permian-age rocks that unconformably lie over the 
Proterozoic basement. Jaisalmer Sub-basin is divided into 
three depressions, i.e., Shahgarh Depression, Kishangarh 
Shelf, and Miajlar Shelf. The current study area comes under 
the Shahgarh Depression and Kishangarh Shelf region.

Progressions of hydrocarbon spanning in age from 
Jurassic to Eocene include a good number of organic ele-
ments, and total organic carbon content (TOC) of 1–2% 
is present in the Goru, Pariwar, Baisakhi, and Bedesir 
Formations (Singh and Mandal 2015). A small amount 
of algal amorphous organic element exists. In general, 
kerogen is of Type III and is gas-prone (Biswas 2012). 

Various organic-rich shale formations are recognized as 
source rocks, such as Lower Goru, Pariwar, Baisakhi-
Bedesir shales, and Karampur/Badhaura shales (Pandey 
et al. 2019; Wandrey et al. 2004). The Pariwar sandstones, 
Lower Goru sandstones, and Sanu or Khuiala sandstones 
of the Late Paleocene and Early Eocene are identified 
as the reservoir quality of the Jaisalmer Basin (Dwivedi 
2016). We accomplished this study by focusing on the sed-
iments of the Lower Cretaceous age, which spread from 
Lower Goru to the Pariwar Formation. The current study 
mainly concentrates on the Lower Goru Formation, which 
has a thickness of 211 m, and it is dominated by shale 
lithology. The study was performed with a limited data set 
of the Ghotaru region, and for anisotropic computational 
needs, analogue well data of the nearby identical sedi-
mentary basinal structure of the Bandha region are used.

Available data

In the study area, dataset was limited in the form of conven-
tional approach which was more than 30-year-old acquired 
data. In view of limited data availability, we used several 
empirical relations in this study to get required support from 
the existing dataset (Faust 1953; Han et al. 1986; Prasad 
2002; Lee 2010 and Gardner et al. 1974) (Table 1).

Fig. 1   The study wells and 
analogue well locations are 
positioned in the geographic 
map of the Jaisalmer Sub-basin, 
a part of Rajasthan Basin

Table 1   Available dataset in the 
study area for performing AVO 
analysis

Well name/other data Nature of data Availability

1. Ghotaru area
a) Study wells: Well log: GR, LLD, NPHI, SP Available
(W-1 to W-10) Well log: RHOB, P-Sonic, S-Sonic Unavailable in few well
b) Post-stack seismic  Seismic along with the velocity Available
c) Report  Well completion report Available
2. Bandha area Well log: GR, LLD, NPHI, SP Available
Analogue well: W-AN Well log: RHOB, P-Sonic, S-Sonic Available
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Methodology

The AVO inversion process was adopted as a quantitative 
interpretation technique, which is considered the most fea-
sible study for identifying gas-bearing reservoirs (Dvorkin 
et al. 2014; Bredesen et al. 2021). Quantitative interpreta-
tion covers various potential studies where advanced data-
sets are required; in this analysis, AVO inverted results can 
reach the objective. A dataset of 3D seismic post-stack line 
and ten exploration wells marked W-1 to W-10 were chosen 
for the AVO analysis. The post-stack seismic data quality 
is good based on the amplitude–frequency distribution rep-
resentation. The seismic data bandwidth varies between 12 
and 66 Hz. There is no skewness present in the amplitude 
spectrum, showing a uniform distribution. The inversion 
process begins with the well-to-seismic tie process, which 
correlates well with seismic data. In this process, optimized 
filters are used in the time and frequency domain to condi-
tion the wavelets, which produce a robust result. The analy-
sis displays the fluctuation in acoustic impedance character-
istics of the rock. A conversion process using an anisotropic 
integrated velocity model was applied to convert the full-
stack migrated zero offset seismic volume into pre-stack 
seismic data such as angle stack and offset gathers. Before 
executing seismic amplitude analysis, it is crucial to know 
the petrophysical properties of the study area. Conventional, 
log-based manual prediction of facies distribution involves 
numerous uncertainties, especially when the working dataset 
is large. Hence, an unsupervised machine learning based on 
a clustering technique using well log data was implemented 
to characterize the reservoir rock type precisely. After com-
pletion of the petrophysical assessment of the Lower Goru 
Formation, AVO forward modelling and attribute extraction 
was carried out using CGG/GeoSoftware Hampson-Russell 
software. The other significant parts of this research work 
were carried out in different software and languages, such 
as M/s Schlumberger Petrel, CGG/ GeoSoftware Jason, 

MATLAB, and Python. Table 2 demonstrates the rock prop-
erty variation from ten exploratory wells in the Lower Goru 
Formation.

Conditioning of well data and rock physics 
modelling

Lower Goru Formation does have the potential for hydro-
carbon exploration; however, due to limited advanced study 
in the challenging reservoir, the broad scope for successful 
exploration is not visible in the study area. Primary data 
for advanced study are unavailable in many wells, such as 
P-sonic and density logs. This study adopted the rock phys-
ics modelling approach for estimating these log data. Rock 
physics models develop reservoir static models using well 
log and seismic data in an integrated approach. Knowledge 
of well log data is crucial for wavelet extraction, and seismic 
data gives bandlimited frequency. The information obtained 
from quantitative well-to-seismic tie supports rock physics 
modelling. The entire work was carried out according to the 
following workflow (Fig. 2.).

The rock physics model was initiated by condition-
ing the available well log data, which were used as input 
data to develop the empirical rock physics model. Neces-
sary support was considered from the Hashin–Shtrikman 
bound model during the development of the rock physics 
model; the support of the Hashin–Shtrikman bound model 
was considered based on the structural characteristics of the 
reservoir rock in the Lower Goru Formation. This bounding 
model presents the upper and lower bounds of the effective 
moduli of the rock by knowing each constituent’s volume 
fraction and elastic moduli (Mavko et al. 2009).

As the depth of investigation of sonic (P and S) and 
density logs are small, these logging tools are affected by 
problems linked to borehole rugosity, washouts, and mud 
filtrate invasion. Editing of well data begins with recogniz-
ing noticeable issues like washouts, mud filtrate invasion 
effects, cycle skipping, and anomalous values on elastic logs 
over cross-plots, log plots, and histogram analysis. By using 
a rolling median filter, the log data was despiked (Tiwary 
et al. 2009). After the proper conditioning of well data, a 
better well and seismic data correlation has been achieved.

Table 2   Reservoir section in depth identified by the ten drilled study 
wells

Well name Depth zone in (TVDSS)

W-1 946–1182 m
W-2 1036–1260 m
W-3 1071–1251 m
W-4 1017–1227 m
W-5 987–1202 m
W-6 1120–1353 m
W-7 1008–1234 m
W-8 1227–1437 m
W-9 1110–1350 m
W-10 1326–1414 m

Fig. 2   A precise workflow of well log data editing and conditioning
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A significant limitation of the data of the Lower Goru 
Formation is the missing VP,VS , and density log measure-
ments in some wells. The missing parameters VP,VS , and 
density are crucial as they represent the rock’s geological 
properties (composition and consolidation) and control the 
seismic response with increased offset. This study used a 
power regression empirical equation between P wave veloc-
ity and density with the proper consideration of study inter-
val and identical lithology. For predicting density values, 
modified Gardner’s relation (Gardner et al. 1974) (Eq. 1) 
was applied, while the estimation of P wave velocities was 
done based on Eq. 2 (Faust 1953).

where a and b are constants and � , VP are the density and P 
wave velocity.

where VP is the P wave velocity in feet/second, a is a con-
stant, R is the resistivity value in ohm feet and Z is the depth 
in feet.

In (Sayers et al. 2011) Rock physics study in the Gulf 
of Mexico, the VP-VS relation of (Castagna et al. 1985) 
was applied for the local substitution of missing VS logs 
and gave descent VS values. This study also used this VP-VS 
relation using the VP logs of the Lower Goru Formation 
and presented reasonable VS output.

In the above relation, the unit of velocity is in 
kilometres/second.

(1)� = aVP
b

(2)VP = a(RZ)1∕6

(3)VP = 1.16VS + 1.36

Well correlation and calibration with post‑stack 
seismic

Well data correlation is one of the crucial analyses for this 
study, where the identified reservoir section in the Lower 
Goru Formation was correlated between study wells. The 
significance of the structural correlation shows an exten-
sive upliftment of the shallower formations in the sur-
rounding areas, affecting the hydrocarbon maturation and 
migration. Figure 3 shows the well correlation between 
Ghotaru and Bandha regions, where tectonic changes are 
well observed in the Lower Goru Formation. Four wells, 
i.e., W-2, W-4, W-6, and W-8, have been considered in 
the Ghotaru area, whereas the name of the analogue well 
was considered from the Bandha region. The analysis of 
the analogue well provides support to get information on 
the deposition of gas-bearing reservoir lithofacies in the 
Ghotaru region.

The well-to-seismic tie method is the initial step in cali-
brating facies and lithology obtained at the well location to 
seismic volume. Suitable wavelet extraction and develop-
ment of the time-to-depth relationship was the prime objec-
tive of the well-to-seismic tie. P-sonic data were used in all 
wells for time-to-depth calibration. The well-to-seismic tie 
process provides support in the quantitative interpretation 
based on amplitude, phase, and frequency fluctuation (Datta 
Gupta et al. 2021). Figure 4 presents the time response of 
the extracted statistical wavelet used in this work and its 
corresponding amplitude-phase-frequency spectrum on the 
bottom. The process of the well-to-seismic tie was carried 
out in all nine study wells (Figs. 5, 6, 7, 8, 9).

Wavelet is considered a significant parameter in this pro-
cess as frequency and phase obtained from wavelet greatly 
influence the correlation coefficient result from tying well 

Fig. 4   Statistical wavelet time 
response and corresponding 
amplitude-phase-frequency 
spectrum on the bottom
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data to seismic. Wavelet, in general, acts as a convolution 
operator between seismic data and surface reflectivity. There 
are three ways in which a wavelet can be extracted,

	 i.	 A process in which the linear phase is considered a 
zero phase.

	 ii.	 At least square method in which assumption about 
phase is not considered.

	 iii.	 At least square method in which phase is considered 
on the basis of correlation present in between reflec-
tivity of log and surface seismic.

The algorithms used in the wavelet extraction process are 
categorized into deterministic, statistical, multi-well, and 

analytical. In the correlation process between the reflection 
coefficient of a well and seismic traces, the use of an appropri-
ate filter to know the wavelet is necessary. Phase and frequency 
values are obtained from the inverse filter. At first, the time lag 
of the wavelet is removed on the basis of bulk shift, and for 
additional fine-tuning, the wavelet is placed at zero time. The 
extracted wavelet is used to develop a synthetic seismogram 
correlated with real seismic traces to achieve a good correla-
tion coefficient.

Analysis of Reservoir Rock property

Petrophysical analysis interprets data to estimate lithol-
ogy, porosity, facies, and fluid saturation. A petrophysical 

Fig. 5   Development of synthetic seismogram with a favourable correlation between synthetic and seismic data of W-1 and W-2
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assessment was performed in the Lower Goru Formation of 
the study well W-3. Unsupervised machine learning algo-
rithms are studied for recognizing lithology and facies distri-
bution in Ghotaru (Bormann et al. 2020). Analysis of petro-
physical parameters such as porosity and saturation is essential 
to capture the distribution of lithofacies since these parameters 
vary depending on the types of facies. Well log data is used to 
analyse key petrophysical properties such as porosity, perme-
ability, saturations, and rock volumes of the reservoir.

Unsupervised cluster analysis for lithofacies discrimination

Two unsupervised clustering methods, i.e., K-means clustering 
and Gaussian mixture modelling (GMM), are adopted in this 
study, and the outcome of these cluster models was compared 

with an established lithofacies curve. Cluster analysis involves 
grouping data points of similar characteristics into one cluster 
and those that are different put into another cluster. Four logs, 
i.e., gamma ray (GR), bulk density (RHOB), neutron porosity 
(NPHI), and acoustic compressional slowness (DT), are used 
in the establishment of the cluster model.

(i)	 K-means clustering

J = Objective function, k = number of clusters, N = num-
ber of observations, x(j)

i
 = Observation, and Cj = centroid for 

cluster j.

(4)J =

k∑

j=1

N∑

i=1

x
(j)

i
− C2

j

Fig. 6   Development of synthetic seismogram with a favourable correlation between synthetic and seismic data of W-3 and W-4
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In this method, the initialization of the centroid at k ran-
dom points is done in the data space, and the data points 
surrounding the centroid are assigned to the appropriate 
cluster depending on the distance to the centroid. Then, 
according to the central point of the cluster, the centroid 
is adjusted, and the data points encompassing it are reas-
signed. This process continues until centroids remain in 
the same position, data points persist in the same cluster, 
or maximum iterations have been attained. This K-means 
cluster analysis is a hard-clustering process where a circle 
is applied to the data to perform clustering.

	 (ii)	 Gaussian mixture modelling (GMM)

In the Gaussian mixture modelling process, data points 
are clustered based on data variance and hence adopt a 
soft clustering approach. The Gaussian mixture models 

are probabilistic models where ellipsoidal-shaped clusters 
are formed depending on probability density estimations 
using the expectation–maximization (EM) technique. The 
EM method is fundamentally a statistical algorithm used 
to determine the optimum model parameters when the data 
has missing values or is incomplete. The EM algorithm 
has primarily two steps:

a.	 E-step This step uses the available data to determine 
(guess) the missing variable values.

b.	 M-step Based on values obtained from the E-step, the 
parameters are updated using the entire data.

GMMs consider a particular number of Gaussian distri-
butions; each distribution represents a single cluster. The 
Gaussian probability distribution or normal distribution is 
represented as (Bishop 2006)

Fig. 7   Development of synthetic seismogram with a favourable correlation between synthetic and seismic data of W-5 and W-6
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Fig. 8   Development of synthetic seismogram with a favourable correlation between synthetic and seismic data of W-7 and W-8

Fig. 9   Development of synthetic seismogram with a favourable correlation between synthetic and seismic data of W-9
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� = D-dimensional mean vector, 
∑

 = D X D covariance 
matrix which defines the Gaussian shape and |Σ| = deter-
minant of Σ

A Gaussian mixture model is defined as the linear combi-
nation of the fundamental Gaussian probability distribution 
and is described as

K = Number of components in the mixture model, �k 
= mixing coefficient that provides a density estimate of 
individual Gaussian component. The Gaussian density, i.e., 
N
(
X|�k,Σk

)
 , is known as a component of the mixture model. 

Each component k is defined by a Gaussian distribution with 
a mean of �k , covariance of Σk and mixing coefficient of �k.

For the efficient working of K-means and GMM models, 
an initial number of clusters are provided to the models. 
This study considers silhouette analysis combined with 
elbow plot methods to precisely identify the optimum 
number of clusters. The silhouette plot measures the 
compactness of each point in one cluster compared to the 
neighbouring cluster, thus, estimating the number of clus-
ters visually. The plot has a range of [− 1,1]. A silhouette 
score of + 1 signifies the best, i.e., the data points are very 
compact within the cluster and very distant from other 
clusters. The worst score is − 1; a near 0 score indicates an 
overlapping cluster. The elbow method employs K-means 
clustering on the dataset for a varying range of K. K signi-
fies the number of cluster values. Let the K values vary 
from 1 to 30. In this method, inertia (i.e., the sum of the 
squared distances to the nearest cluster centre) against the 
number of clusters is plotted and looked up for the elbow 
point where there is a shift in the rate of decrease. The 
elbow point indicates the optimum number of clusters. 
An equal number of clusters is used in both K-means and 
GMM models to simplify the comparison. After establish-
ing both K-means and GMM models, the data are plotted 
to understand how well these models predict lithology 
with respect to labelled lithology.

Estimation of reservoir properties

The geophysical logs (gamma, resistivity, neutron, density, 
and sonic) are used in the quantitative assessment of shale 
volume ( V

sh
 ), effective porosity ( �eff ), and water saturation 

( sw).

(5)N(X��,Σ) =

�

1

(2�)
D∕2

√
�Σ�

�

exp

�

−
(X − �)

TΣ−1(X − �)

2

�

(6)p(X) =

K∑

k=1

�kN
(
X|�k,Σk

)

(i)	  Calculation of volume of shale

Shale volume estimation is significant as it assists in 
evaluating formation porosity, fluid content, and reservoir 
rock quality. This study adopts gamma ray log methods to 
obtain shale volume.

where IGR = gamma ray index, IGR=V
sh

 in the linear model, 
GRlog = gamma ray reading of the formation, GRmin = min-
imum gamma ray reading, and GRmax = maximum gamma 
ray reading.

Precise estimation of shale volume is a necessary as 
it affects other petrophysical properties such as effective 
porosity and water saturation (Chikiban et al. 2022).

	 (ii)	 Calculation of porosity

Estimation of porosity was highly significant during this study 
towards the characterization of the reservoir. We estimated 
effective porosity based on the initial estimation of total poros-
ity from well log data.

The combination of neutron and density logs helps estimate 
total porosity ( �T) within the reservoir interval.

where �N = neutron porosity, �D = density porosity

where �
ma

 = rock matrix density, �b = bulk density compris-
ing both rock and fluid density, and �f  = fluid density.

We estimated the effective porosity ( �
eff
) based on the 

modification of total porosity according to the estimated 
shale volume.

where �T = total porosity, �
sh

 = porosity reading in a shale 
zone, and V

sh
 = shale volume

	 (iii)	 Calculation of water saturation ( s
w
)

The water saturation is characterized as the ratio of water 
volume to pore volume. The resistivity and porosity logs 
(neutron, density, and sonic) helped in the calculation 
of sw . Initially both Archie’s (1942) and Simandoux’s 
(1963) empirical relations were used for estimating water 

(7)IGR =
GRlog − GRmin

GRmax − GRmin

(8)�T =
�N + �D

2

(9)�D =
�
ma

− �b

�
ma

− �f

(10)�
eff

= �T − (�
sh
∗ V

sh
)
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saturation in this study. However, based on character of 
the reservoir rock of this sub-basin Simandoux (1963) pro-
duced considerable outcomes.

RT  is the resistivity of the rock in ohm meter, RW  is 
the formation water resistivity in ohm meter, sw is the 
water saturation, a is the formation factor constant, m is 
the cementing factor, n is the saturation component, � is 
the porosity, R

sh
 is the resistivity of shale, and V

sh
 is the 

shale volume.
To get a comprehensive knowledge about the behaviour 

of reservoir rock. The bulk volume of water (BVW) is esti-
mated by using the multiplication of the calculated water 
saturation ( sw) and its corresponding porosity ( �).

	 (iv)	 Calculation of hydrocarbon saturation ( s
h
)

The percentage of hydrocarbon present in the pore volume of 
a formation is known as hydrocarbon saturation. This study 
estimates this by subtracting the water saturation value from 
100%, i.e.

	 v.	  Net to GROSS (NTG)

The ratio between the sand-bearing hydrocarbon thickness 
and the total sand formation thickness is known as the net to 
gross (NTG). A proper estimation of NTG ratio is essential 
for this kind of heterogeneous reservoir to capture the actual 
pay zone. In view of challenging geological condition of 
the reservoir, the NTG is estimated based on variation of 
maximum estimated porosity of the study zone and porosity 
of specific depth.

Development of integrated velocity model 
and estimation of Thomsen parameters

Shale is the dominant rock type of the Lower Goru Forma-
tion, and as shale is intrinsically anisotropic, it consistently 
affects seismic data, including seismic velocities. The ani-
sotropy values estimated from seismic and vertical seismic 
profile (VSP) have poor resolution and are principally based 
on the P wave. Well data are usually used for good resolu-
tion. This study uses P and S wave data of vertical wells to 

(11)swArchie =

(
a

�m
.
RW

RT

)(1∕n)

(12)s
w Simandoux

=

�
a. R

W

2.�m

�⎡
⎢
⎢
⎣

��
V
sh

R
sh

�2

+

�
4. �m

a.R
W
.R

T

��0.5

−
V
sh

R
sh

⎤
⎥
⎥
⎦

(12.a)BVW = sw ∗ �

(13)sh =
(
100 − sw

)
%

estimate Thomsen’s anisotropic parameters with improved 
resolution. Shale is typically considered transversely iso-
tropic (Vernik and Nur 1992). In normal cases, a vertically 
transverse isotropic (VTI) model is chosen for a simple dep-
ositional structure with a vertical axis of symmetry. This 
indicates that the velocity calculated along the symmetry 
axis will be constant, but different values are obtained when 
calculated vertically.

In the case of a VTI model, the elastic stiffness tensor 
analysis consists of five independent elements, i.e.

where m
11

=m
22

 , m
33

 , m
12

= m
21

,

Borehole velocity propagates in three directions (X, Y, 
and Z), and on the basis of these directional fluctuations, 
anisotropy parameters are evaluated. Three axial planes (X1, 
X2, and X3) are chosen for measuring velocity distribution. 
This study considers vertical wells, so X3 is the borehole 
axis, and along X1–X2, plane formation is isotropic (Fig. 10).

To estimate the Thomsen anisotropy parameters (ε, γ, and 
δ), both SX and SY components of shear sonic are necessary. 
Based on the identical geological property, an analogue well 
(W-AN) of the Bandha region is selected with 184-268 m 
depth taken for study. Equation (3) estimates the SX com-
ponent, and the SY component is evaluated through a nor-
malization approach between the study and analogue well. 
This approach considers a product of variation of SX and SY 
components of the analogue well and compressional velocity 
variation of study and analogue well.

In a transversely isotropic medium, the Thomsen anisot-
ropy parameters are represented over the P wave velocity 
propagation in the vertical direction and S wave velocity in 
the rotating condition along the X3 axis, and the three param-
eters are illustrated as (Thomsen 1986; Mavko et al. 2009)

mil =

⎡
⎢
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m
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m
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m
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0 0
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0
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,

m
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(
m
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(14)ε =
m

11
− m

33

2m
33

,

(15)γ =
m

66
− m

55

2m
55

,
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The wave propagating in the Xi axis and polarized in the 
Xj axis is known as Vij . The relation between Vij and stiff-
ness coefficient mij in the transversely isotropic condition is 
(Ostadhassan et al. 2012; Pradhan et al. 2019).

To completely describe a vertically transverse isotropic 
(VTI) medium, m

33
 , m

55
 , m

66
 , m

11
 and m

13
 are essential. m

33
 , 

m
55

 and m
66

 are computed from Eq. (17), and m
11

 and m
13

 
are evaluated by considering the ANNIE model hypothesis.

The ANNIE model (Shoenberg et al. 1996) assumes

In a VTI medium, m
44

 and m
55

 are considered variable 
parameters to depict each term. After replacing all the five 
constants ( m

11
 , m

13
 , m

33
 , m

55
 , andm

66
 ) in Eqs. (14,15,16), we 

acquired the values of ε, γ, and δ. Two main aspects for the eval-
uation of Thomsen parameters are V

12
 and V

13
 . The SY factor is 

considered V
12

 , and the SX factor is taken as V
13

 for all wells.
Velocity polarizes in different directions as it is a vector 

quantity (Fig. 11). The velocities in the symmetry directions 
are the compressional ( Vp0 ) and shear wave velocities ( Vs0 ). 

(16)� =
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55
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)2
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) ,
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V
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V
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(18)
m

13
= m

12
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11
− 2m

66
,

m
66
− m

44
=
(
m

11
− m

33

)
∕2

This study assumed that the measured sonic velocities are 
phase velocities (Ellefsen et al. 1989). Thomsen’s equations 
are also applied in the case of weak anisotropy. The S wave 
polarized in the perpendicular direction to the symmetry is 
known as VSH , and in the parallel direction to the symmetry 
is known as VSV . The transverse direction of VSV and Vs0 is 
identical; hence, they are the same in the transverse isotropy 
system. VPH is known as horizontal P wave polarization.

In an anisotropic medium, the equation of motion relating 
the elastic coefficient and velocity of the tensor matrix is

Fig. 10   A simplified diagram for qualitative representation of anisotropy parameters estimation in accordance with the plane of symmetry (mod-
ified after Pradhan et. al 2019)

Fig. 11   A schematic model for illustrating velocity polarizations in 
different directions for a transverse isotropic media
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mijkl = elastic coefficients, nj and nl = elements of normal 
wave front, � = density, v = phase velocity,� = Kronecker 
delta function, and P = unit displacement vector

This wave equation is resolved to an eigenvalue equation 
on the basis of Fourier (plane wave) comprising three eigen-
vectors (polarization vectors) and three respective eigenvalues 
(velocities) in each propagation direction. In a weak polar ani-
sotropic medium, these three velocities are approximated as 
(Thomsen 1986)

Post‑stack to pre‑stack seismic data conversion

Before converting post-stack (zero offsets) to pre-stack 
seismic data, a comparative plot between P-sonic velocity 
and polar anisotropic P-sonic velocity was carried out to 
signify the effect of anisotropy on velocity. Compressional 
velocity obtained from Eq. 20 was taken as anisotropy 
incorporated P-sonic velocity. In this study, we considered 
two cases based on angle variation and its effectiveness: (i) 
near-angle stack (θ = 10º) and (ii) far-angle stack (θ = 30º). 
The plot presents certain wells with noticeable velocity 
deflections due to anisotropy that adversely affects the out-
come if it is not correctly captured. Hence, correct estima-
tion of anisotropy parameters of shales and incorporation 
of these parameters into the velocity model substantially 
enhances seismic reservoir characterization.

In the velocity model, velocity varies laterally, i.e., 
velocity variations along with the offset, so the offset was 
estimated from this velocity model, and the super gather 
or common offset gather was constructed. The super 
gather assembles traces within a box by the offset and 
common midpoint (CMP) ranges. This process also gener-
ates average common depth points (CDP) to reinforce the 
signal-to-noise (S/N) ratio. During this process, the super 
gather manages the AVO amplitude and preserves the off-
set dimension. Normal moveout (NMO) is applied to the 
gather to align primary events. AVO analysis begins with 
transforming offset domain CMP gathers to angle domain. 
Seismic data are measured on offset (x), and for transform-
ing from fixed offset to fixed angle(θ) domain, a relation-
ship is required between these two parameters. There are 
two approaches to this: (i) the straight ray method and (ii) 
the ray parameter method.

(19)
(
mijklnjnl − �v2�ik

)
Pk = 0

(20)VP(�) ≈ Vp0{1 + �sin2�cos2� + �sin4�}

(21)V
SV(�) ≈ Vs0{1 + (Vp0∕Vs0)

2(� − �) sin2 � cos
2 �}

(22)VSH(�) ≈ VS0

{
1 + �sin2(�)

}

i.	  The straight ray method
This method adopts the following equation

vrms = layer root mean square (RMS) velocity
t
0
 = two-way reflection time.

As mentioned above, the formula considers that the 
reflection rays propagate as a straight path between the 
surface and the reflecting point. The angle is resolved from 
the above relation when the layer RMS velocity, offset, and 
two-way travel time are known.

	 ii.	 The ray parameter method

This method is authentic for all velocities, offsets, and 
times where a two-term NMO equation exists and does not 
require the condition of a linear velocity gradient. Since we 
have NMO corrected gather, this approach is appropriate 
for estimating the angle of incidence. Considering Snell’s 
law, the ray connecting to the reflecting point is assumed to 
be bending, i.e., refracting, and vi∕sin(�) acts as a constant 
along the ray. A ratio of the RMS velocity to the sample 
time and the local interval velocity helps estimate the angle 
of incidence (Yilmaz 2001). The equation is

vi is the interval velocity, vr is the RMS velocity, and t
0
 is the 

two-way reflection time.
A limit of 300 is utilized in AVO inversion as higher 

angles create complications in eliminating normal moveout. 
This study uses the ray parameter method to convert offset 
domain CMP gather to angle domain. Once the data are in 
the pre-stack angle domain, AVO inversion is carried out.

Amplitude variations with offset: modelling 
and analysis

This study focuses on how the reservoir properties fluctua-
tions affect the seismic response on the basis of forward 
AVO modelling. In forward AVO modelling (to produce a 
synthetic seismogram), exact Zoeppritz equation was used 
to estimate the reflection coefficient as a function of incident 
angle, i.e., R(ɵ). Zero-phase Ricker wavelet was convolved 
with these reflection coefficients to develop the synthetic 
CDP gathers at various fluid saturations. The assessment of 
AVO is accomplished by fitting the time sample amplitude 
of a gather to an expression that connects reflectivity at a 
given angle (offset) to compressional and shear wave reflec-
tivities. The complicated Zoeppritz equations illustrate that 
along a particular interface, the plane elastic wave reflection 

(23)tan(�) =
x

vrmst0

(24)sin2(θ) =
x2v2

i

v2
r
t2

=
x2v2

i

v2
r
(x2 + v2

r
t2
0
)
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coefficient depends on the reflection angle (Aki and Richards 
2002).

The above equation is further approximated by (Wiggins 
et al. 1983; Russell 1988)

The above equations display the connection present in 
amplitude and sin2(�) . Intercept and gradient are the most 
typical AVO attributes used in the hydrocarbon industry. 
Compressional velocity and density are the only parameters 
affecting intercept (A), as shown in Eq. 30. The AVO gradi-
ent (B) relies upon compressional, shear velocities and den-
sity, according to Eq. 31. The term gradient primarily affects 
AVO inversion. At the small angle of incidence, below 30°, 
the curvature factor (C) has minimal effects on the amplitude 
to drop this term. Hence, we obtain a reflection coefficient in 
a common midpoint gathered by applying only the first two 
portions of Aki and Richards’s relation.

Shuey (1985) further analysed the Zoeppritz equation and 
dissolved the reflectivity part to normal incidence; correc-
tions primarily rely upon Poisson’s ratio and density fluctua-
tions over an interface.
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The first term in the above equation depicts the zero-
degree angle of incidence amplitude. The next portion illus-
trates a mid-angle amplitude modification. The last portion 
defines the wide-angle amplitude. We concentrate only on 
mid-angles; hence, we can drop the third term.

The AVO analysis begins by extracting typical AVO 
attributes, intercept, and gradient. These factors estimate 
secondary attributes, A × B and A + B, scaled Poisson’s ratio 
variation, and the generation of cross-plots to recognize and 
discriminate reservoir fluids and lithology. The AVO cross-
plotting technique is significant in determining the AVO 
classification (Castagna and Swan 1997) and recognizing 
oil and gas (Ross and Kinmann 1995). In specific geological 
cases, intercept and gradient in shale and water–sand layers 
display a particular background tendency. AVO anomalies 
that show divergence from this background tendency indi-
cate hydrocarbons or lithology factors.

AVO for isotropic and anisotropic case

A comparative study between isotropic and anisotropic 
conditions has been carried out to illustrate the importance 
of anisotropy parameters in AVO analysis. The subsurface 
anisotropy affects the seismic amplitude; hence, velocity 
dependence on an angle will lead to variations in amplitude 
to reflectivity and from reflectivity to offset.

AVO for isotropic case

The three-term Shuey equation, which approximates the 
reflection coefficient from the Zoeppritz equation, is used 
to compute the reflection coefficient in terms of incidence 
angle. Thus, the equation for the isotropic case is

RP is the P wave reflection coefficient, and � is the inci-
dence angle

(34)R
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VP , VS , and � are average P wave, S wave velocity, and 
density along an interface, respectively.

ΔVP , ΔVS, and Δ� are P wave, S wave velocity, and den-
sity change along an interface, respectively.

(39)
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2
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2
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,

(40)R
4
=

1

2

[
ΔVP
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]

AVO for anisotropic case

For an anisotropic case, the same three-term Shuey equa-
tion is used.

RP

(
�a
)
 is the P wave reflection coefficient, and �a is the 

wavefront angle
The incidence angle is considered as the wavefront angle 

and

VPa and VSVa are average P wave polar anisotropy 
velocity and average SV wave polar anisotropy velocity 
obtained from Eqs. 20 and 21, respectively.

ΔVPa , ΔVSVa, and Δ� are change along an interface in 
each P wave polar anisotropy velocity, SV wave polar ani-
sotropy velocity, and density, respectively.

Δ� and Δ� are anisotropy parameters change across an 
interface.

A pictorial depiction of the AVO inversion analysis 
adopted in the current study is shown in Fig. 12.

Results

Interpretation of well‑to‑seismic tie

The elementary segment of this study comes from the pro-
cess of well to seismic ties. In the Lower Goru Formation, 
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Fig. 12   A precise systematic workflow for performing AVO inversion 
process

Table 3   Analysis of the 
extracted wavelets (cross-
correlation, phase rotation = 0 
degrees, and zero lag coefficient 
is maximum)

Well name Maximum 
coefficient

W-1 0.722
W-2 0.666
W-3 0.723
W-4 0.658
W-5 0.697
W-6 0.728
W-7 0.503
W-8 0.486
W-9 0.434
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Fig. 13   Data distribution for each lithologies identified within the study well W-3

Fig. 14   a. Silhouette analysis for K-means clustering on 1314 samples with number of clusters 10 b. Silhouette plot between number of clusters 
and silhouette score
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the zone of interest was marked as the study zone top, and 
the bottom and statistical wavelets were extracted within 
this zone. These recognized zones’ depth ranges differed 
for all ten study wells. All the extracted wavelets were in 

the zero phases. In the process of the well-to-seismic tie, 
we achieved a maximum cross-correlation coefficient of 
72.8% in well W-6 and a minimum of 43.4% in well W-9. 
The cross-correlation coefficient fluctuates from 40 to 
70%, a reasonable value for this study. Figures 5, 6, 7, 8,9, 
and Table 3 illustrate the characteristics of all extracted 
wavelets from all nine study wells. In the Ghotaru region, 
most of the drilled wells were very old; hence, a limited 
data set is available. A low cross-correlation coefficient 
is found in well W-9 due to the unavailability of the data-
set, and all logs are obtained from transform relationships 
(Gardner et al.1974) (Faust 1953).

Petrophysical assessment based on machine 
learning (ML) algorithm

Lithofacies distribution is a crucial element in reservoir 
modelling which provides sedimentological characteristics 

Fig. 15   Elbow plot for the selection of the optimum number of clus-
ters

Fig. 16   Well log plot illustrating original lithology, K-means and GMM models output in the Lower Goru Formation of W-3
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of reservoir rock and assists in the estimation of intrinsic 
properties of a reservoir, such as porosity, water satura-
tion, etc. The conventional approach to facies distribu-
tion comprises the classification of facies according to the 
depositional environment obtained from the primary well 
data available at a particular depth interval. This approach 

incorporates numerous uncertainties and is tedious as pri-
mary data are also missing in some wells of the study area 
and is estimated empirically using transformed relationships 
(Gardner et al. 1974; Faust 1953). The shale cut-off volume 
is another approach to facies classification, but this method 
also involves many ambiguities. An advanced technique is 

Fig. 17   Cross-plot comparison of unsupervised learning (K-means and GMM) outputs with the supplied lithology

Fig. 18   Comparison between K-means model and GMM model pair plot showing different cluster variations for each input curve 
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Fig. 19   Petrophysical interpretation of the Lower Goru Formation in W-3

Fig. 20   Nature of distribution of lithology within the study zone of the Lower Goru Formation in the well W-3; histogram analysis shows the 
quantified presence of different lithology within the study zone

Table 4   Petrophysical results of 
the Lower Goru Formation of 
the well W-3

Depth interval (m) Effective PHI (%) Total PHI (%) SW (%) Sh (%) VSH (%) BVW NTG (%)

1075–1100 20 27 75.833 24.167 35.5 0.33 48.33
1100–1125 18 30 80.16 19.84 41.66 0.341 50.16
1125–1150 11.83 23.66 85.33 14.67 43.33 0.433 30.33
1150–1175 13.33 22.833 86.12 13.88 45 0.366 28.33
1175–1200 9.16 18.75 60 40 53.33 0.25 19.166
1200–1225 6.66 20.833 52 48 65  0.18 13.33
1225–1250 0 20.12 46.66 53.34 81.66 0.083 0
1250–1275 8.33 14.13 70.00 30 46.66 0.158 15
Average 10.91 22.165 69.51 30.49 51.517 0.267 25.58
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highly required to predict facies distribution with minimum 
uncertainty. Hence, this study considers machine learning 
algorithms to identify facies distribution. There are two tech-
niques in machine learning, i.e., supervised learning and 
unsupervised learning algorithms. A supervised algorithm 

requires labelled datasets to classify data and predict the out-
come, whereas an unsupervised algorithm does not need it. 
Typical conventional well log responses of the well W-3 pro-
vide a comprehensive idea about the reservoir in the study 
area. To represent most considerable and focused results in 

Fig. 21   A comparative study between standard P wave and anisotropy incorporated P wave velocity at near angle 10º and far angle 30º for wells 
with minimal velocity fluctuations at far angle

Fig. 22   A comparative study between standard P wave and anisotropy incorporated P wave velocity at near angle 10º and far angle 30º for wells 
with noticeable velocity fluctuations at far angle
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the study area under ML and petrophysical sections, we have 
mentioned well W-3 only in this manuscript. The study well 
W-3 does not have labelled data, so an unsupervised cluster-
ing technique is used to identify the hidden patterns within 
the data.

Clustering results

	 I. 	 Data visualisation
		    Five lithofacies, i.e., siltstone, shale, sandstone, 

clay, and silty-shale, were identified in the Lower 
Goru Formation of W-3. Neutron–density cross-plots 
or scatter plots have been carried out for each respec-
tive lithology to understand the data distribution over 
each lithofacies of W-3 (Fig. 13).

	 ii.	  Recognition of optimum number of clusters
		    Figure 14a shows the silhouette plot for 1314 sam-

ples in 10 clusters (labelled from 0 to 9) with an aver-
age silhouette score of 0.395. The silhouette plot for 
cluster 9 has a maximum thickness, and cluster 7 has a 
minimum thickness. Due to this wide variation in the 
thickness of the silhouette plot of each cluster, con-
sideration of 10 clusters is suboptimal. Figure 14b 
represents the link plot between the number of clus-
ters and the silhouette score. In this figure, when the 
number of clusters 4, 5, and 6 is considered, a change 
in slope occurs at the number of clusters 5. Hence, 
based on silhouette analysis, the number of clusters 
can be taken as 5.

		    Figure 15 shows the elbow plot where there is a 
change in slope ahead of the 5-number cluster. Hence, 
both the silhouette and elbow plot methods suggest 5 
as the optimal number of clusters.

	 iii.	  Comparison between K-means and GMM model out-
put

		    Figure 16 illustrates the log plot of W-3 in the first 
four columns, the original lithofacies (LITH_SI), and 
the estimated K-means and GMM cluster outputs in 
the last three subplots. Five distinct facies or groups 
are shown in the plot and are largely tied up with vari-
ations in log data. In this figure, the topmost section 
of the Lower Goru Formation, the decrease in gamma 
from 1070 to 1080 m, is tied perfectly in the lithol-
ogy subplot with three layers of variations, i.e., blue, 
light orange, and yellow. In the K-means and GMM, 
this portion is also marked in the same cluster, with 
K-means showing two-layer variation (yellow and 
maroon), whereas GMM shows no variation (marked 
by yellow). In the middle portion of the Lower Goru 
Formation from 1125 to 1200 m, the original log 
lithofacies exhibits three-layer variations (marked by 
orange, light orange, and yellow). The same segment 
in the K-means and GMM model illustrates four-layer 

variations (marked by orange, light orange, yellow, 
and maroon). The last 25 m of this section from 1175 
to 1200 m K-means model exhibits more thin-layer 
variations than GMM. The lower segment of the 
Lower Goru Formation, i.e., the part where gamma 
decreases from around 1215 m to 1255 m, is tied with 
orange and light orange groups in the lithology sub-
plot. In the K-means and GMM models, this portion 
is also marked in the same cluster with very few vari-
ations. K-means illustrates two thin-layer variations, 
and GMM shows a single thin layer. Thus, one can 
conclude that K-means gives much more thin-layer 
variations than GMM in the Lower Goru Formation 
of W-3.

	 iv.	  Cluster output in scatterplots or cross-plots and pair 
plots

		    A neutron–density scatterplot or cross-plot is car-
ried out to display the output of the cluster analy-
sis (Fig. 17). Though the clusters are overlapped in 
each method, the earlier mentioned portion, i.e., the 
1215 to 1255 m depth zone of the log plot, can be 
recognized in the K-means in the lower right of the 
scatterplot marked in orange with high density, high 
neutron porosity values. By comparing K-means and 
GMM cluster outputs with the supplied lithology, it 
is observed that K-means model results match closely 
with the lithology provided.

		    As four input curves (GR, RHOB, NPHI, and DT) 
are used to establish K-means and GMM models, pair 
plots have been developed to show the cluster varia-
tions with respective data used (Fig. 18). The distri-
bution of data split per cluster is also plotted in the 
diagonal direction.

The pair plot presents the variation of data clustered 
in other logging curves in an improved manner. It can be 
observed that K-means gives better results in illustrating the 
clusters, specifically in the DT versus GR plot.

Petrophysical evaluation of reservoir

Figure 19 captures the variations of the reservoir proper-
ties in the conventional well log data including computed 
petrophysical log data in the well W-3 within the study zone 
of the Lower Goru Formation. Besides a machine learning-
based approach, this study uses the gamma ray (GR), neu-
tron porosity (NPHI), density (Rhob), resistivity (LLD), and 
compressional sonic (P-sonic) logs to identify the lithologi-
cal unit across the Lower Goru Formation. In this study 
we have observed significant responses in GR, NPHI, and 
Rhob log data. In the neutron–density combination plot, low 
neutron and density log values shows sandstone formation 
as higher values of neutron and density depicted shale. In 
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Fig. 23   A comparative study between isotropic and anisotropic AVO plot for all ten study wells, where the reflection coefficient is unitless and 
angle of incidence (ɵ) is in degree
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Fig. 19, the GR value shows a dominant increment in the 
range of 1215 to 1255 m depth which shows the maximum 
value of 150 API and along with large neutron–density val-
ues indicating the shale section. An opposite trend has been 
observed in the GR values at depth range of 1085 to 1105 m, 
1110 to 1120 m, and 1155 to 1170 m, it suggests the pres-
ence of sandstone in the Lower Goru Formation. A graphical 
representation (Fig. 20) on the variations of lithology in the 
well W-3 captures the nature of the reservoir where separa-
tion of specific hydrocarbon-bearing lithology is a challeng-
ing task as the distribution pattern is mixed and overlapped 
to each other. Histogram analysis shows that the presence 
of shale in the study zone of the Lower Goru Formation is 
maximum, whereas the presence of siltstone is minimum 
(Fig. 20). Table 4 shows the summery of estimated crucial 
petrophysical parameters of the well W-3 within the study 
zone which captures the potentiality of the specific zone as 
a reservoir in the Lower Goru Formation.

Anisotropy effect on velocity and AVO

The plots in Figs. 21, 22 justify the importance of anisot-
ropy parameters in an integrated velocity model to obtain 
a robust outcome. Both plots display the effect of polar 
anisotropy on P-sonic velocity. It compares the normal 
and polar anisotropy P wave velocity at the near-angle 
stack, θ = 10º, and far-angle stack, θ = 30º for all ten 
study wells. Minimal velocity fluctuations are observed 
at the near-angle stack. Hence, polar anisotropy velocity 
for the far-angle stack is calculated. In wells W-1, W-3, 

W-4, W-5, W-7, and W-10, minor velocity fluctuations are 
detected (Fig. 21), but in wells W-2, W-6, W-8, and W-9 in 
(Fig. 22), noticeable deflections are observed between nor-
mal and polar anisotropic P wave velocity. In (Fig. 22 b) 
for W-2, velocity deviation is prominent at (1100–1200 m) 
in the far-angle stack, and another variation occurs at 
1250 m. The other wells of Fig. 22, i.e., W-6, W-8, and 
W-9, show velocity deviations at specific points. This is 
noticed at (1150 m, 1250 m, 1270 m, and 1300 m) for W-6 
(Fig. 22 f), (1270–1300 m, 1400–1430 m) for W-8 (Fig. 22 
d), and (1250 m, 1320 m) for W-9 (Fig. 22 h). Lastly, one 
can conclude that the effect of anisotropy at the far-angle 
stack is maximum for wells shown in Fig. 22 and mini-
mum for wells represented in Fig. 21. The least velocity 
difference at the far angle is observed in Fig. 21 due to the 
missing P-sonic logs in these wells and is estimated from 
the transformed relationship (Faust 1953).

A comparative plot of incidence angle versus reflec-
tion coefficient (obtained from Eq. 37,41) for the isotropic 
and anisotropic conditions in all ten study wells has been 
illustrated in (Fig. 23).

At zero angle of incidence, positive reflection coefficient 
with values in the range of 0.01–0.1 has been observed in all 
ten study wells for both isotropic and anisotropic cases. The 
reflection coefficient’s absolute value, i.e., the amplitude, 
has reduced with the increase in the angle of incidence for 
both cases. The plot shows that for the anisotropy case, the 
intercept values of the R

0
 amplitude reduce with the increase 

in offset or incidence angle until it becomes negative (i.e., 
for wells W-1, W-2, W-3, W-4, W-5, W-8, W-9, W-10) and 

Fig. 24   Integrated velocity model using seismic and well log velocity, the model has been centred in the target horizon of 500-1100 ms; the 
model was used for the generation of pre-stack seismic data

Fig. 25   a. Zero offset CDP stack seismic data b. angle stack near gather; in both cases the inserted curve data is the P wave
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remain positive for some wells (i.e., W-6 and W-7). Like-
wise, for the isotropic condition, the reflection coefficient 
decreases with increasing angle of incidence but persists 
in positive value. The two data points coincide at a small 

angle of incidence; however, these points begin to deviate 
with the increase in the angle of incidence around 100–150. 
This comparative analysis signifies the influence of Thom-
sen’s anisotropy parameters (ε and δ) on AVO based on the 
fluctuation of phase velocity as a function of the incidence 
angle, as shown in Eqs. 20 and 21. The phase velocity is a 
crucial parameter in influencing the reflectivity of the trans-
verse isotropic medium. Hence, incorporating anisotropy 
parameters into the velocity model is essential, eventually 
capturing the reservoir robustly.

Interpretation of established pre‑stack angle stack 
seismic data

The conditioned seismic interval velocity is integrated 
with well anisotropic velocity to develop the pre-stack 
angle stack seismic data (Fig. 24). This unified anisotropic 
velocity model tied to all wells covered in the study area 
was implemented in converting post-stack seismic data to 
pre-stack seismic data.

Figure 25 displays the simultaneous representation of 
data in the offset and angle domains, respectively. Moreo-
ver, this represents a comparative demonstration between 
full-stack (Fig. 25 a) and converted angle stack (Fig. 25 
b) seismic data; the converted angle stack seismic is con-
sidered a near-angle stack. The conversion process to the 

Fig. 26   Full scale zero offset seismic wells representing all ten wells within the target horizon 500 ms-1100 ms

Fig. 27   Super gather (common offset stack) produced from the 3D seismic data

Fig. 28   Linear fit to AVO data with sin2 (incidence angle) along 
X-axis and amplitude along Y-axis
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angle domain has been carried out based on the ray param-
eter changes method within the time window of 500 to 
1100 ms; this time window was identified based on the 
presence of the reservoir

Figures 26 and 27 show amplitude variation in the full-
stack and converted angle stack seismic data through the 
study wells (well 1 to well 10) within the time window of 
the reservoir zone

AVO attributes identification

The AVO attributes are significant in recognizing lithol-
ogy and pore fluid variations using AVO anomalies. In this 

section, we have analysed the outcome of AVO attributes 
and illustrated how these attributes effectively identify 
hydrocarbon fluids, i.e., oil and gas, from background 
geology.

Intercept

A linear regression study was performed to estimate the 
intercept (A), which is the best linear fit to the AVO data 
with zero offsets, i.e., the cut-off on the amplitude axis 
(R0) (Fig. 28). This attribute recognizes the zero offset 
amplitude directly related to the reflection coefficient com-
puted in (Eq. 29). In (Fig. 29), the light whitish-to-red 

Fig. 29   Extracted intercept within the working horizon of 500 ms to 1100 ms where red colour marks + ve intercept and blue colour shows − ve 
intercept

Fig. 30   Extracted gradient within the working horizon of 500 ms to 1100 ms where red colour marks + ve gradient and blue colour shows − ve 
gradient

Fig. 31   Product of the intercept and gradient within the working horizon of 500 ms to 1100 ms; here the product is − ve
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fluctuations mark the + ve intercept, i.e., high attribute val-
ues. The whitish-to-blue variations depict − ve intercept, 
i.e., low attribute values.

Gradient

The gradient is known as the slope of the optimum fit to 
AVO, i.e., the slope of the regression line in a cross-plot of 
amplitude versus sin2(�) and expresses the relative change 
in amplitude with angle and offsets (Fig. 28). Figure 30 
displays the extracted gradient where red signifies high 
and blue signifies low attribute values.

Intercept product gradient (A X B)

It is a common practice in AVO analysis to estimate an A 
X B attribute, i.e., intercept X gradient, which is simply 
the multiplication of two primary attributes. Figure 31 
shows this attribute, where the peak denotes a rise in 
amplitude with offset, and the trough expresses a dimin-
ish in AVO. The outcome of this product is consistent + ve 
(red) in AVO Class III, as the gradient and the intercept 
are of identical character (+ ve or − ve). Nevertheless, in 
Class Ι, these attributes are of different characters (+ ve 
and − ve); hence, multiplication is forever − ve (blue) 
(Fig. 31). In this study, the A X B attribute indicates Class 
Ι anomaly, representing the high impedance sands, the 

Fig. 32   Product of the gradient and sign (intercept) with in the working horizon of 500 ms to 1100 ms where red marks + ve gradient x sign 
(intercept) and blue shows − ve gradient x sign (intercept)

Fig. 33   Product of the intercept and sign (gradient) within the working horizon of 500 ms to 1100 ms where red marks + ve intercept x sign (gra-
dient) and blue shows − ve intercept x sign (gradient)

Fig. 34   Scaled Poisson’s ratio displaying fluctuation in accordance with the fluid present in the reservoir; here, small values represent gas sup-
ported by well W-1, W-2, W-3, W-5, W-6, and W-9 with orange colour
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Fig. 35   Cross-plot for AVO intercept and AVO gradient

Fig. 36   Capture of the uncertainty of the measured gradient values from the AVO cross-plot based on P-10, P-50, and P-90 analysis
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intercept marginally reduces, and the − ve gradient sub-
stantially rises. Thus, the colour delineates the multiplica-
tion of intercept and gradient, highlighting AVO anomaly. 
By comparing this AVO anomaly with resistivity and VP 
logs, one can observe the similarity in the gas-saturated 
sand and AVO pattern.

Gradient X Sign (intercept)

The product of the gradient and sign of the intercept attrib-
ute preserves the gradient value, but the polarity fluctuates 
with the combined polarities of the gradient and intercept 
(Fig. 32).

Intercept X Sign (gradient)

The intercept and sign of the gradient multiplication attrib-
ute retain the intercept value. However, the polarity varies 
with the combined polarities of the intercept and gradient 
(Fig. 33).

Poisson’s ratio change

The sixth attribute is an excellent confirmation of the exist-
ence of gas-saturated sediments. Scaled Poisson’s ratio dis-
plays fluid fluctuations present in the reservoir. This attribute 
is the most favourable method to delineate the AVO anomaly 
using colour data, where Poisson’s ratio varies from 500-
1100 ms (Fig. 34). Foster et al. (1993, 2010) illustrated that 
sand can retain higher or lower acoustic impedance than the 
encircling shale; however, gas sand attains a lower Poisson 
ratio than shale or brine sands. One can obtain the com-
patibility between gas sand and the low Poisson’s ratio by 
comparing Poisson’s ratio with resistivity and VP. Thus, 
low Poisson’s ratios are an excellent confirmation for gas 
favoured by wells W-1, W-2, W-3, and W-5, and a small 
portion of well W-6 and W-9, marked as orange (Fig. 34). 
No gas zone discovered in well W-4, W-7, W-8, and W-10.

AVO cross‑plots

AVO cross-plot is one of the most straightforward 
approaches in analysing the different variable relationships. 
The plot displays the linear relationship between the AVO 
intercept and AVO gradient. The cross-plot accomplishes 
entire time samples at trace positions inside a definite win-
dow. Any divergence from this system is an indication of 
hydrocarbon. When the fluid density diminishes, the inter-
cept–gradient pair proceeds distantly from the background 
line tendency. Hence, very clear, distinct gas sands will be 
observed. The deviation from the background line tendency 
(AVO anomalies) is because of the rock's stiffness, fluid 
content, and porosity. Figure 35 illustrates the cross-plot 

between the AVO intercept and AVO gradient with proper 
identification of distinct classes for each AVO anomaly 
zone. The analysis is carried out within a time window of 
426–1118 ms.

Three different cases, i.e., pessimistic (P-10), base (P-50), 
and optimistic (P-90) trend lines, were plotted in the AVO 
cross-plot (Fig. 35).

The linear relation for the pessimistic case is given by

where y = AVO gradient and x = AVO intercept. The correla-
tion coefficient is 0.885689.

The linear equation for the base case is given by

where y = AVO gradient and x = AVO intercept. In this case, 
a convincing correlation coefficient of 0.932305 (i.e., > 90%) 
has been attained.

The linear equation for the optimistic case is given by

where y = AVO gradient and x = AVO intercept. The correla-
tion coefficient is 0.978920.

Fluctuations of the gradient values have been captured 
through the uncertainty analysis based on P-10, P-50, and 
P-90 evaluation. Subsequently, after analysing all the cases, 
the gradient values vary between a maximum of 380.592 to 
a minimum of − 371.615 (Fig. 36).

AVO study and interpretation are performed by delineat-
ing the background line tendency and outlining points far 
from the background line. Distinct colours emphasize this 
because its AVO class specifies the beginning and end of the 
gas zones in the cross-plot.

Conclusions

The Ghotaru area is geologically active and has the potential 
for oil and gas exploration. Discrete lithofacies and complex 
reservoir architecture make hydrocarbon exploration diffi-
cult in this area. The exploration work faced more difficulty 
because of the presence of a limited dataset. In the current 
study, the possibilities of hydrocarbon exploration in this 
area rejuvenates based on empirical relation-based conver-
sion. In this study, possible geological uncertainties of the 
reservoir were taken care of through anisotropy analysis. 
Machine learning-based petrophysical analysis provided a 
robust integrated outcome to reach the aim of this study.

	 I.	 In the current research work, post-stack seismic is 
converted to pre-stack, with comprehensive weight-

(45)y = −6.739x + 230.22

(46)y = −6.55429x + 87.3125

(47)y = 6.36363x − 200.00
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ages in the computed anisotropy factors in the inte-
grated velocity model for AVO analysis. We identi-
fied that this unique process is the most authenticated 
and proven approach for AVO analysis in this geo-
logical set-up where the dataset is limited.

	 II.	 K-means cluster algorithm over GMM of ML-based 
analysis provides the most accepted lithofacies dis-
tribution patterns to capture hydrocarbon-bearing 
facies.

	 III.	 Analysis shows the presence of patchy discrete sand-
stone in the reservoir, which is considered as reser-
voir lithofacies in the Lower Goru Formation.

	 IV.	 AVO inversion and AVO-based attribute analysis 
show the presence of both Class I and Class III gas-
bearing sandstone in the reservoir of the Lower Goru 
Formation.
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