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Abstract
Sucker-rod pumping wells can be either vertical or directional. Over time, research efforts on the functioning of 
vertical wells led to a well-established set of mathematical models and practical tools. When it comes to directional 
wells, however, no general agreement has been reached, and the topic remains in active discussion. This paper revisits, 
extends, implements and optimizes an overlooked model, initially devised in 1995, whose computational complex-
ity resulted in long processing times that stymied its adoption. This model fully utilizes the 3D trajectory of the rod 
string, allowing for the use of two viscous friction models and proposing its own formulation for downhole boundary 
conditions. The resulting model can be used to efficiently simulate the dynamic behavior of directional sucker-rod 
pumping wells taking into account the fluid flow inside the rod-tubing annulus. We present and analyze a serial and a 
parallel software implementation of this CPU-intensive model based on an explicit finite-difference method. We also 
describe our contributions to the accuracy and performance of the original model and software implementation. A rough 
approximation shows that the proposed serial version is about 200 times faster than the legacy original code, if we 
were to run the latter in a modern processor. On top of that our parallel implementation achieved a 6.5× speedup over 
the serial version in a shared-memory system, making it a suitable tool for well design and optimization. The research 
contributes to the discussions on mathematical modeling of directional sucker-rod pumping wells, and illustrates how 
performance-focused techniques can enable the effective use of computationally demanding models to facilitate further 
refinements and applications.
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List of symbols
�	� Volumetric fraction of gas 

within the downhole pump 
(percentage varying from 0 to 
1, where 1 means 100%)

�s	� Length of the segment chosen 
to divide the rod string into 
adjacent points (m)

�t	� Time interval between steps of 
the simulation (s)

�(s)	� Fluid viscosity at a given point 
in the rod string (Pa⋅s)

�	� Coulomb friction coefficient 
(dimensionless)

�	� Angular speed of the polished 
rod (rad/s)

�r(s)	� Density of the rod that a given 
point in the rod string is located 
on (kg/m3)

�(s)	� Unit binormal vector at a given 
point in the rod string

�	� Acceleration of gravity (m/s2)
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�(s)	� Curvature vector at a given 
point in the rod string

�(s)	� Unit normal vector at a given 
point in the rod string

�(s)	� Unit tangent vector at a given 
point in the rod string

A1 to A6 , B1 to B6	� Fourier coefficients 
(dimensionless)

Ap	� Area of the transversal section 
of the plunger (m2)

Ar(s) , Ark(s)	� Area of the transversal section 
of the rod that a given point in 
the rod string is located on (m2)

At	� Area of the transversal section 
of the well tubing (m2)

c	� Damping coefficient (s−1)
cD	� Damping factor 

(dimensionless)
Db	� Measured depth of installation 

of the downhole pump (m)
df 	� Relative density of the fluid 

(dimensionless)
em	� “Dead space” in the downhole 

pump (m)
Et	� Young modulus of elasticity of 

the well tubing material (Pa)
et(t)	� Well tubing elongation, at time 

t (m)
f
j

ci
	� Force of Coulomb friction per 

unit of length at point i of the 
rod string, at time j (N/m)

F
j

si
	� Axial force at point i of the rod 

string, at time j (N)
Fs(s, t)	� Axial force at a given point in 

the rod string, at time t (N)
fv(s, t)	� Force of viscous friction per 

unit of length at a given point 
in the rod string, at time t 
(N/m)

hb	� Vertical depth of installation of 
the downhole pump (m)

ianc	� Integer flag indicating whether 
well tubing is anchored — if it 
is anchored, the value of this 
flag is 0, otherwise, its value is 
1

K1(s) , K2(s) , K3(s) , K4(s)	� Geometric factors, derived 
from the diameters of the well 
tubing and rods, for a given 
point in the rod string

kL	� Average compressibility of the 
liquid phase of the fluid (Pa−1)

Lb(t)	� Distance between the standing 
valve and traveling valve in the 
downhole pump at time t (m)

Lk	� Length of the rod string section 
that a given point in the rod 
string is located on (m)

n	� Total number of adjacent points 
used to divide the rod string

pb(t)	� Absolute pressure within the 
downhole pump, at time t (Pa)

pd(t)	� Discharge pressure of the 
downhole pump, at time t (Pa)

pf 	� Dynamic pressure exerted by 
the fluid (Pa)

pg	� Pressure gradient of water 
(9.794 kPa/m)

ps	� Intake pressure of the down-
hole pump (Pa)

pwh	� Well tubing pressure, measured 
at the wellhead (Pa)

rc(s)	� Radius of curvature of the 
well at a given point in the rod 
string (m)

S	� Stroke length of the pumping 
unit (m)

s	� Measured length, starting from 
the downhole pump, until a 
given point in the rod string 
along the well tubing, at t = 0 
(m)

t	� Elapsed time since motion start 
(s)

TF(t)	� Value of truncated Fourier 
series, at time t (rad)

u(s, t)	� Displacement of a given point 
in the rod string, starting from 
its initial position s, at time t 
(m)

Urk(s)	� Perimeter of the circular sec-
tion of the rod that a given 
point in the rod string is located 
on (m)

v	� Speed of sound within the rod 
string (m/s)

v
j

ri
	� Longitudinal speed of the rod 

that a point i of the rod string is 
located on, at time j (m/s)

vp(t)	� Plunger speed, at time t (m/s)
vr(s, t)	� Longitudinal speed at a given 

point in the rod string, at time t 
(m/s)
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v̄fk(s, t)	� Average fluid speed at a given 
point in the rod string, at time t 
(m/s)

vpr(t)	� Speed of the polished rod, at 
time t (m/s)

Introduction

Sucker-rod pumping is the oldest and most common artificial 
lift system used in the oil industry worldwide (Costa 2008). The 
production strings attached to sucker-rod wells can be either 
vertical or directional. There are several mathematical mod-
els that accurately describe the behavior of vertical sucker-rod 
wells, and well-established design techniques are readily avail-
able (Gibbs (1963); Miska et al. (1997); API (2008)).

Directional sucker-rod wells, however, do not behave 
the same as vertical wells and require design techniques of 
their own. Evchenko and Zakharchenko (1984) reported that 
Peslyak created one of the first known models aimed at direc-
tional wells in Russia in 1964. They proposed a quasi-static 
model, equivalent to Peslyak’s that computes axial forces 
along deviated wells whose trajectory is contained in a verti-
cal plane, i.e., a 2D problem. Lukaziewicz  (1991) presented 
a dynamic model that takes the motion of the rod string into 
account while allowing for a deviated 2D trajectory, using 
boundary conditions described by Doty and Schmidt (1983) 
and Everitt and Jennings (1992). Gibbs (1992) formulated 
a 3D dynamic model based on boundary conditions he had 
previously developed for vertical wells (Gibbs 1963, 1977). 
Xu  (1994) presented a diagnostic method for vertical and 
straight inclined wells; this was shortly followed by a 3D 
dynamic model (Xu  1994) that used boundary conditions 
developed by Lukaziewicz  (1991) and Xu and Hu  (1993).

Costa (1995), on whose research we base this study, 
devised a new dynamic model that couples directional tra-
jectories in 3D to fluid flow in the rod-tubing annulus. This 
model differs from prior works in essentially three aspects. 
Firstly, in its proposed motion equation, it considers more 
information on the 3D trajectory of the well (for instance, 
the unit binormal vector along the rod string in the Coulomb 
friction term). Secondly, it allows for the use of two viscous 
friction models, based on the work of Gibbs (1963) and Lea 
(1991). Finally, it states its own downhole boundary condi-
tions to describe the behavior of the downhole pump.

Costa’s model remains unpublished in English, which 
made it harder for the wider scientific community to find 
his work and build upon it, and unfortunately we are not 
aware of any derived studies. Since then, no clear consensus 
has been reached on the problem of accurately modeling 
the behavior directional sucker-rod wells, and the topic 
remains active. An example of later research is a compre-
hensive model presented by (Xu et al. 1999). Some more 

recent works are a simulation model proposed for oil-pro-
ducing wells that does not cover directional wells (Dong 
et al. 2013); a patent (Pons  2014) and an algorithm (Araujo 
et al. 2015) to compute the downhole dynamometer card of 
a directional sucker-rod well based on its surface dynamom-
eter card; and a novel mathematical model to numerically 
compute sucker-rod string dynamics in deviated wells in 
predictive or diagnostic mode (Moreno and Garriz 2020).

Turning our attention to Costa’s work, the mathematical 
formulation of the model was accompanied by a reference 
implementation in software. Figure 1 describes how this 
implementation worked. Whereas the results of Costa’s simu-
lations had favorable matches to actual field data, the compu-
tational complexity of his model was much higher than earlier 
approaches. The core of the model is a second-order partial 
differential equation (PDE), solved numerically through an 
explicit finite-difference method (FDM). With the computing 
resources available to Costa in 1995, it could take nearly 109 
seconds to simulate a single well. The activity of well design 
routinely demands experimenting with many different con-
figurations of equipment and operating variables, and the long 
processing times required by Costa’s reference implementa-
tion hampered its adoption for routine usage.

In this study, we examine Costa’s model and make contribu-
tions to it with the aim of improving its performance and making 
it a viable option for frequent use. To achieve this goal, we use 
contemporary programming tools to implement serial and paral-
lel versions of this model, and we examine their performance 
and scalability. The results obtained are encouraging, especially 
when using multiple threads. They show that the model can be 
implemented more efficiently, enabling further extensions and 
refinements. Additionally, the proposed implementation is capa-
ble of processing many different well configurations in several 
levels of accuracy in a time-effective manner, making it a suit-
able choice for tasks like well parameter optimization.

This work is structured as follows. First, the background 
is explained. Then, we present Costa’s model and its numeri-
cal solution. We proceed to describe our proposed imple-
mentation and contributions. Next, we discuss the results of 
our experiments. We finish by presenting some conclusions 
and suggesting directions for future work.

This paper is a revised and extended version of (Araújo 
and Xavier-de-Souza 2016).

Background

According to Takács (2015), the individual components of 
a sucker-rod well can be divided into two major groups: 
surface and downhole equipment. The main elements found 
in a common installation are shown in Fig. 2.

The set of components that make up the surface equip-
ment, starting at the prime mover and proceeding toward the 
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polished rod, is commonly referred to as a pumping unit or 
pumpjack. The pumping unit converts the rotary motion of 
the prime mover into a periodic up-and-down movement of 
the polished rod and rod string, thus lifting the fluids con-
tained in the reservoir toward the wellhead.

Based on a specific configuration of equipment and oper-
ating variables, Costa’s model attempts to estimate a number 
of operating parameters for the well, as follows:

–	 PPRL (peak polished rod load);
–	 MPRL (minimum polished rod load);
–	 PT (peak torque on the gear reducer);
–	 PRHP (polished rod horsepower);
–	 PD (daily fluid displacement performed by the downhole 

pump).

The computation of those parameters requires an inter-
mediate step. The primary values computed by the model 
as it simulates the pumping cycles of the well are surface 
dynamometer cards and downhole dynamometer cards. At 
any point of the simulation, the operating parameters can 
be extracted from the cards. Surface cards correlate trac-
tion forces acting on the polished rod to the corresponding 

positions along the stroke length of the pumping unit. Down-
hole cards are analogous, but the traction forces they con-
sider act on the downhole plunger.

A pumping cycle has two stages, upstroke and down-
stroke. They correspond to when the polished rod is mov-
ing up or down, respectively. The polished rod traverses the 
entire stroke length twice in each pumping cycle, first in 
upstroke and then in downstroke. Consequently, dynamom-
eter cards associate two force values to each position along 
stroke length, one for each cycle stage, as shown in Fig. 3.

Costa points out a number of factors we need to consider 
for an accurate simulation of directional sucker-rod wells. 
They are:

–	 Directional rod string dynamics;
–	 Directional friction between rods and tubing;
–	 Viscous friction between rods and fluids;
–	 Whether gas is present at the level of the downhole pump, 

and how much of it there is;
–	 Whether well tubing is anchored.

Start

Run
simulation

Well
equipment

Well
profile

Fluid
properties

Operating
variables

Dynamometer
cards

Extract
operating
parameters

PPRL

MPRL

PT

PRHP

PD

End

Fig. 1   Flowchart of Costa’s directional sucker-rod well simulator. It 
uses the output of the simulation to compute operating parameters 
that aid well design and optimization. PPRL = peak polished rod 
load; MPRL = minimum polished rod load; PT = peak torque on the 
gear reducer; PRHP = polished rod horsepower; PD = daily fluid dis-
placement performed by the downhole pump

Fig. 2   A directional sucker-rod well
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Costa’s work considers all of the above factors simultane-
ously. It also shows that given appropriate constraints, we 
can characterize the previously mentioned models developed 
by Lukaziewicz  (1991) and Gibbs (1992) as particular cases 
of Costa’s integrated model.

The simulation model

Costa’s work proposes a mathematical model for the motion 
of the rod string in directional wells and also a solution for 
it, which is based on a numerical approach using an explicit 
FDM (Costa 1995). This paper shows the key points of the 
model on account of it being presented in English for the 
first time. We describe the model in the next subsection, and 
its solution in Subsect. 3.2.

The motion equation

Costa proposed to describe the motion of the rod string in 
directional wells through a damped wave equation, shown 
in the second-order PDE below. The full list of symbols is 
available at the beginning of this paper.

Term u(s, t) is the displacement of a given point in the rod 
string (m), starting from its initial position s (m), at time t 
(s). Term � , a Coulomb friction coefficient (dimensionless), 
multiplies a nonlinear expression. The last term in the 

(1)

�2u

�t2
= v2

�2u

�s2
+ � ⋅ �(s)

− �
vr

|vr|

√
[
� ⋅ �(s)

]2
+

[
� ⋅ �(s) +

v2

rc(s)

�u

�s

]2

+
fv

�rAr

.

equation, fv

�rAr

 , is meant to represent viscous friction (“VF”) 
between rods and fluids. Instead of a direct expression to be 
applied as written, this term is more of an adaptable mode-
ling block that the engineer may use to emphasize certain 
aspects of the simulation while downplaying the influence 
of others. We can replace VF by the expression below, pro-
posed by Gibbs (1963):

where c is a damping coefficient given by:

where v is the speed of sound within the rod string (m/s); cD 
is a damping factor (dimensionless); and Db is the measured 
depth of installation of the downhole pump (m). Note that 
Eq. (3) encompasses both viscous and directional friction, 
which requires choosing proper values for the damping fac-
tor cD.

Lea (1991) presents another formulation for fv

�rAr

 , which 
is:

where � is the viscosity of the fluid (Pa ⋅ s). For the expres-
sions involved in computing geometric factors K1(s) and 
K2(s) , we refer the interested reader to Lea (1991) or Costa 
(1995).

It is the engineer’s decision whether to use Gibbs’s or 
Lea’s VF model. It is necessary to keep in mind, however, 
that this choice affects the computation of discharge pres-
sure of the downhole pump when calculating the relevant 
boundary conditions. This has important consequences to 
the computational complexity of the simulation, and we 
analyze them in Sects. 4.1, 4.3 and 5 . As for the boundary 
conditions of the motion equation, for the sake of brevity, 
we do not discuss them here. We examine them, along with 
initial conditions, in Appendix  A.

Numerical solution

Costa describes an explicit FDM for the numerical solution 
of Eq. (1). In sucker-rod wells, the rod string is comprised 
of a number of sections, and each section is made up of one 
or more rods connected to each other. The FDM in ques-
tion divides each section of the rod string into a number 
of points, in such a way that the segments between each 
point have equal length. The model presents the following 
equations:

(2)
fv

�rAr

= −c
�u

�t
,

(3)c =
�vcD

2Db

,

(4)
fv

𝜌rAr

=
𝜂Urk

𝜌rArk

(K1vr − K2v̄fk) ,
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Fig. 3   Surface and downhole dynamometer cards
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Equation (5) is an intermediate step in the deduction of Eq. 
(1). As for Eq. (6), when we apply Hooke’s law to the dis-
placement of a point located on the rod string in relation to 
its starting position and proceed by taking the derivative 
of the resulting expression with respect to time, we obtain:

We can restate Eq. (1), a second-order PDE, as an equivalent 
system of first-order PDEs defined by Eqs. (5) and (6). We 
solve this system numerically in two steps. First, we compute 
the speed at each point that the rod string was divided into. 
Following that, we compute the corresponding axial forces.

Let i be a point within the rod string and j a moment in 
time. In that context, let vj

ri
 be the longitudinal speed of the 

rod that the point is located on (m/s). Consider also the cor-
responding axial force (N) and force of Coulomb friction 
per unit of length (N/m), written as Fj

Si
 and f j

ci
 , respectively. 

We proceed by defining the length of the segment chosen to 
divide the rod string into adjacent points as �s (m), and the 
time interval between steps of the simulation as �t (s). Under 
Gibbs’s VF model, we can use the below stencils to compute 
the rod speeds and axial forces for each point i at moment j:

where

and

(5)

�vr(s, t)

�t
=

1

�rAr

�Fs(s, t)

�s
+ � ⋅ �(s)

− �
vr(s, t)

|vr(s, t)|

√
[
� ⋅ �(s)

]2
+

[
� ⋅ �(s) + |�(s)|Fs(s, t)

�rAr

]2

+
fv(s, t)

�rAr

,

(6)
�vr(s, t)

�s
=

1

ErAr

�Fs(s, t)

�t
.

(7)
�u(s, t)

�s
=

Fs(s, t)

ErAr

⟹
�vr(s, t)

�s
=

1

ErAr

�Fs(s, t)

�t
.

(8)
v
j+1

ri
=

�t

�rAr�s
(F

j

Si+1
− F

j

Si−1
) + 2� ⋅ �i�t

2 + c�t

+

2f
j

ci
�t

�rAr

+ (2 − c�t)v
j

ri

2 + c�t
,

(9)
f
j

ci

�rAr

= −�
v
j

ri

|vj
ri
|

√√√√√(� ⋅ �)2 +

(
(� ⋅ �i) + |�| F

j

si

�rAr

)2

,

(10)F
j+1

si
=

ErAr

2

�t

�s
(v

j+1

ri+1
− v

j+1

ri−1
) + F

j

si
.

In case we are using Lea’s VF model, the stencil to use for 
rod speed is:

Upon using Eq. (11), f
j

ci

�rAr

 and Fj+1

si
 can still be computed by 

Eqs. (9) and (10), respectively.
It is also necessary to take the boundary conditions of the 

motion equation into account when computing the numerical 
solution. For reasons of conciseness, we leave the discussion 
of the necessary procedures to Appendix B.

Tapered rod strings

Until now, it was assumed that the diameters of all sections 
of the rod string were equal. When working with tapered 
rod strings, however, the diameter is different between 
rod sections, and the simulation model has to be adjusted 
accordingly.

We analyze the speeds and forces in the point of transition 
between two sections. Whereas the speed of the last rod in 
the first section and that of the first rod in the second section 
are the same, axial forces in each of these rods may be differ-
ent on account of a small effect of pressure. Let k be a sec-
tion of the rod string, and k + 1 the section following it. Each 
section is divided into nk points. At moment j in time, let pj

k
 

be the pressure at the lower extremity of rod section k (Pa), 
considering the dynamic behavior of the fluid. The below 
equations describe the relation between rod speeds and axial 
forces in the point of transition between these sections:

If we discretize Eq. (6) and then apply a backward difference 
stencil for section k + 1 , the below equation computes the 
forces in the point of transition:

We repeat this procedure for section k:

(11)

v
j+1

ri
=

�t

�rAr�s
(F

j

Si+1
− F

j

Si−1
) + 2� ⋅ �i�t

2 −
�iUrK1

�rAr

�t

+

2f
j

ci
�t

�rAr

+

(
2 +

�iUrK1

�rAr

�t
)
v
j

ri
− 2

�iUrK2�t

�rAr

v
j

f

2 −
�iUrK1

�rAr

�t
.

(12)v
j+1

r1,k+1
=v

j+1

rnk+1,k
,

(13)F
j+1

S1,k+1
=F

j+1

Snk+1,k
− p

j+1

k+1
(Ark+1 − Ark) .

(14)F
j+1

s1,k+1
= ErArk+1

�t

�sk+1
(v

j+1

r2,k+1
− v

j+1

r1,k+1
) + F

j

s1,k+1
.

(15)F
j+1

snk+1,k
= ErArk

�t

�sk
(v

j+1

rnk+1,k
− v

j+1

rnk ,k
) + F

j

snk+1,k
.
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By subtracting Eq. (14) from Eq. (15), and substituting Eqs. 
(12) and (13) into the resulting expression, we get:

Given that pj+1
k+1

≈ p
j

k+1
 , Eq. (16) is approximately equal to:

These equations allow to properly take account of tapered 
rod strings.

Numerical stability and stopping criteria

The condition of numerical stability for the simulation 
model is

as suggested by Laine et al. (1989).
According to Schafer and Jennings  (1987), setting �s to 

about 200 m is sufficient to obtain an adequate approxima-
tion. That said, Costa’s model sets �s to 20 m or less as 
to avoid the possibility of overlooking any points of depth 
measurement along the directional trajectory of the well. 
If we assume v to be about 4968.24 m/s (16300 ft/s), as 
proposed by Takács (2015), Eq. (18) requires �t to be 0.004 
s or lower.

The maximum pumping speed of the wells tested by Costa 
was 14 cycles per minute, thus leading a pumping cycle to 
last around 4.28 seconds. Dividing that by �t = 0.0004 s 
splits each pumping cycle into about 1065 time intervals. A 
higher number of time intervals improves accuracy.

Schafer and Jennings  (1987) also affirm that for wells 
with a pumping speed up to 15 cycles per minute start-
ing from rest, after three pumping cycles the computed 
dynamometer cards show no meaningful change. That not-
withstanding, Costa suggests running the simulation for five 
pumping cycles out of caution to ensure a steady state is 
achieved.

(16)

v
j+1

r1,k+1
= v

j+1

rnk+1,k
=

(p
j+1

k+1
−p

j

k+1
)(Ark+1−Ark)

ErAt

Ark

�sk
+

Ark+1

�sk+1

+

Ark

�sk
v
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rnk ,k
+

Ark+1

�sk+1
v
j+1

r2,k+1

Ark

�sk
+

Ark+1

�sk+1

.

(17)

v
j+1

r1,k+1
= v

j+1

rnk+1,k
=

Ark

�sk
v
j+1

rnk ,k
+

Ark+1

�sk+1
v
j+1

r2,k+1

Ark

�sk
+

Ark+1

�sk+1

.

(18)
�s

�t
≥ v ,

Performance optimizations

We implemented the simulation model using the C++ lan-
guage in serial and parallel versions. The parallel version 
employs multithreading capabilities provided by OpenMP 
technology (OpenMP 2020) in addition to the standard C++ 
features used in the serial version. The structure of the pro-
gram is as follows: 

1.	 Setup: configuration parsing, variable assignment, and 
initial computations;

2.	 Well configuration traversal, with each iteration per-
forming the following steps: 

(a)	 Execution of the Main Simulation Loop;
(b)	 Derivation of parameters from the dynamometer 

cards computed in the Main Simulation Loop.

Algorithm 1 details The Main Simulation Loop, without 
a doubt the most CPU-intensive section of the program. 
It must be executed for each well configuration we want 
to simulate. The well configuration data, in their turn, are 
slightly different according to the VF model we choose to 
use. As Gibbs’s model requires a Coulomb friction coef-
ficient and a damping factor, its traversal of well configura-
tions is arranged as shown in Algorithm 2. Whereas Lea’s 
model also uses a Coulomb coefficient, its direct use of fluid 
viscosity makes the damping factor unnecessary, and the 
corresponding traversal of well configurations is laid out as 
listed in Algorithm 3.
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The best way to check the quality of the simulation results 
is to use a well configuration based on an actual function-
ing oil well, and then to compare the operating parameters 
derived from the computed dynamometer cards to the cor-
responding values acquired in the field. Such values are typi-
cally obtained using automation sensors or specialized tools. 
Unfortunately, no values for either the Coulomb friction 
coefficient or the damping factor are known to work reliably 
for every oil field, and therefore it is necessary to test ranges 
of values for both variables. In order to find adequate val-
ues for each scenario of interest, it is suggested to compare 
simulation results to actual operating data of functioning oil 
wells. For the description of a mathematical method to iden-
tify the damping factors of directional sucker-rod pumping 
wells, we refer the interested reader to Liu (2007).

Costa verified the accuracy of his model by finding good 
agreement between estimated and actual values for a number 
of wells. Consequently, we assumed the model to be sound 
and focused our research on the efficient implementation 
of the model rather than a reassessment of its quality. That 
said, we made some contributions to the accuracy and per-
formance of the model, as described in Subsect. 4.3. In addi-
tion, Appendix C shows results obtained through the model 
by presenting a comparison between real and simulated data 
of three functioning oil wells not included in those originally 
used by Costa.

Optimization and parallelization considerations

There are several immediate opportunities for optimization 
in the Main Simulation Loop shown in Algorithm 1. For 
instance, as many terms of the equations used in Parts 1 
through 7 do not change between iterations, we can compute 

them in advance to use repeatedly later. The savings in total 
computing time are worthwhile, greatly outweighing the 
small increases in memory consumption needed to store the 
precomputed values.

Costa’s original implementation in Fortran used two-
dimensional matrices extensively. Upon reimplementing 
the model in C++ language, we chose to use equivalent 
one-dimensional arrays instead. The main advantage gained 
with this change of representation is to be able to easily redi-
rect large arrays through a few memory pointer swap opera-
tions. When processing a time interval of a pumping cycle, 
we must access two-dimensional speed and force matrices 
for both the current and previous time intervals, the first 
dimension being the rod section and the second dimension a 
point within the rod section. Upon completing the computa-
tions of a time interval, we need to copy the speed and force 
matrices of the current time interval over the corresponding 
matrices of the previous time interval, so their data can be 
used in the time interval that comes next. A naive approach 
to this task would be to use raw memory copy operations. 
If we were to do so, however, the copy would take increas-
ingly longer times whenever the simulation would require 
larger matrices. A better method is to use memory pointers 
to simply swap the addresses pointed to by the speed and 
force matrices of the current and previous time intervals. 
The result is the same as a copy operation: the most recent 
data computed in the current time interval will be available 
to the next time interval in the matrices corresponding to 
the previous time interval, at the fixed and modest cost of a 
simple swap in memory pointers.

In addition to such optimizations as described above, 
parallel processing is essential to further improve process-
ing speeds. For a long time, CPU manufacturers succeeded 
to obtain better performance by simply boosting clock 
speeds. However, an upper limit was reached in operating 
frequency, beyond which processors would either overheat 
or consume inordinate amounts of power. This problem was 
addressed by the development of multiple processor sys-
tems, which require programmers to subdivide problems into 
simpler chunks to be computed simultaneously by various 
threads running in parallel. Multiple processor systems have 
become ubiquitous, and compute-capable GPUs are increas-
ingly common (Sutter  2004, 2012). Consequently, to fully 
exploit modern computer hardware, we must keep parallel 
processing in mind when analyzing performance-sensitive 
problems.

We proceed to parallelize the Main Simulation Loop by 
analyzing which parts of it can be subdivided into simpler 
pieces to be computed simultaneously. By analyzing the 
model and inspecting the equations used at each part, we 
conclude that Parts 1 and 6 have a very modest computa-
tional cost. Consequently, there is no incentive to alter them, 
and we leave them in serial form.
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Parts 2 and 5, however, are well-suited to run in parallel. 
The former uses either Eq. (8) or (11), and the latter uses 
Eq. (10). They compute speed and force at each point by tra-
versing nearly all points that the rod string was divided into, 
excluding only those points located at transitions between 
sections. The processing of a point does not interfere with 
other points, which is a helpful feature when it comes to 
parallel processing.

Part 3, which uses Eq. (17), and Part 7, which uses Eqs. 
(13) and (14), are not good targets for parallelization. They 
require traversing all sections of the rod string, with the 
exception of the last one, performing some simple computa-
tions for each section. According to Costa, the number of rod 
sections in a sucker-rod well usually does not exceed four. 
As the number of rod sections to process is likely small, and 
the computing requirements at each section are low, there is 
no point in processing them in multiple threads. Therefore, 
they remain in serial form.

Part 4, which involves an iterative process of convergence 
(see Appendix B), needs to be considered under two differ-
ent contexts. When Gibbs’s VF model is used, the discharge 
pressure of the downhole pump will remain fixed during 
the entire simulation, as described in Eq. (31) in Appen-
dix A. As the computations required by Part 4 aside that of 
discharge pressure have low processing costs, under these 
circumstances Part 4 has no work suitable to paralleliza-
tion. Under Lea’s VF model, however, the computation of 
discharge pressure becomes much more expensive, as Eq. 
(32) in Appendix A requires traversing all points that the 
rod string was divided into. The processing of a point does 
not interfere with other points; whereas the computing effort 
at each point is relatively low, parallelizing it may still be 
helpful.

Complexity analysis

Let c be the number of pumping cycles to simulate, and i 
the number of time intervals per cycle. Parts 1 through 7 in 
Algorithm 1 are executed c ⋅ i times.

The processing costs of Parts 1 and 6, as previously men-
tioned, are modest. The computational complexity of the 
equations used by these parts is not affected by the scale of 
the simulation, and our experiments show their execution 
time to be very low and essentially constant. Therefore, we 
regard their combined complexity as O(1).

Parts 2 and 3, combined, traverse all points that the rod 
string was divided into. Parts 5 and 7, also combined, exhibit 
that same behavior. It also occurs in Part 4, if the engineer 
chooses to work with Lea’s VF model. Part 4 involves an 
iterative process of convergence (see Appendix B); let j be 
the average number of iterations needed for convergence to 
happen. All points that the rod string was divided into are, 
therefore, traversed (2 + j) times at each time interval of the 

simulation. Let e be the total number of points; the cumula-
tive complexity of these parts is then O(2 + j) ⋅ O(e) . In our 
experiments, Part 4 converged in four iterations most of the 
time. Assuming j = 4 to be a typical value, in the average 
case all points that the rod string was divided into are tra-
versed six times at each time interval.

Combining the previous results, the serial complexity of 
the Main Simulation Loop is:

If we assume the cost of Parts 1 and 6, represented by O(1), 
to be negligible, and apply j = 4 as a typical value, the aver-
age serial complexity is:

We gain further insight about the serial complexity by exam-
ining e. The value of e is inversely proportional to the length 
of the segment chosen to divide the rod string, i.e., �s in 
Eq. (18). �s , in turn, is directly proportional to �t by that 
same equation. As �t is inversely proportional to the number 
of time intervals per cycle, i, we finally conclude that e is 
directly proportional to i. Therefore, as Eq. (20) multiplies 
e by i, Eq. (20) should exhibit quadratic behavior for fixed 
values of c.

Parallel complexity

As the results of each time interval depend on those of the 
previous interval, the iterations of pumping cycles and time 
intervals per cycle are strictly serial. Therefore, the term 
O(c ⋅ i) cannot be decreased by parallel execution.

We make no attempt to rewrite Parts 1 and 6 in parallel, 
and we regard their combined parallel complexity the same 
as their serial complexity, i.e., O(1).

The traversal of all points that the rod string was divided 
into occurs at Parts 2 and 3, combined; at Part 4; and at Parts 
5 and 7, also combined. Unfortunately, we cannot make 
these traversals parallel to each other, as Part 4 depends on 
the results of Parts 2 and 3, and Parts 5 and 7 depend on the 
results of Part 4. Consequently, their parallel complexity is 
equal to their serial complexity, O(2 + j).

Whereas the traversals mentioned in the previous para-
graph cannot be made in parallel to each other, it is possible 
to parallelize the processing performed within each of them. 
Let p be the number of processors available. The parallel 
complexity within each traversal is1:

(19)O(c ⋅ i) ⋅ (O(1) + (O(2 + j) ⋅ O(e))) .

(20)
O(c ⋅ i) ⋅ (O(6) ⋅ O(e)) =

O(c ⋅ i ⋅ e) .

(21)O

(
e

p

)
, with p in O(e) .

1  In the lack of formal “Big O” notation for the complexity of paral-
lel algorithms, we use the notation described by Ostrovsky (2008).
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We multiply this expression by the previous results, and find 
the parallel complexity of the Main Simulation Loop to be:

Assuming again the cost of Parts 1 and 6, represented by 
O(1), to be negligible, and applying j = 4 as a typical value, 
the average parallel complexity is:

Equation (23) retains the quadratic behavior of Eq. (20) for 
fixed values of c, but in a smaller scale. Additionally, the 
parallelization should become more efficient as e increases.

Contributions to the original work

In reviewing Costa’s model, we identified some opportu-
nities for improvement. Firstly, in the original work, in a 
discussion about average fluid speed at a given section of 
the rod string, we find the equation below:

where vp(t) is the plunger speed at moment t (m/s). This 
equation assumes two simplifying hypotheses. The first is 
that the fluid is incompressible, and the second is that the 
speed of the rod string and that of the plunger are approxi-
mately equal. We can improve the accuracy of this equation 
by considering the pressure within the downhole pump.

Equation (24) assumes that when vp ≥ 0 , i.e., the plunger 
is moving upward, the traveling valve is closed and fluid is 
moving toward the wellhead; and that when vp < 0 , i.e., the 
plunger is moving downward, the traveling valve is open 
and no fluid is moving toward the wellhead. However, the 
traveling valve is closed only when the pressure within the 
downhole pump is lower than the discharge pressure, regard-
less of whether the plunger is moving upward or downward. 
Consequently, rather than using the speed of the plunger to 
infer the state of the traveling valve, it is more accurate to do 
so by checking the previously mentioned pressures. When 
the pressure within the downhole pump, pb(t) , is lower than 
the discharge pressure—i.e., the pressure at the lower end 

(22)
O(c ⋅ i) ⋅

(
O(1) +

(
O(2 + j) ⋅ O

(
e

p

)))
,

with p in O(e) .

(23)
O(c ⋅ i) ⋅

(
O(6) ⋅ O

(
e

p

))
=

O

(
c ⋅ i ⋅

e

p

)
, with p in O(e) .

(24)v̄fk =

⎧⎪⎨⎪⎩

vp(Ap−Ark)

At−Ark

, if vp ≥ 0 ,

−vpArk

At−Ark

, otherwise.
,

of the rod section that the plunger is located on, p1(t) —the 
traveling valve is closed; otherwise, it is open.

Taking into account the considerations about the pres-
sure within the downhole pump, we propose to rewrite Eq. 
(24) as:

Table 1   Well configuration properties

Property Value

Coulomb friction coefficient (�) 0.05
Damping coefficient (c

D
) 0.15

Pumping cycles 5
Ambient temperature at surface 37.77◦C
API gravity of the produced oil 39◦

Base sediments & water of the produced 
fluid

5%

Dead space 30.48 cm (1 ft)
Diameter of the first rod section 1.905 cm (6/8 in)
Diameter of the second rod section 1.5875 cm (5/8 in)
Diameter of the plunger 4.445 cm (1.75 in)
Downhole pump installation depth 876.3 m
Gas/oil ratio 1.0
Gas separation efficiency at well-bottom 0%
Geothermal gradient 0.03◦C/m

(0.054◦F/m)
Intake pressure 413.68 kPa (60 psi)
Is the well tubing anchored? No
Length of the first rod section 411.5 m
Length of the second rod section 464.8 m
Number of rods in the first rod section 54
Number of rods in the second rod section 61
Production string - inside diameter 5.06 cm (1.992 in)
Production string - outside diameter 6.0325 cm (2.375 in)
Pumping speed 10 cycles/minute
Pumping unit geometrical specifications Unavailable
Pumping unit type Conventional
Relative density of the produced gas 0.7
Relative density of the produced water 1.0
Rod weight in the first rod section 23.846 N/m (1.634 lbf/ft)
Rod weight in the second rod section 16.564 N/m (1.135 lbf/ft)
Stroke length 1.11 m (44 in)
Wellhead pressure 196.08 kPa (28.44 psi)
Young modulus of elasticity of the rods 209.39 GPa

(30.37 ⋅ 106 psi)
Young modulus of elasticity of the well 

tubing
209.39 GPa

(30.37 ⋅ 106 psi)
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A second point of improvement is in the calculation of the 
speed of the polished rod when evaluating the boundary 
conditions of the surface equipment. Costa’s original work 
described only the use of Eqs. (26) and (27) in Appendix 
A to this end. In this paper, as mentioned in Appendix A, 
we recommend to use position/speed profiles measured in 
the field when they are available. In the absence of such 
profiles, we should compute the speed of the polished rod 
using the detailed equations available in the API Specifica-
tion for Pumping Units (API 2013) in case the geometrical 
specifications of the pumping unit are at hand. Equations 
(26) and (27) then become a solution to be employed only 
as a last resort, since they are less accurate than the other 
two methods.

Moving on to the software implementation, we point 
out two differences in the evaluation of downhole bound-
ary conditions, i.e., Part 4 of the Main Simulation Loop. 
The first difference stems from the fact that in the iterative 
process to compute plunger speed and the axial force acting 
on it at each step of the simulation (see Appendix B), we 
need to make an initial guess for the value of plunger speed. 
Costa’s implementation simply used an initial value of 0 at 
each step. In the proposed implementation, we use an initial 
value of 0 in the first step only, and, in the later steps, the 
initial value is the plunger speed found in the previous step. 
With this change, convergence is slightly faster than in the 
original implementation. Since the intermediate loops of the 
iterative process are strictly sequential, by speeding up this 

(25)v̄fk =

⎧
⎪⎨⎪⎩

vp(Ap−Ark)

At−Ark

, if pb(t) < p1(t) ,

−vpArk

At−Ark

, otherwise.

Table 2   Well profile data

Measured Inclination Azimuth Vertical North East
depth (degrees) (degrees) depth offset offset

(m) (m) (m) (m)

0 0 0 0 0 0
28 3.25 265 27.98 −0.07 −0.79
38 5 258 37.96 −0.18 −1.5
47 6.25 247 46.92 −0.44 −2.34
56 7.5 244 55.85 −0.89 −3.32
74 10.25 244 73.63 −2.1 −5.82
83 12.25 243 82.46 −2.89 −7.39
92 14 245 91.22 −3.78 −9.23
102 15 245 100.91 −4.84 −11.49
111 16.25 248 109.57 −5.81 −13.72
120 17.75 251 118.18 −6.73 −16.18
156 21.75 256 152.05 −10.18 −27.84
202 25 256 194.27 −14.6 −45.55
257 29.75 259 243.1 −20.07 −70.23
314 34.25 259 291.43 −25.83 −99.87
381 40 258 344.82 −33.89 −139.48
418 40 263 373.17 −37.81 −162.93
447 41 263 395.22 −40.11 −181.62
475 42.25 264 416.15 −42.21 −200.1
494 42.5 261 430.19 −43.89 −212.79
504 41.25 259 437.63 −45.04 −219.37
514 42 257 445.11 −46.43 −225.86
560 42.25 250 479.22 −55.18 −255.43
616 45 249 519.76 −68.71 −291.61
691 47.5 252 571.62 −86.79 −342.67
729 48.5 252 597.04 −95.52 −369.53
823 47.25 256 660.09 −114.73 -436.53
917 46.25 258 724.5 −130.13 -503.24

Table 3   Execution times—
Gibbs’s VF model

Parallel time (s)

�s Serial 2 4 8 16 32

(m) time threads threads threads threads threads

(s)

14.67 0.011 0.021 0.040 0.063 0.068 0.123
0.5 1.89 2.04 1.46 1.42 1.72 2.99
0.4 2.85 2.97 2.16 1.96 2.13 3.74
0.3 5.49 5.51 3.28 2.78 2.98 5.04
0.2 13.19 13.38 6.81 5.10 4.92 7.48
0.1 56.80 57.58 28.56 15.37 12.34 16.54
0.05 224.85 224.14 116.29 60.87 34.37 38.01
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process, we lower the time required by the serial portion of 
the program. Consequently, the parallelizable portion of the 
program grows in size, which may increase parallel perfor-
mance as more parallel resources are added to the system.

The second difference in Part 4 has to do with the evalu-
ation of Eq. (32) (see Appendix A), which is used to calcu-
late discharge pressure with Lea’s VF model. One of the 
terms of Eq. (32) is 

(
�pf

�s

)
k
 , defined in Eq. (33). This latter 

equation requires reading the value of longitudinal speed 
vr(s, t) at all points that the rod string was divided into, 
grouped by rod section. Costa’s implementation performed 
the traversal of all such points in order to read vr(s, t) at each 
intermediate loop of the iterative process of Part 4, which 
was very time-consuming. We mitigate this cost in our 
implementation by taking advantage of the fact that since 
vr(s, t) remains constant for the whole duration of the itera-
tive process, we can precompute the sum of vr(s, t) for each 

Table 4   Execution times—
Lea’s VF model

Parallel time (s)

�s Serial 2 4 8 16 32

(m) time threads threads threads threads threads

(s)

14.67 0.015 0.024 0.045 0.062 0.076 0.121
0.5 4.77 4.72 3.27 2.79 2.68 3.48
0.4 7.32 7.28 4.89 3.92 3.70 4.62
0.3 12.96 12.70 8.08 6.40 5.78 6.81
0.2 29.07 28.55 17.42 12.69 10.93 12.19
0.1 116.87 112.46 67.33 45.37 36.19 35.71
0.05 467.88 444.31 262.76 173.78 129.27 118.23
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Fig. 4   Execution times (in logarithmic scale)—Gibbs’s VF model
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Fig. 5   Execution times (in logarithmic scale)—Lea’s VF model

Table 5   Speedup / Efficiency—Gibbs’s VF Model

Speedup / Efficiency

�s 2 4 8 16 32

(m) threads threads threads threads threads

14.67 0.52 / 
0.26

0.28 / 
0.07

0.18 / 
0.02

0.16 / 
0.010

0.09 / 0.003

0.5 0.92 / 
0.46

1.30 / 
0.32

1.33 / 
0.17

1.10 / 0.07 0.63 / 0.020

0.4 0.96 / 
0.48

1.32 / 
0.33

1.45 / 
0.18

1.34 / 0.08 0.76 / 0.024

0.3 1.00 / 
0.50

1.67 / 
0.42

1.97 / 
0.25

1.84 / 0.12 1.09 / 0.034

0.2 0.99 / 
0.49

1.94 / 
0.48

2.59 / 
0.32

2.68 / 0.17 1.76 / 0.055

0.1 0.99 / 
0.49

1.99 / 
0.50

3.70 / 
0.46

4.60 / 0.29 3.43 / 0.11

0.05 1.00 / 
0.50

1.93 / 
0.48

3.69 / 
0.46

6.54 / 0.41 5.92 / 0.18
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section of the rod string only once before the iterative pro-
cess and reuse it as many times as needed.

Strictly speaking, the need to traverse all points that the 
rod string was divided into, even if only a single time before 
the iterative process, could be an opportunity for parallel 
processing. That said, as such a parallelization would require 
opening and closing a multi-threaded execution region for 
each section of the rod string to perform only a simple opera-
tion (computing a sum via parallel reduction), we chose not 
to do this. The rationale for this decision was that the over-
head of synchronizing all threads at the end of the reduction 
operation outweighed any performance savings yielded by 
parallelization.

Table 6   Speedup / Efficiency—Lea’s VF Model

Speedup / Efficiency

�s 2 4 8 16 32

(m) threads threads threads threads threads

14.67 0.63 / 0.31 0.33 / 0.08 0.24 / 0.03 0.20 / 0.01 0.12 / 0.004
0.5 1.01 / 0.51 1.46 / 0.36 1.71 / 0.21 1.78 / 0.11 1.37 / 0.043
0.4 1.01 / 0.50 1.50 / 0.37 1.87 / 0.23 1.98 / 0.12 1.59 / 0.050
0.3 1.02 / 0.51 1.60 / 0.40 2.03 / 0.25 2.24 / 0.14 1.90 / 0.059
0.2 1.02 / 0.51 1.67 / 0.42 2.29 / 0.29 2.66 / 0.17 2.39 / 0.075
0.1 1.04 / 0.52 1.74 / 0.43 2.58 / 0.32 3.23 / 0.20 3.27 / 0.10
0.05 1.05 / 0.53 1.78 / 0.45 2.69 / 0.34 3.62 / 0.23 3.96 / 0.12

Fig. 6   Speedup—Gibbs’s VF model
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Fig. 7   Speedup—Lea’s VF model

Fig. 8   Efficiency—Gibbs’s VF model

Fig. 9   Efficiency—Lea’s VF model
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Still on the topic of Part 4, when using Gibbs’s VF model, 
discharge pressure is given by Eq. (31) in Appendix A. As 
the result of this last equation remains fixed during the entire 
simulation, we compute it only once before the beginning 
of the simulation and reuse it repeatedly. Apart from the 
computation of discharge pressure using either Gibbs’s or 
Lea’s VF model, the remaining operations of Part 4 have 
very modest processing requirements, and therefore we also 
left them in serial form.

Results and discussion

We executed simulations in a GNU/Linux system running 
CentOS 6.5 64-bit equipped with an Intel Xeon E5-2698 v3 
CPU, with sixteen physical cores and two hardware threads 
per core. The clock speed of all cores was fixed at 2.3 GHz. 
We used G++ version 8.3.0 to compile both serial and paral-
lel versions of the program.

We simulated a single well configuration under both 
Gibbs’s and Lea’s VF models for a workload of five pump-
ing cycles with an increasing number of time intervals per 

cycle, using both serial and parallel versions. As the number 
of time intervals per cycle is inversely proportional to the 
length of the segment used to divide the rod string, i.e., �s , 
an increase in the number of time intervals also increases 
the number of points along the rod string, as the value of 
�s becomes lower. The engineer may gain insight about the 
operating conditions of the rod string by analyzing the axial 
forces, longitudinal speeds and forces of Coulomb friction 
that the simulator computes for all of these points at each 
time interval. However, using lower values for �s may not 
be helpful in all circumstances, as our experiments show 
that a greater number of points only benefits the computed 
dynamometer cards and the operating parameters derived 
from them to a certain extent. For Gibbs’s VF model, we 
did not identify any meaningful changes in these results for 
values of �s lower than 0.75 meters. In the case of Lea’s 
model, the lower bound for �s under which we observed 
no significant changes was 0.30 meters. That notwithstand-
ing, if the engineer is interested in analyzing the operating 
conditions of particular segments of the rod string during 
the simulation, it can be helpful to use lower values of �s . 
This should be specially desirable regarding the upper and 

Table 7   Absolute execution 
times—Gibbs’s VF model—�s 
= 0.05 m

Parallel time (s)

Part Serial 2 4 8 16 32

time (s) threads threads threads threads threads

1 0.654 0.819 0.818 0.850 0.832 0.862
2 158.269 154.256 79.406 40.685 19.032 16.333
3 0.302 0.368 0.348 0.431 0.408 0.426
4 0.722 1.045 1.141 1.309 1.295 1.315
5 64.941 65.485 32.396 16.587 8.874 11.621
6 0.323 0.352 0.335 0.357 0.330 0.325
7 0.255 0.300 0.325 0.312 0.359 0.414
Total 225.466 222.625 114.769 60.531 31.130 31.296

Table 8   Execution times 
in percentage—Gibbs’s VF 
model—�s = 0.05 m

Parallel time

Part Serial 2 4 8 16 32

time threads threads threads threads threads

1 0.29% 0.37% 0.71% 1.40% 2.67% 2.75%
2 70.20% 69.29% 69.19% 67.21% 61.14% 52.19%
3 0.13% 0.17% 0.30% 0.71% 1.31% 1.36%
4 0.32% 0.47% 0.99% 2.16% 4.16% 4.20%
5 28.80% 29.41% 28.23% 27.40% 28.51% 37.13%
6 0.14% 0.16% 0.29% 0.59% 1.06% 1.04%
7 0.11% 0.13% 0.28% 0.52% 1.15% 1.32%
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lower extremities of the rod string, which, because of their 
specialized functions and characteristics, have a strong influ-
ence on the global behavior of the rod string, despite being 
usually much shorter than the remaining rod sections. How-
ever, higher values of �s should suffice in case the engineer 
is only interested in deriving operating parameters from the 
dynamometer cards computed in the simulation.

We used a directional well located at the on-shore portion 
of the Potiguar basin in northeastern Brazil as a model for 
the well configuration data. The true vertical depth of this 
well was 696.5 meters, and its measured depth was 876.3 
meters. Its rod string was comprised of two sections, with 
the first section being 411.5 meters long and the second 
464.8 meters. Table 1 shows the full list of configuration 
properties for the well. The well profile data—i.e., the seg-
ments of the directional trajectory of the production string—
are listed in Table 2.

We executed five runs of the simulation for each num-
ber of time intervals, and averaged the resulting execution 
times. We included the segment length of 14.67 meters in 

the simulations in consideration of that being the standard 
value used in Costa’s original implementation. This seg-
ment length corresponds to 2000 time intervals per pumping 
cycle. The execution results are listed in Tables 3 through 6, 
and plotted in Figs. 4 through 9.

We achieved considerable improvements in compari-
son to the initial results reported in 1995. The execution 
times for Gibbs’s and Lea’s VF models in Costa’s original 
implementation were about 104.3 and 108.9 seconds, respec-
tively. Those results were obtained using the standard value 
of 14.67 meters for �s . Upon looking for that same value 
of �s in Tables 3 and 4, the execution times of the serial 
version of our implementation are, respectively, 0.011 and 
0.015 seconds for each VF model, i.e., 9481 and 7260 times 
faster than the original implementation. If we assume that 
the frequency of operation was the main and dominant fac-
tor of performance improvements from one generation of 
processors to another (and also abstracting away advances 
such as more efficient mathematical coprocessors, more 
specialized instruction sets, instruction-level parallelism 

Table 9   Absolute execution 
times—Lea’s VF model—�s = 
0.05 m

Parallel time (s)

Part Serial 2 4 8 16 32

time (s) threads threads threads threads threads

1 0.690 0.933 0.894 1.014 1.060 0.975
2 336.633 305.458 155.507 80.130 42.631 28.938
3 0.338 0.451 0.399 0.463 0.413 0.445
4 69.431 71.424 71.699 72.117 72.241 72.623
5 63.300 64.436 32.124 17.320 8.956 8.154
6 0.325 0.373 0.391 0.385 0.366 0.352
7 0.256 0.313 0.300 0.301 0.292 0.419
Total 467.973 443.388 261.314 171.730 125.959 111.906

Table 10   Execution times 
in percentage—Lea’s VF 
model—�s = 0.05 m

Parallel time

Part Serial 2 4 8 16 32

time threads threads threads threads threads

1 0.15% 0.21% 0.34% 0.59% 0.84% 0.87%
2 71.29% 68.89% 59.51% 46.66% 33.85% 25.86%
3 0.07% 0.10% 0.15% 0.27% 0.33% 0.40%
4 14.84% 16.11% 27.44% 41.99% 57.35% 64.90%
5 13.53% 14.53% 12.29% 10.09% 7.11% 7.29%
6 0.07% 0.08% 0.15% 0.22% 0.29% 0.31%
7 0.05% 0.07% 0.11% 0.18% 0.23% 0.37%
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and smarter compilers), in order to Costa’s implementation 
to have equivalent performance, it would have to be run in 
a processor with a speed of 2.3GHz ÷ 9481 = 242.5KHz 
and 2.3GHz ÷ 7260 = 316.8KHz. Considering that the fre-
quency of the processor used by Costa in 1995 was 66MHz, 
this results in a rough estimate of improvement for our pro-
posed implementation of about a factor of 208 (66MHz ÷ 
316.8KHz) over the original program. That said, we now 
proceed to analyze the parallel implementation.

Starting with Gibbs’s VF model, Table  3 and Fig.  4 
show improvements in parallel execution time over serial 
time for �s equal to 0.05 meters with two threads, and then 
for �s less than or equal to 0.5 meters between four and 
sixteen threads. With thirty-two threads, we observe such 
improvements only for �s less than or equal to 0.3 meters. 
Additionally, using thirty-two threads is always slower than 
sixteen threads. Moving on to Lea’s VF model, Table 4 and 
Fig. 5 show improvements in parallel execution time over 
serial time for �s less than or equal to 0.5 meters under all 
multi-thread counts. Using thirty-two threads is only faster 
than sixteen threads when �s is less than or equal to 0.1 
meters. For both models, the overall pattern is that paral-
lel performance gains are more pronounced as the value of 
�s gets lower and therefore there is more work to execute. 
Under Gibbs’s VF model, using multiple threads with �s 
lower than or equal to 0.5 meters is advantageous under most 
cases, except for five scenarios under two threads and two 
scenarios under thirty-two threads. Lea’s VF model, on the 
other hand, yields favorable speedups with �s lower than or 
equal to 0.5 meters in all scenarios.

We also observe that the processing times for Lea’s VF 
model are considerably higher than those for Gibbs’s model, 
and that the performance of Lea’s model scales better in the 
parallel case. The parallel speedups shown in Tables 5 and 
6 and Figs. 6 and 7 provide these same insights in a different 
format. As discussed previously, Lea’s model has higher pro-
cessing requirements than Gibbs’s model because of more 
complex calculations for the discharge pressure of the down-
hole pump. Whereas Lea’s model uses the viscosity of the 
fluid and needs to traverse all points that the rod string was 
divided into, Gibbs’s model simplifies these details through 
the use of the damping coefficient.

Tables 5 and 6 and Figs. 8 and 9 provide information on 
parallel efficiency. Under both Gibbs’s and Lea’s models, 
whereas parallel efficiency under two threads shows very 
narrow fluctuations, it scales along with problem size at 
nearly all remaining thread counts. With Gibbs’s model, effi-
ciency values for �s less than or equal to 0.1 meters under 
four and eight threads are notable outliers. Finally, the effi-
ciency results of Lea’s model are in a clearly lower range 
than those of Gibbs’s.

Performance profiling is of fundamental importance for 
software optimization, as it enables to diagnose execution 

bottlenecks and to assess the results of improvement efforts. 
The absolute execution times, and their percentage coun-
terparts, for a single run of Gibbs’s VF model when �s is 
equal to 0.05 meters are shown in Tables 7 and 8, illustrating 
how much time each part of the simulation requires. Our 
previous analysis in Section 4.1 suggested to direct paral-
lelization efforts toward Parts 2 and 5, which took 99% of 
total execution time in the serial case according to Table 8. 
We regard the 1% of total execution time required by the 
remaining parts as the strictly serial fraction of the problem 
under Gibbs’s VF model.

The inspection of parallel times at Tables 7 and 8 shows 
improvements in total execution time; however, the per-
centage of time required by the strictly serial parts becomes 
increasingly higher along with the number of threads, the 
only exception being one case under thirty-two threads. The 
absolute variations in the time required by the strictly serial 
parts were moderate, except for a slightly higher uptick in 
Part 4. As for the parts that underwent parallelization, the 
percentage of execution time in Part 2 declined, while that 
of Part 5 had moderate fluctuations between two and six-
teen threads, followed by a steeper increase under thirty-
two threads. We conclude that on the whole, the simulation 
under Gibbs’s VF model attained good scalability.

The absolute execution times, and their percentage coun-
terparts, for a single run of Lea’s VF model when �s is equal 
to 0.05 meters are shown in Tables 9 and 10 , illustrating 
how much time each part of the simulation requires. Our 
previous analysis in Section 4.1 suggested to direct paralleli-
zation efforts toward Parts 2, 4 and 5, which took 99.66% of 
total execution time in the serial case according to Table 9. 
We regard the 0.34% of total execution time required by the 
remaining parts as the strictly serial fraction of the problem 
under Lea’s VF model.

The behavior of Part 4 demands special attention when 
using Lea’s VF model. As discussed previously, the com-
putation of discharge pressure under Lea’s model is much 
more demanding than under Gibbs’s model. That said, we 
chose not to parallelize this calculation, and therefore the 
execution performance of Part 4 in the serial and parallel 
cases should exhibit very similar results. Regarding the other 
parallel parts, the implementation of Part 2 under Lea’s VF 
model closely resembles that found under Gibbs’s model, 

Table 11   Average Fourier 
coefficients for conventional 
pumping units. Source: Laine 
et al. (1989)

i A
i

B
i

1 0.0078489 0.4973054
2 0.0123680 0.0630766
3 −0.017086 0.0071585
4 −0.002505 0.0014288
5 −0.000555 −0.000832
6 −0.000123 −0.000070
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but there is an extra term to compute in the numerator of Eq. 
(11) when compared to Eq. (8). Finally, Part 5 is completely 
identical under both models.

The inspection of parallel times at Tables 9 and 10 shows 
that whereas total execution time improved, the percentage 
of time required by the strictly serial parts grew modestly 
for all thread counts. The absolute variations observed in 
the time required by the strictly serial parts were moderate 
as well. As for the parts identified as parallelization candi-
dates, the overall observation is that whereas the percentage 
of execution time of Part 2 had noticeable decreases under 
all multi-thread counts, that of Part 5 had lower decreases 
between two and sixteen threads. Part 4, which could have 
been parallelized but was ultimately left in sequential form, 
had noticeable increases in percentage of execution time 
under all multi-thread counts. Regarding absolute execution 
times, whereas they decline under all multi-thread counts for 
Part 2 and nearly all counts for Part 5, at Part 4 they show 
only limited change. Part 2 is considerably slower under 
Lea’s VF model than under Gibbs’s model, which we attrib-
ute to two reasons. The first is that there is an extra term to 
compute; as for the second reason, although the compiler 
succeeds in generating fast, vectorized binary instructions 
for Part 2 under Gibbs’s model, unfortunately this does not 
happen under Lea’s model. Regarding Part 4, the mostly 
uniform behavior observed is in accordance with the fact 
that as mentioned previously, its implementation remained 
the same in serial and parallel versions of the simulation 
program. We conclude, based on the previous numbers, that 
the simulation under Lea’s VF model attained fair scalabil-
ity. However, Part 4 stands out as a point of attention to be 
further investigated in future optimization work.

Summary and Conclusions

In this work, we presented Costa’s model for the motion 
of directional sucker-rod pumping wells (Costa 1995). We 
analyzed the computational behavior of this CPU-intensive 
model, proposed contributions to its accuracy and reimple-
mented it with a focus on improved execution speed. The 
main conclusions are as follows: 

1.	 Whereas the model had long processing times in its 
original implementation, we have shown that it can be 
efficiently implemented in contemporary hardware. We 
can use it to quickly process many different well con-
figurations in varied levels of accuracy. This makes it a 
suitable tool for well design and optimization, as we can 
adapt it to seek goals such as maximizing oil production, 
minimizing energy consumption or extending the useful 
life of production equipment;

2.	 The use of Gibbs’s VF model results in faster execution 
times and better parallel efficiency than Lea’s VF model, 
given that the calculation of downhole boundary condi-
tions under Lea’s model is much more demanding. The 
engineer must keep this in mind in case execution speed 
is a concern.

We point out the following suggestions for future work: 

1.	 The spare computing power made available through 
the proposed software optimizations facilitates further 
expansions to the model to include other realistic behav-
ior, such as motor slip and reservoir coupling. It should 
also be straightforward to incorporate other VF mod-
els by adapting the motion equation and the downhole 
boundary conditions accordingly;

2.	 The downhole boundary conditions formulated by Costa 
assume that the ensemble of subsurface equipment is 
working normally. Those conditions can be expanded to 
simulate anomalous scenarios, such as fluid pound and 
leaking valves (Doty and Schmidt 1983). That way, in 
addition to well design and optimization, the model can 
be used as a diagnostic tool;

3.	 The simulator has only been used with oil wells located 
in the Potiguar basin in northeastern Brazil. It can be 
further developed by testing it with wells of other geo-
graphic areas under different operating conditions.

A boundary and initial conditions 
of the motion equation

As is typical of PDEs, the motion equation presented in 
Costa’s model for directional wells (Costa 1995) has bound-
ary and initial conditions to consider, which we discuss 
in this appendix. We start by the boundary conditions for 
the surface equipment, where it is necessary to be able to 
determine the speed of the polished rod for any moment in 
time. There are several alternatives to do this. If the engi-
neer would like to run simulations based on a functioning 
oil well and field measurements can be made to obtain a 
profile that correlates positions along the stroke length of 
the pumping unit with the speed of the polished road, this 
should be the preferred approach. If a position/speed pro-
file measured from an actual working well is not available 
but the geometrical specifications of the pumping unit are 
at hand, the recommended procedure is to use the detailed 
equations described in the API Specification for Pumping 
Units (API 2013). A third choice, less accurate than the pre-
vious ones, is to approximate the motion of the polished rod 
by a Fourier series truncated to six terms, as proposed by 
Laine et al. (1989). The below equation computes the value 
of the truncated Fourier series at a given moment in time:
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where A1 to A6 , B1 to B6 are Fourier coefficients, and � is the 
angular speed of the polished rod (rad/s). The speed of the 
polished rod (m/s) at a given moment in time is:

(26)
TF(t) =A1 cos(�t) +⋯ + A6 cos(6�t)

+ B1 sin(�t) +⋯ + B6 sin(6�t) , where S is the stroke length of the pumping unit (m).
The geometry of the pumping unit dictates the value 

of the Fourier coefficients. Table 11 shows average values 

(27)vpr(t) = TF(t)S� ,

Table 12   Configuration 
properties for Well 1

Property Value

Coulomb friction coefficient (�) 0.1
Damping coefficient (c

D
) 0.15

Segment length ( �s) 0.5 m
Pumping cycles 5
Ambient temperature at surface 37.77◦C
API gravity of the produced oil 35◦

Base sediments and water of the produced fluid 66%
Dead space 30.48 cm (1 ft)
Diameter of the first rod section 3.175 cm (1 1/4 in)
Diameter of the second rod section 2.2225 cm (7/8 in)
Diameter of the third rod section 1.905 cm (3/4 in)
Diameter of the plunger 4.445 cm (1.75 in)
Downhole pump installation depth 1035.41 m
Gas/oil ratio 7.9
Gas separation efficiency at well-bottom 0%
Geothermal gradient 0.03◦C/m

(0.054◦F/m)
Intake pressure 827.37 kPa (120 psi)
Is the well tubing anchored? No
Length of the first rod section 6.71 m
Length of the second rod section 373.38 m
Length of the third rod section 655.32 m
Number of rods in the first rod section 1
Number of rods in the second rod section 49
Number of rods in the third rod section 86
Production string—inside diameter 6.2 cm (2.441 in)
Production string—outside diameter 7.3025 cm (2.875 in)
Pumping speed 9.8 cycles/minute
Pumping unit geometrical specifications A=2370 mm, C=2110 mm,

I=2270 mm, K=3320 mm,
P=2450 mm, R=697 mm

Pumping unit type Conventional
Relative density of the produced gas 0.7
Relative density of the produced water 1.0
Rod weight in the first rod section 61.732 N/m (4.23 lbf/ft)
Rod weight in the second rod section 32.456 N/m (2.224 lbf/ft)
Rod weight in the third rod section 23.846 N/m (1.634 lbf/ft)
Stroke length 1.6 m (63.25 in)
Wellhead pressure 98.03 kPa (14.22 psi)
Young modulus of elasticity of the rods 210.29 GPa

(30.5 ⋅ 106 psi)
Young modulus of elasticity of the well tubing 204.08 GPa

(29.6 ⋅ 106 psi)
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recommended by Laine et al. (1989) for conventional pump-
ing units.

We proceed to discuss the boundary conditions for the 
downhole equipment. To compute the distance between the 
standing valve and traveling valve in the downhole pump at 
a given moment in time, we use:

where em is the “dead space” in the downhole pump—i.e., 
the distance between the standing valve and the traveling 
valve when the system is idle and the polished rod is in its 
bottom-most position (m); and et(t) is the well tubing elonga-
tion, at moment t (m).

The equation for the well tubing elongation is:

(28)Lb(t) = u(0, t) + em − et(t) ,

The below equation gives the change in absolute pressure 
within the downhole pump:

where ps is the intake pressure of the downhole pump (Pa); 
pb(t) is the absolute pressure within the downhole pump 
from which change will be computed, at moment t (Pa); 

(29)et(t) =

[
pb(0) − pb(t)

]
DbApianc

EtAt

.

(30)

dpb

du
= −

1

DbApianc

EtAt

+ kLLb(1 − 𝛼) +
Lb𝛼

pb

,

with ps < pb(t) < pd(t) ,

Table 13   Profile data for Well 1

Measured Inclination Azimuth Vertical North East
depth (degrees) (degrees) depth offset offset

(m) (m) (m) (m)

0 0 0 0 0 0
650 0 0 650 0 0
666 0.5 184 666 -0.001 0.043
958 0.5 275 957.99 -1.65 -1.89
1202 2.5 157 1201.92 -5.95 -5.01

Table 14   Real and simulated operating parameters for Well 1

Operating Real Simulated % Deviation
parameter value value

PPRL 46959.87 N 47472.62 N +1.1%
(10557 lbf) (10672.27 lbf)

MPRL 16280.49 N 16292.32 N +0.07%
(3660 lbf) (3662.66 lbf)

Peak Torque 17341.16 N.m 13801.31 N.m -20.4%
(153482.2 lbf.in) (122151.89 lbf.in)

PRHP 4056.6 W 4041.69 W -0.36%
(5.44 hp) (5.42 hp)

PD 15.58 m3/d 23.06 m3/d +48%

Fig. 10   Real/simulated surface 
dynamometer cards for Well 1
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Table 15   Configuration 
properties for Well 2

Property Value

Coulomb friction coefficient (�) 0.05
Damping coefficient (c

D
) 0.05

Segment length ( �s) 0.5 m
Pumping cycles 5
Ambient temperature at surface 37.77◦C
API gravity of the produced oil 42.14◦

Base sediments & water of the produced fluid 71.3%
Dead space 30.48 cm (1 ft)
Diameter of the first rod section 2.54 cm (1 in)
Diameter of the second rod section 2.2225 cm (7/8 in)
Diameter of the third rod section 1.905 cm (3/4 in)
Diameter of the plunger 4.445 cm (1.75 in)
Downhole pump installation depth 2468.88 m
Gas/oil ratio 0.7
Gas separation efficiency at well-bottom 0%
Geothermal gradient 0.03◦C/m

(0.054◦F/m)
Intake pressure 137.89 kPa (20 psi)
Is the well tubing anchored? No
Length of the first rod section 716.28 m
Length of the second rod section 739.14 m
Length of the third rod section 1013.46 m
Number of rods in the first rod section 94
Number of rods in the second rod section 97
Number of rods in the third rod section 133
Production string—inside diameter 6.2 cm (2.441 in)
Production string—outside diameter 7.3025 cm (2.875 in)
Pumping speed 9.1 cycles/minute
Pumping unit geometrical specifications A=4572 mm, C=3050 mm,

I=3048 mm, K=4859 mm,
P=3670 mm, R=889 mm

Pumping unit type Conventional
Relative density of the produced gas 0.7
Relative density of the produced water 1.0
Rod weight in the first rod section 42.380 N/m (2.904 lbf/ft)
Rod weight in the second rod section 32.456 N/m (2.224 lbf/ft)
Rod weight in the third rod section 23.846 N/m (1.634 lbf/ft)
Stroke length 2.71 m (107 in)
Wellhead pressure 323.57 kPa (46.93 psi)
Young modulus of elasticity of the rods 210.29 GPa

(30.5 ⋅ 106 psi)
Young modulus of elasticity of the well tubing 204.08 GPa

(29.6 ⋅ 106 psi)

and pd is the discharge pressure of the downhole pump, at 
moment t (Pa).

The equation for the discharge pressure of the downhole 
pump, in case the engineer chooses to work with Gibbs’s 
model, is:

where pwh is the well tubing pressure, measured at the well-
head (Pa); df  is the relative density of the fluid (dimension-
less); pg is the pressure gradient of water (9.794 kPa/m); 

(31)pd = pwh + df pghb ,
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and hb is the vertical depth of installation of the downhole 
pump (m).

The expression to use if the engineer prefers to employ 
Lea’s model is:

where Lk is the length of the rod string section that a given 
point in the rod string is located on (m), and the loss of 
pressure caused by friction at a given point in the rod string 
(Pa/m) is given by:

(32)pd = pwh + df pghb +

n∑
k=1

(
�pf

�s

)

k

Lk ,

Table 16   Profile data for Well 2

Measured Inclination Azimuth Vertical North East
depth (degrees) (degrees) depth offset offset

(m) (m) (m) (m)

0 0 0 0 0 0
203 0 0 203 0.00 0.00
403 0 0 403 0.00 0.00
593 0.25 128 593 0.15 0.30
777 0.5 111 777 -0.44 1.34
942 1.5 140 941.97 -2.10 3.66
1110 2.5 141 1109.86 -6.62 7.39
1279 4.8 147 1278.51 -15.32 13.71
1419 5.8 148 1417.91 -26.23 20.66
1561 6.4 147.8 1559.11 -39.01 28.68
1720 6.3 154.3 1717.13 -54.39 37.19
1872 6.2 154 1868.23 -69.28 44.40
2020 5 150.9 2015.52 -82.09 51.08
2186 5 140 2180.89 -94.00 59.29
2269 5.5 148 2263.55 -100.14 63.75
2292 5.72 147.93 2286.43 -102.05 64.94
2349 5.7 153.7 2343.15 -107.00 67.71
2404 6.42 160.49 2397.85 -112.34 69.96
2429 6.68 162.95 2422.68 -115.05 70.86
2432 6.77 163.13 2425.66 -115.39 70.96
2458 6.95 160.75 2451.48 -118.34 71.92
2484 7.21 159.44 2477.28 -121.35 73.01

Table 17   Real and simulated operating parameters for Well 2

Operating Real Simulated % Deviation
parameter value value

PPRL 112451.04 N 115503.14 N +2.7%
(25280 lbf) (25966.14 lbf)

MPRL 59712.92 N 58753.84 N -1.6%
(13424 lbf) (13208.39 lbf)

Peak Torque 38437.49 N.m 34825.87 N.m -9.4%
(340200.5 lbf.in) (308234.95 lbf.in)

PRHP 10849.93 W 9955.09 W -8.2%
(14.55 hp) (13.35 hp)

PD 16.37 m3/d 25.5 m3/d +55.7%

Fig. 11   Real/simulated surface 
dynamometer cards for Well 2



2656	 Journal of Petroleum Exploration and Production Technology (2021) 11:2635–2659

1 3

where K3(s) and K4(s) are geometric factors, derived from 
the diameters of the well tubing and rods, for a given point 
in the rod string. We point the interested reader to Lea 
(1991) or Costa (1995) for the expressions involved in their 
computation.

In addition to the boundary conditions, there are some 
initial conditions to consider when t = 0 . They are:

(33)
(
𝜕pf

𝜕s

)

k

= −4𝜂(K3v̄fk + K4vr) ,

(34)u(s, 0) =0,∀s , where Fs(s, t) is the axial force at a given point in the rod 
string, at moment t (N).

(35)vr(s, 0) =
�u

�t
(s, 0) = 0,∀s ,

(36)Fs(0, 0) = − pd(0)Ar1 ,

(37)pd(0) =pwh + df ghb = pb(0) ,

(38)
dFs(s, 0)

ds
= − �rAr� ⋅ �(s) ,

Table 18   Configuration 
properties for Well 3

Property Value

Coulomb friction coefficient (�) 0.01
Damping coefficient (c

D
) 0.1

Segment length ( �s) 8.0 m
Pumping cycles 5
Ambient temperature at surface 37.77◦C
API gravity of the produced oil 15.7◦

Base sediments & water of the produced fluid 99.8%
Dead space 30.48 cm (1 ft)
Diameter of the sole rod section 2.2225 cm (7/8 in)
Diameter of the plunger 5.715 cm (2.25 in)
Downhole pump installation depth 175.26 m
Gas/oil ratio 4.0
Gas separation efficiency at well-bottom 0%
Geothermal gradient 0.03◦C/m

(0.054◦F/m)
Intake pressure 1.378 MPa (200 psi)
Is the well tubing anchored? No
Length of the sole rod section 175.26 m
Number of rods in the sole rod section 23
Production string—inside diameter 7.6 cm (2.992 in)
Production string—outside diameter 8.89 cm (3.5 in)
Pumping speed 11.69 cycles/minute
Pumping unit geometrical specifications A=2413 mm, C=2108 mm,

I=2388 mm, K=3432 mm,
P=2616 mm, R=914 mm

Pumping unit type Conventional
Relative density of the produced gas 0.7
Relative density of the produced water 1.0
Rod weight in the sole rod section 32.456 N/m (2.224 lbf/ft)
Stroke length 1.21 m (47.8 in)
Wellhead pressure 1.471 MPa (213.35 psi)
Young modulus of elasticity of the rods 210.29 GPa

(30.5 ⋅ 106 psi)
Young modulus of elasticity of the well tubing 204.08 GPa

(29.6 ⋅ 106 psi)
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B numerical solution of the boundary 
conditions

In this appendix, we describe how to numerically compute 
the surface and downhole boundary conditions of the motion 
equation in Costa’s model for directional wells (Costa 1995). 
Starting with the surface boundary conditions, when they are 
applied to the numerical solution, the speed of the polished 

rod should ideally be retrieved from a position/speed pro-
file obtained from field measurements. If such a profile is 
not available, the engineer may use the detailed equations 
described in the API Specification for Pumping Units (API 
2013), provided that the geometrical specifications of the 
pumping unit are at hand. In the absence of said geometrical 
data, the engineer may obtain approximate (albeit less accu-
rate) values by resorting to Eqs. (26) and (27):

To find the force on the polished rod, we use:

(39)
TF

j

n+1
= A1 cos(�j�t) +⋯ + A6 cos(6�j�t)

+ B1 sin(�j�t) +⋯ + B6 sin(6�j�t) ,

(40)v
j

n+1
= TF

j

n+1
S� .

Table 19   Profile data for Well 3

Measured Inclination Azimuth Vertical North East
depth (degrees) (degrees) depth offset offset

(m) (m) (m) (m)

0 0 0 0 0 0
45 0.62 232.3 45.00 -0.05 0.10
54 0.62 238.19 54.00 -0.10 0.02
63 0.97 74.63 63.00 -0.18 0.05
72 2.81 62.5 71.99 -0.07 0.33
81 3.96 58.28 80.98 0.19 0.79
91 5.72 58.1 90.94 0.63 1.51
100 7.74 62.06 99.88 1.16 2.42
109 10.2 65.4 108.77 1.78 3.68
118 12.49 68.03 117.59 2.48 5.30
127 14.86 72.34 126.34 3.20 7.31
136 17.15 75.77 134.99 3.88 9.69
145 19.79 78.67 143.52 4.51 12.47
154 22.34 80.43 151.92 5.10 15.65
163 24.62 84.03 160.17 5.58 19.20
172 25.68 85.35 168.32 5.94 23.01
181 25.85 86.23 176.43 6.23 26.91

Table 20   Real and simulated operating parameters for Well 3

Operating Real Simulated % Deviation
parameter value value

PPRL 10589.21 N 11784.22 N +11.3%
(2380.55 lbf) (2649.2 lbf)

MPRL 2570.04 N 2140.88 N -16.7%
(577.77 lbf) (481.29 lbf)

Peak Torque Unavailable 4763.13 N.m Unavailable
(42157.3 lbf.in)

PRHP 1513.77 W 1498.86 W -0.98%
(2.03 hp) (2.01 hp)

PD 77.49 m3/d 40.97 m3/d -47.12%

Fig. 12   Real/simulated surface 
dynamometer cards for Well 3
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Proceeding to the evaluation of downhole boundary condi-
tions, we employ an iterative process to compute both the 
speed of the plunger and the axial force acting on it, given 
an initial guess for the value of the plunger speed. This is 
caused by a circular dependency when analyzing downhole 
conditions: the force on the plunger depends on its speed, 
and the plunger speed, in turn, depends on the force. We 
show the necessary stencils below.

The stencil for the plunger displacement is:

where

According to the VF model we choose to use, the discharge 
pressure of the downhole pump, pj+1

d
 , comes from using 

either Eq. (31) or Eq. (32).
We need the plunger displacement and discharge pressure 

to compute pressure within the downhole pump through the 
stencil below:

where

We use the pressure within the downhole pump to compute 
the force at the plunger:

Following that, we use the force at the plunger to find the 
plunger speed:

(41)F
j+1

Sn+1
= ErAr

�t

�s
(v

j+1

rn+1
− vj+1

rn
) + F

j

Sn
.

(42)u
j+1

1
= u

j

1
+ �u1 ,

(43)�u1 =
v
j+1

r1
+ v

j

r1

2
�t .

(44)p
j+1

b
=

⎧⎪⎨⎪⎩

pd, if p
j

b
+ 𝛥pb ≥ p

j+1

d

p
j

b
+ 𝛥pb, if ps < p

j

b
+ 𝛥pb < p

j+1

d

ps, if p
j

b
+ 𝛥pb ≤ ps

,

(45)
�pb = −

�u
DbApianc

EtAt

+ kLLb(1 − �j) +
Lb�

j

p
j

b

.

(46)F
j+1

s1
= (p

j+1

d
− p

j+1

b
)Ap − p

j+1

d
Ar1 .

(47)v
j+1

r1
= v

j+1

r2
−

(F
j+1

S1
− F

j

S1
)�s

ErAr�t
.

C real and simulated data of three 
functioning oil wells

This appendix lists real and simulated data for three func-
tioning on-shore oil wells located in the Potiguar basin in 
northeastern Brazil. The following information is available:

–	 Well configuration properties used in the simulations (see 
Tables 12, 15 and 18 );

–	 Well profile data—i.e., the segments of the directional 
trajectories of the production strings (see Tables 13, 16 
and 19 );

–	 Real and simulated data corresponding to the operating 
parameters of the wells (see Tables 14, 17 and 20 );

–	 Real and simulated dynamometer surface cards (see 
Figs. 10, 11 and 12 ).

The real data for the wells were obtained from a supervi-
sory system for automated wells, based on automation sen-
sors installed in the field. All simulations were done using 
Gibbs’s VF model.

According to Costa, which recommends a range of values 
between 0.05 and 0.15 for the damping coefficient, lower 
values for this configuration property give more accurate 
results for Peak Torque and PPRL, whereas higher values 
produce more accurate results for PRHP and greater simi-
larity between simulated and measured surface cards. Also, 
given that Peak Torque values computed by the simulator 
assume that the pumping unit is perfectly balanced, signifi-
cant deviations are to be expected when comparing actual 
and simulated Peak Torque values in case the pumping unit 
is not balanced in the field.
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