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Abstract
In an attempt to reduce the errors and uncertainties associated with predicting reservoir properties for static modeling, seismic 
inversion was integrated with artificial neural network for improved porosity and water saturation prediction in the undrilled 
prospective area of the study field, where hydrocarbon presence had been confirmed. Two supervised neural network tech-
niques (MLFN and PNN) were adopted in the feasibility study performed to predict reservoir properties, using P-impedance 
volumes generated from model-based inversion process as the major secondary constraint parameter. Results of the feasibility 
study for predicted porosity with PNN gave a better result than MLFN, when correlated with well porosity, with a correla-
tion coefficient of 0.96 and 0.69, respectively. Validation of the prediction revealed a cross-validation correlation of 0.88 
and 0.26, respectively, for both techniques, when a random transfer function derived from a given well is applied on other 
well locations. Prediction of water saturation using PNN also gave a better result than MLFN with correlation coefficient of 
0.97 and 0.57 and cross-validation correlation coefficient of 0.89 and 0.3, respectively. Hence, PNN technique was adopted 
to predict both reservoir properties in the field. The porosity and water saturation predicted from seismic in the prospective 
area were 24–30% and 20–30%, respectively. This indicates the presence of good quality hydrocarbon bearing sand within the 
prospective region of the studied reservoir. As such, the results from the integrated techniques can be relied upon to predict 
and populate static models with very good representative subsurface reservoir properties for reserves estimation before and 
after drilling wells in the prospective zone of reservoirs.
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Introduction

Porosity and water saturation are some reservoir proper-
ties vital for reservoir static and dynamic modeling dur-
ing hydrocarbon field development. To build a robust 3D 
geological reservoir model, precise knowledge of these 
reservoir properties is essential. The best-known technique 
to achieve accurate reservoir properties value is to meas-
ure them from core plugs in the laboratory (Kareem et al. 
2017; Goral et al. 2020), but this technique however has 
some drawbacks: time consuming, exorbitant cost, and most 
times, incomplete coverage of the total well depth. Hence, 

geologists frequently core only a small portion of few wells. 
To obtain spatial distribution of these properties, statistical 
approach is being deployed to correlate the reservoir proper-
ties mostly obtained from petrophysical evaluation and core 
measurements at scanty well locations across field (Jensen 
et al. 2000; Ringrose and Bentley 2016).

These techniques have been demonstrated to be poor in 
handling some subsurface challenges like complex reser-
voirs, especially without a reliable control data. According 
to Moline and Bahr 1995, statistical techniques introduce a 
lot of uncertainties and errors into our subsurface model as 
they attempt to interpolate information between well control 
points and extrapolate away from wells to the undrilled area 
of a field, without a secondary data to serve as constrain 
(Grana 2018). These errors and uncertainties are introduced 
into models in most cases, as geologist depends mainly on 
Facies Models to constrain such predictions. These mod-
els are non-unique and are subjective to the modeler’s 
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experience, non-availability of vital data due to cost and 
data density. Hence, these models are unreliable.

The introduction of artificial intelligence in Quantitative 
Seismic Interpretation (QI) studies provides a new dimen-
sion in predicting these sparsely distributed data, provided 
input secondary information with keen relationship to the 
targeted reservoir properties is available across the field 
of study. Seismic data are vital for providing information 
across field, not just fault, fracture and geologic horizons, 
but also the lateral distribution of reservoir properties across 
field (Chatterjee et al. 2016; Alvarez et al. 2017). Inver-
sion of seismic data yields rock attributes (P-impedance, 
S-impedance, etc.) which have strong relationship with these 
reservoir properties, that has been demonstrated using rock 
physics models (Avseth et al. 2008). Seismic inversion gen-
erally is the process of recovering the subsurface layered 
rock properties (such as acoustic impedance and reservoir 
properties) that produced the seismic (Lines and Levin, 
1992; Sukmono 2002). Several authors have demonstrated 
the effectiveness of adopting seismic inversion results for 
reservoir properties prediction using artificial neural network 
(Chatterjee et al. 2016; Maurya and Sarkar 2016; Abiodun 
et al. 2018; Abdulaziz 2019).

The very strong relationship between well logs-derived 
reservoir properties and elastic rock properties (especially 
acoustic impedance) presents the motivation of extracting 
reservoir properties from seismic inverted elastic volumes 
using the predictive power of artificial neural network 
(ANN). The ANN is an application of artificial intelligence 
that emulates the biological neural system information 
processing patterns during learning and problem-solving 
process (Chakraborty 2010). Neural network is generally 
classified into supervised, unsupervised and reinforcement 
learning methods. The supervised neural networks (NN) are 
the most preferable NN technique employed by geoscientists 
for both prediction and correlation problems during field 
development (Li 1994; Leite and Vidal 2011; Mokhtari et al. 
2011; Aliouane et al. 2012; Horváth 2014; Odesanya et al. 
2016; Said et al. 2018; Alabi and Enikanselu 2019; Zahmat-
kesh et al. 2018).

The present study applies the model-based inversion and 
supervised neural network techniques for porosity and water 
saturation prediction from seismic, to evaluate an already 
validated prospect in the undrilled area of a major produc-
ing reservoir in the Alose field. (yellow ellipse in Fig. 1b). 
The studied field is situated in the Central Swamp Depo-
belt, Onshore Niger Delta Basin within the Gulf of Guinea 
(Fig. 1). The field was discovered in 1960 and production 
commenced in 1965. A total of eighty-four reservoirs have 
been discovered to date. The estimated reserve in the field 
is approximately 1602.2 MMstb with an estimated ultimate 
recovery of 520.9 MMstb. Presently, a total net production 
of 340.4 MMstb has been recovered from the field. The 

prospective reservoir is one of the major producing res-
ervoirs in the field, and a good understanding of the res-
ervoir would further help improve upon the field reserved 
already recorded, at a reduced cost devoid of drilling several 
appraisal wells.

Material and methods

The data set used for the research include; a 3D SEG normal, 
full post-stack depth migrated (PSDM) seismic reflectivity 
data approximately 226 sqkm and eight spatially distributed 
wells as shown on the field survey base map(Fig. 1). The 
basic well logs required for this study were available in only 
six wells; caliper, gamma ray, resistivity, density and veloc-
ity logs. The logs were initially processed and conditioned 
for spurious readings. Two major observations were made 
on the quality of the logs available; mild to severe wash out 
and caving were registered on the caliper logs across the well 
interval, very low range of resistivity values observed across 
the wells, with the maximum value been less than 300 Ω.m 
for hydrocarbon bearing sands. These greatly imparted 
the values of porosity (density porosity) and water satura-
tion estimated from well logs. Hence, the porosity values 
are unusually high, resulting in very low water saturation 
values in some cases especially for hydrocarbon bearing 
sands. These ultimately affected the estimated result from 
seismic since the prediction process depends on the well-
derived reservoir properties. Since the effectiveness of the 
process is largely dependent on the quality of correlation 
coefficient obtained between well porosity and the poros-
ity predicted from seismic, the well logs were passed ok to 
achieve the research objectives. The washout was observed 
to be extremely severe in two wells (Well 1 and 61) across 
the entire depth interval. Due to the limited number of wells 
available for this study, these wells were still included in the 
pre-inversion feasibility analysis to determine if they would 
be excluded in the inversion and neural network training 
process. However, further quality check was conducted to 
improve upon the quality of all available well logs. These 
include; median filtering, depth matching and de-spiking.

Model-based inversion and supervised neural network 
techniques were integrated to predict porosity and water 
saturation, in the prospective undrilled area of the Alose 
field using information from the available wells in the adja-
cent structure; the exploited zone with well penetrations. 
The choice of model-based inversion was because aside gen-
erating acoustic impedance (AI) model, which is the main 
secondary constrained parameter employed in this work, it 
also outputs a low velocity model derived from well data 
and several other seismic attribute that are vital for effective 
neural network training process. The low velocity model 
accounts for the low frequency band between 0 and 15 Hz, 
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which are absent from the seismic data due to energy loss 
during acquisition (Fig. 2b). Thus, the model serves as an 
additional secondary data that helps to further constrain and 
improve upon the quality of inversion process and the neural 
network training and prediction results.

Inversion analysis was performed to compare the AI 
results from seismic at well location with the well-derived 
AI log for the six selected wells with the required acoustic 
logs. This was necessary to establish the suitability of the 
wells logs for both the model-based inversion and neural 
network training process. (Fig. 2a).

Very low correlation coefficient and high AI prediction 
error were recorded in well 61 and 1. These observed errors 
are the result of the poor quality of some well logs earlier 
reported, which would introduce a lot of errors and uncer-
tainties in both the inversion and neural network training 

process. Hence, they were both excluded from the inversion 
and training processes. The observed errors in both wells 
were specifically as a result of the spurious readings asso-
ciated with the very poor quality of the density logs. This 
was observed from the erratic behavior of the caliper logs at 
several depths intervals. This could be an indication of the 
possible presence of severe wash out zones all through the 
wells that altered the measured density of the formations.

The very robust relationship that exists between well 
logs-derived reservoir properties and AI lead to the justi-
fication of estimating reservoir properties from inversion 
result using artificial neural network (ANN). Artificial neu-
ral network (ANN) is a subdivision of artificial intelligence 
that wholly mimics the way human biological nervous sys-
tems solves problems. It is designed in such a way that it 
is composed of a large number of interconnected elements 

Fig. 1  Map showing the location of Niger Delta Basin (a) The 3D seismic survey geometry with well distributions in the studied field (b) An 
amplitude map showing prospective area of the field with validated hydrocarbon presence (yellow ellipse)
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(neurons) working in parallel to resolve specific problems 
(Chakraborty 2010). Feed-forward networks are one of the 
frequently used neural network technique for prediction and 
correlation of properties in geological processes. In feed-
forward networks, the neurons are structured in different lay-
ers. Each of the neurons in one layer can receive one input 
only from units in the preceding layers. The presence of one 
or more hidden layers enables the network to extract higher 
order statistics. Two supervised neural network techniques 
adopted in this research; multilayer feed-forward network 
(MLFN) and probability neural network (PNN) are among 
the most dependable and commonly used feed-forward neu-
ral network technique for reservoir properties prediction 
(Maurya and Sakar 2016).

Multilayer feed-forward network (MLFN) is also known 
as multilayer perceptron (MLP). The general architecture of 
a MLFN consists of neurons, which are ordered into layers. 
The first layer is the input layer. The second layer is defined 
by one or more hidden layers with an ideal number of nodes 
and an output layer. In the typical configuration, every input 
is linked to each neuron in the hidden layer, and every neu-
ron in the hidden layer is connected to each neuron in the 
output layer. Each layer contains nodes that are connected 

and referred to as weights (Maurya et. al. 2020). A weight 
is associated with every connection and biased with every 
neuron. The major aim of MLFN training is to fine-tune the 
connection weights and biases for an effective mapping of 
the input data to the output or targeted values. The weights 
are adjusted using nonlinear error minimization over a num-
ber of iterations. Hence, the network possesses the ability 
to solve nonlinear problems but with a final answer that is 
dependent on the initial guess of the weights (Gholami et al. 
2014).

The network weight was derived by adopting the error 
back-propagation algorithm in which errors are back-prop-
agated through the network, to improve the correlation 
between the actual output and the training value. The back-
propagation uses the expression in Eq. 1, for the desired 
output computation.

where; Y and X are the output and input variable, α and β 
are the connecting weights,  n1 is the input vector size, and 
n2 is the amount of hidden neurons. α0 and β0j are the bias 
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Fig. 2  (a) Synthetic correlation, relative error and P-impedance error 
for the six wells available for the inversion process (b) Comparison of 
amplitude spectrum of wavelet extracted from the seismic data (light 

blue shade) and that extracted from the low frequency model (dark 
blue shade) for model-based inversion process
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weights. The sigmoidal transfer function was adopted in this 
research and is defined in Eq. 2

In this research, to obtain appropriate weights with the 
MLFN, two equations were employed; the feed-forward and 
feedback equations. The former is used to compute the error 
function. In order to minimize the computed error function, 
the latter is then used next to calculate and define the search 
directions using the conjugate gradient method (Singha et al. 
2014).

The second neural network technique employed; proba-
bilistic neural network (PNN) is an interpolation system 
which mathematically uses neural network structure for its 
application. It is also a type of feed-forward neural network 
technique that calculates weights based on the principle of 
distance in attribute space. The distance is computed from 
defined points in space to unknown points. PNN uses one 
or more independent variables to predict the value of a sin-
gle-dependent variable (Maurya and Singh 2019). PNN is 
made up of several subclasses or sub-networks. In general, a 
parent probability distribution function (PDF) of each class 
is designed to take into consideration statistical parameters 
such as mean and variance for its approximation. Using PDF 
of each class, the PDF of a new set of input data is estimated 
and Bayes’ rule is then applied to allocate the class with the 
highest posterior probability to new input data.

With the PNN approach, a new log value can be estimated 
as using the expression in Eq. 3,4 and 5 (Mahmood et al. 
2017; Maurya and Singh 2018).

where; D(x, xi) is the distance between the input point and 
each of the training points x, σj is the smoothing parameter.

The predicted log value at the mth sample point is given 
by ym (Eq. 4). As the original value ym from the well log is 
known at mth sample point, the total validation error can be 
computed at the mth sample point using following formula.

Although, Liu and Liu, 1998 highlighted the uniqueness 
of both MLFN and PNN in their application on geologi-
cal and seismic inversion data. To select the more effective 
of the two techniques that best suites the complex geology 
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of the study field for prospect evaluation of the undrilled 
area, both techniques were employed in a feasibility study 
that employs similar inputs, parameters and structures in the 
training process.

Both techniques were designed with one hidden layer 
of sigmoid function containing 30 attributes (neurons) that 
were derived from the model-based inversion conducted and 
an output layer comprising only one neuron with pureline 
function. Multiple layers of neurons with nonlinear transfer 
functions allow the networks to learn nonlinear relation-
ships between the inputs (well logs and seismic attributes) 
and output vector (porosity and water saturation logs). An 
automated selection of weighting function for the attributes 
was done by assigning an initial guess of 0.5. The weight 
was further modified through inversion process to reach a 
minimum error.

The operator length of the network is 3, the pre-whitening 
adopted during training is 0.15%. The neural network param-
eters used are; number of iterations is 20, number of nodes 
in the hidden layer is 30, and number of conjugate iteration 
is 100. The number of nodes was a function of the number 
of attributes employed, the selected attributes from the well 
data and seismic inversion output were those with the closest 
correlation with the targeted porosity and water saturation. 
Some of the major inversion results aside the seismic data 
that served as input into the training process include; the low 
frequency model, the generated synthetic volume, inverted 
P-impedance volume, inverted P-wave volume, inverted den-
sity volume, etc.

To determine the validity of the training process, test 
wells were withheld from the training set at intervals. The 
training process is then repeated as many times as the num-
ber of available wells with a different test well withheld each 
time the result of test conducted at each well location. A 
validation correlation coefficient is calculated for each well 
based on its testing results. This technique is referred to as 
cross-validation. The validation correlation coefficients for 
each well are a measure of the generalization ability of the 
feed-forward networks at each well to make prediction with 
very high accuracy when compared with well data.

Results and discussion

Results of feasibility analysis performed for porosity pre-
diction using both neural network techniques (MLFN and 
PNN) employed the porosity estimated from the well as the 
targeted property, and the results of model based inversion 
as input data. In the feasibility study, the results of cross-
correlation included the training data of the wells where res-
ervoir property is to be predicted. The predicted properties 
from seismic were correlated with the well-derived reservoir 
properties to test the accuracy of the process, whereas blind 
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testing was done during cross-validation by using weighted 
transfer function developed form well data of all the wells, 
excluding data from the specific well location to be blind 
tested. The blind testing was to demonstrate and validate the 
applicability of the technique to predict reservoir properties 
at the undrilled area of the field. From the obtained results, it 
was observed that the predicted porosity from seismic, when 
cross-correlated with the well-derived porosity, gave good 
correlations for both MLFN and PNN for each well (Fig. 3, 
6), with an average correlation coefficient of 0.69 and 0.96, 
respectively (Fig. 4). These predictions from seismic were 
achieved when the transfer function generated at a specific 
well was used to predict porosity at the same well location 
by converting the trace closest to the well path on seismic 
to porosity log. To demonstrate if the established transfer 
functions at these well locations can be relied upon to pre-
dict same property in other points in the field where there no 
wells, blind test were conducted by employing transfer func-
tions developed at each well to randomly predict porosity at 
other well locations. The weighted effect of each transfer 
function on a given well was relied upon to predict porosity 
randomly on other wells, which were cross-correlated with 
the well porosity to test for accuracy and validation.

The cross-validation performed with both neural network 
techniques are demonstration of blind test in locations where 

the available well logs with estimated reservoir properties 
were not included in the training process that generated 
the transfer function used for the predictions in these blind 
spots. The result represents the level of accuracy expected 
where predictions are done blindly in areas where there are 
no well controls; the prospective zone of the reservoir of 
interest. Cross-validation of porosity prediction performed 
is presented in Fig. 5. The result reveals the superiority of 
the PNN technique with a cross-validation correlation coef-
ficient of 0.88 when compared with 0.26 of the MLFN tech-
nique. This cross-validation result gave an idea of the quality 
of result to be expected when both techniques are employed 
to predict porosity at the undrilled prospective area of the 
reservoir by converting any AI trace on seismic to porosity 
log using the weighted established transfer functions.

The summary of each well’s correlation coefficient and 
cross-validation correlation coefficient is presented in Fig. 6. 
Well 34 was selected as the reference well since it is the 
deepest of the available wells, it is closest to the prospective 
zone and has the best correlation and cross-validation results 
as observed in the figure.

Prediction of water saturation was also done from seis-
mic employing both techniques at each well location. The 
results show that the predicted water saturation using MLFN 
method gave an average result when the logs estimated from 

Fig. 3  (a) Well porosity (black curve) and predicted porosity (red curve) from MLFN (b) Well porosity (black curve) and predicted porosity (red 
curve) from PNN
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seismic are compared with the predicted logs from each well 
(Fig. 7a), with low correlation coefficient value as low as 
0.45 (Fig. 10a). The average correlation coefficient of all the 
wells was very low at 0.57 (Fig. 8a). This is unreliably low, 
considering the fact that the prediction was done using the 
transfer function generated at the individual well locations. 

The water saturation prediction obtained employing the 
PNN technique from seismic produced porosity logs that 
compare favorably with the well porosity (Fig. 7b), with 
very high correlation coefficient (Fig. 10b). The average well 
correlation for the PNN prediction across the well as seen 
in the cross-plot of Fig. 8b is as high as 0.97. This result 

Fig. 4  (a) Correlation between predicted and actual porosity from MLFN (b) Correlation between predicted and actual porosity from PNN

Fig. 5  (a) Random transfer function cross-validation showing well porosity (black curve) and predicted porosity (red curve) from MLFN (b) 
Random transfer function cross-validation showing well porosity (black curve) and predicted porosity (red curve) from PNN
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is a further indication of the superiority of PNN technique 
over MFLN method for reservoir properties prediction from 
seismic as earlier demonstrated during porosity predicting.

Cross-validation was also carried out to further verify 
the reliability of the water saturation prediction results done 

with both techniques, which is typical of what is expected 
for predictions at the prospective area of the studied reser-
voir (locations away from well control points). From the 
result in Fig. 9, the PNN gave an excellent result with an 
average cross-validation correlation coefficient of 0.89 for 
all wells, compared with the 0.30 (Fig. 9a) obtained from 
the MLFN technique.

The summary of each well’s correlation coefficient 
and cross-validation correlation coefficient is presented in 
Fig. 10.

The superiority and reliability of PNN techniques over 
the MLFN method for reservoir properties prediction have 
been demonstrated in the neural network feasibility analysis 
for both porosity and water saturation prediction with its 
higher average well correlation coefficient and the cross-
validation correlation coefficient especially. Hence, the PNN 
technique was adopted for the seismic base prediction of 
both reservoir properties.

The result for porosity prediction from seismic using 
the preferred PNN algorithm is presented in Fig. 11b. A 
cross section line (dip line 11,563) was extracted from the 
generated porosity volume, with the corresponding well-
derived porosity and gamma ray log of the reference well 
34 superimposed along the well path on the cross section. 
From the legend, it was observed that the well-derived 
porosity matches the predicted porosity from seismic 
excellently across the well. The high porosity values as 
observed from the legend coincide with intervals with low 
gamma ray reading indicating reservoir presence (Agbasi 

Fig. 6  (a) Summary of correlation coefficient for well predicted ver-
sus MLFN predicted porosity (black curve) and cross-validation cor-
relation coefficient across the four wells (red curve) (b) Summary of 
correlation coefficient for well predicted versus PNN predicted poros-
ity (black curve) and cross-validation correlation coefficient across 
the four wells (red curve)

Fig. 7  (a) Well water saturation (black curve) and predicted water saturation (red curve) from MLFN (b) Well water saturation (black curve) and 
predicted water saturation (red curve) from PNN
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et al. 2018; Das and Chatterjee 2018), at the exploited zone 
where wells have been drilled and production is ongoing. 
The high cross-validation correlation coefficient observed 
within the exploited zone gave confidence to rely on the 
porosity values recorded and was interpreted away from 

the well locations toward the prospective zone. The region 
where the prospective reservoir is situated (enclosed in the 
black ellipse) revealed porosity value greater than 24%, 
which suggest the presence of good quality reservoir at 
that zone.

Fig. 8  (a) Correlation between predicted and well water saturation from MLFN (b) Correlation between predicted and well water saturation 
from PNN

Fig. 9  (a) Random transfer function cross-validation showing well 
water saturation (black curve) and predicted water saturation (red 
curve) from MLFN (b) Random transfer function cross-validation 

showing well water saturation (black curve) and predicted water satu-
ration (red curve) from PNN
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As we go deeper, it was observed that the porosity value 
within the sands reduces gradually. This is as a result of 
the compaction effect on lithology with depth in the Niger 
Delta Basin due to the weight of the overburden on rocks 

at a given depth. (Adewole et al. 2016; Austine et al. 2018; 
Okocha et al. 2020).

Porosity map was extracted from the porosity cube on the 
interpreted surface of the prospective reservoir (Fig. 11a). 
It was observed that the porosity value was highest within 
the vicinity of the drilled well in the exploited zone, which 
is an indication of the presence of very low acoustic imped-
ance synonymous with the presence of hydrocarbon (Ogba-
mikhumi et al. 2018; Mavko et al. 2020). Since the imple-
mented transfer function transforms AI into porosity, an 
observed increase in porosity is interpreted as a subsequent 
drop in acoustic impedance; very high negative amplitude 
(Das and Chatterjee 2016) due to the presence of hydrocar-
bon as observed in the exploited zone on the amplitude map 
(Fig. 1b). An extension of this observation to the prospective 
zone of the reservoir shows similar porosity values, with 
the very high values restricted to a zone close to the bound-
ing fault defined as a region with the highest elevation in 
the zone, where hydrocarbon is expected to accumulate due 
to buoyancy effect (Richards et al. 2015), typically for a 
rollover anticline structure (Fig. 1b). The high porosity value 
observed within this zone agrees with the presence of a good 
quality hydrocarbon bearing sand with low AI values and 
very high negative amplitude (Kumar et al. 2016).

The cross section line (dip line 11,563) extracted from 
the predicted water saturated cube using the preferred 
PNN technique is presented in Fig. 12b. The superimposed 
well-derived water saturation log shows a good match with 

Fig. 10  (a) Summary of correlation coefficient for well predicted 
versus MLFN predicted water saturation (black curve) and cross-
validation correlation coefficient across the four wells (red curve) (b) 
Summary of correlation coefficient for well predicted versus PNN 
predicted water saturation (black curve) and cross-validation correla-
tion coefficient across the four wells (red curve)

Fig. 11  (a) Map of MLFN predicted porosity on the prospective D2 reservoir (b) Inline 11,563 that shows the fit between predicted and well-
derived porosity along the reference well
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the predicted result from seismic along the referenced well 
path. As seen from the superimposed gamma ray log, the 
intervals with low gamma ray response define the reservoir 
intervals and are characterized by low water saturation 
values typical of hydrocarbon presence (Kulyk and Bond-
arenko 2016). The field is characterized by numerous ver-
tically stacked hydrocarbon bearing reservoirs as observed 
along the well, with the prospective reservoir being one 
of the shallowest. The good match observed within the 
exploited zone along the reference well and the very good 
correlation and cross-validation coefficient recorded dur-
ing the feasibility analysis is the justification to depend 
on the predicted water saturation volume for the charac-
terization of the prospective area of the field. Within the 
prospective reservoir zone (black ellipse), water saturation 
values less than 40% were recorded, which is an indication 
of the possible presence of hydrocarbon. Water situation 
has a direct relationship with acoustic impedance (Latimer 
et al. 2000). Hence, any increase in water saturation can be 
interpreted as the replacement of hydrocarbon with brine 
in the pore spaces of reservoirs either partially or com-
pletely, which will result in a corresponding increase in 
acoustic impedance (Farfour et al. 2015). That would be 
expressed as a decrease in negative amplitude on seismic 
due to the reduction in the volume of hydrocarbon in the 
reservoir. The water saturation map extracted from the 

generated volume (Fig. 12a) shows value less than 20% 
(hydrocarbon saturation greater than 80%) within the 
exploited structure. Across the bounding fault to the pro-
spective zone, the hydrocarbon saturation observed ranges 
between 20 and 30% (hydrocarbon saturation between 80 
and 70%).

Hence, it can be concluded that the prospective zone of 
the reservoir is marked with the presence of good quality 
hydrocarbon bearing reservoir. Thus, the reservoir prop-
erties predicted using this integrated techniques can be 
relied upon to populate reservoir static models for a more 
accurate first pass reserve calculation, which captures the 
spatial variation in reservoir properties even before wells 
are drilled, rather than depending on reserves estimated 
from volumetric method that employs just a single average 
porosity and water saturation values for its computation. 
Upon drilling of appraisal wells in the prospective area of 
a field, an integration of the PNN and model-based inver-
sion techniques is expected to give a better result for the 
estimated reservoir properties when the transfer functions 
are developed with wells within the concerned structure. 
Since the throw across the fault automatically alters the 
velocity profile in this zone compared with the footwall 
due to the variation in the thickness of formations across 
fault (Ogbamikhumi and Aderibigbe 2019). As such, 
the quality of the result may be affected. Such scenario 
is expected since the transfer functions developed in the 

Fig. 12  (a) Map of MLFN predicted water saturation on the prospective D2 reservoir (b) Inline 11,563 that shows the fit between predicted and 
well-derived water saturation along the reference well
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exploited footwall are been employed to predict reservoir 
properties in the down thrown hanging wall with different 
velocity profile.

Conclusion

The study presented the application of artificial neural net-
work to predict porosity and water saturation from seismic 
for the evaluation of an identified prospect in the undrilled 
area of the Alose field in the onshore Niger Delta Basin. 
A feasibility analysis was conducted with two super-
vised feed-forward neural network techniques (multilayer 
feed-forward and probability neural network techniques) 
to select the better technique for the prediction process 
proper. The PNN was selected for the final prediction pro-
cess since it was demonstrated to be the more superior 
algorithm, with cross-validation correlation coefficient of 
0.88 and 0.89 for porosity and water saturation predic-
tion, compared with results of the MLFN technique, with 
cross-validation correlation coefficient of 0.26 and 0.30 
for porosity and water saturation prediction, respectively.

The predicted result from seismic gave porosity value 
of 24–30% and water saturation values of 20–30%, respec-
tively, which reveals the presence of good quality hydro-
carbon bearing reservoir at the prospective zone of the 
reservoir. Hence, the integrated technique can be reliably 
adopted to predict reservoir properties to populate reser-
voir models for reserve estimation.
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