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Abstract
Data analytics is a process of data acquiring, transforming, interpreting, modelling, displaying and storing data with an 
aim of extracting useful information, so that decision-making, actions executing, events detecting and incidents managing 
can be handled in an efficient and certain manner. However, data analytics also meets some challenges, for instance, data 
corruption due to noises, time delays, missing and external disturbances, etc. This paper focuses on data quality improve-
ment to cleanse, improve and interpret the post-well or real-time data to preserve and enhance data features, like accuracy, 
consistency, reliability and validity. In this study, laboratory data and field data are used to illustrate data issues and show 
data quality improvements with using different data processing methods. Case study clearly demonstrates that the proper 
data quality management process and information extraction methods are essential to carry out an intelligent digitalization 
in oil and gas industry.
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Introduction

While all other industries are aligned with digital evolution, 
oil and gas operations have also been taking advantage of 
the importance of digital and automatic technique transfor-
mation. Oil and gas industry is arguably in a new wave of 
digital oilfields, with a growing consensus toward intelligent 
and digital operations, and predictive maintenance. In recent 
years, hot topics such as digitalization, automation, artificial 
intelligence, drilling robots, deep learning, digital twins and 
big data have evolved from being envisions on the paper to 
state of the art solutions, expected to revolutionize drilling 
efficiency and safety.

Recently, the growing interests and trends in the oil and 
gas industry coupled with new intelligent sensing technolo-
gies have resulted in an overwhelming amount of data in 
need of having useful and valuable information in surface 
and down-hole environment, improving real-time decision 
support, enabling precise control of drilling processes, miti-
gating drilling incidents, optimizing drilling processes and 

providing visibility of wellbore conditions for real-time 
drilling operations, see (Thonhauser 2018; Saputelli 2020; 
Rassenfoss 2020; Donnelly et al. 2020; Dursun et al. 2014; 
Lu et al. 2017; Aibar et al. 2018). However to realize the 
full potentials and deal with the challenges/issues of data, 
as well as to develop digital, automatic and intelligent data 
management processes, some research questions are raised 
(Hegde and Gray 2017; Thonhauser 2004; Nybo and Sui 
2014; Saptawati and Nata 2015). Among them, two main 
discussions are:

• how to develop proof-of-concept technologies/method-
ologies to support data acquisition, data management and 
processing in oilfields;

• how to precisely interpret data to provide useful and 
valuable information. At present, big data with its high 
quality becomes an essential part of digitalization. How-
ever, data quality challenges are one big obstacle of digi-
talization development and vary from case to case, for 
instance:

• Dataset availability Data is saved in different formats 
and sources. Challenges regarding data integration, avail-
ability, usage, storage, visualization and database devel-
opment always exist. Producing data hub/ database in 
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an easily accessible format with additional explanation 
information is desired.

• Right data In different drilling scenarios, data used and 
selected for analysis can be different. It is important to 
identify, select and use right data with respect to pre-
defined objectives or scenarios.

• Data quality The issues related to systematic/random/
gross errors due to sensors failure, malfunction, incor-
rect calibration, user entry errors, sampling frequencies, 
corruptions and so on are often met, see the discussions 
in Bello et al. (2017); Dickson (2014); Temer and Pehl 
(2017); David (2016); Nybo et al. (2012). High quality is 
desired to provide valuable and useful information. Data 
filtering, cleansing, outlier removal and data correction 
are necessary steps to improve data quality.

• Data structure One problem is that a large amount of 
data (for example in drilling daily reports) is “unstruc-
tured” or “semi-structured”, which means it is difficult 
or costly to extract data or routinely query and analysis.

• Data diversity In some cases, substantial amount of his-
torical data does not possibly cover all situations and pro-
vide all information, simply because certain feasible and 
relevant combinations of events may not have occurred. 
It motivates the use of simulations from sophisticated 
models or experiments that generate huge amounts of 
data augmenting the historical (logged) data, and making 
data analysis necessary.

• Data versioning is another hidden challenge associ-
ated with the drilling data. Raw real-time data, edited 
real-time data and memory (historical) data are gathered 
and stored during drilling. Moreover, the volume of the 
data produced over the time accumulates and grows. The 
questions “should an operator store all above categories 
of the data or a selected category for a period?” needs 
more attention.

• Data streaming Down-hole-to-surface communication 
and connectivity issue is an industry specific data stream-
ing challenge. In addition, drilling digitalization must 
also address the requirement of batch or continuous pro-
cessing of the data and distribution to multiple targets in 
real time (i.e. a distributed solution or a centralized hub 
data processing challenge).

• Multiple data sources Data is collected from multiple 
sources in real time which causes some common chal-
lenges to merge the data. Since data could originate from 
either surface sensors, down-hole sensors, control system 
outputs or manual inputs that describe the operation, all 
data should be synchronized with a common time refer-
ence. As an example, the clock time in every microcon-
troller or PC, varies slightly. If the sampling frequency 
is low, for instance, 10 Hz, there is typically only a need 
to calibrate each system ahead of the operation and in 
regular intervals to prevent that the clock times get out 

of synchronization. If, however, one is working with data 
sampled at hundreds if not thousands of Hz (number of 
samples per second), only a small offset in synchroniza-
tion could cause the data to become highly inaccurate 
once the data gets merged with data from other sources. 
One solution to this problem is to transmit a common 
pulse to all sensors or microcontrollers, requesting meas-
urements from all sources simultaneously.

• Data calibration Another challenge when aggregating 
data from several sources is calibration. Before data log-
ging begins, all systems should get calibrated to ensure 
that data from each operation has the same base value, 
unit and threshold. One example could be if the hook 
load gets measured and calibrated for one bottom hole 
assembly (BHA) configuration, and the hook load is not 
updated for another configuration for a later operation. In 
such case, the data can be merged if the user is aware of 
the variations. There is, however, no way that the com-
puter can automatically work with such differences in 
the data, unless the variations in the data are inserted as 
metadata that the computer can access and use to correct 
the data. Data management, processing, interpretation, 
modelling and applications require systematic proce-
dures, hierarchical services and management infrastruc-
ture to solve the challenges from data volume, velocity, 
variety and resultant complexity. Some good approaches 
to identify and improve above-mentioned data qual-
ity issues are recognized and presented in Mathis and 
Thonhauser (2007); Ouyang and Kikani (2002), for 
instance:

• Range check upper and lower boundary check and re-
sampling of data to form a uniform sampling interval can 
be introduced as a good solution for invalid data issues.

• Gap filling algorithm capable of interpolating or extrapo-
lating data within a set of constraints to improve sam-
pling frequency errors and missing data points (or null 
values) is an option for improving incomplete or incon-
sistent data quality challenges.

• Outlier removal and noise reduction via filtering 
(digital or circuit) is another option for improving data 
accuracy. Examples for such filter algorithms are moving 
average filter, low-pass filer and median filter.

• Data redundancy challenge is addressed using tech-
nique known as data assimilation (Lewis et al. 2006). 
It is essentially a model-based data assimilation and 
prediction algorithm, which is capable of self-correct-
ing parameters to minimize an error of a measured and 
expected variable during real-time operation. Data vali-
dation and reconciliation (DVR) is the other popular 
method to minimize measurement errors using model 
correlations (Sui et al. 2018; Stanley and Mah 1981). 
DVR allows unmeasured variables to be estimated based 
on combined information from process measurements 
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and models. In this paper, the approaches to evaluate 
pre-data quality to identify data issues such as missing 
or incomplete data, non-standard or invalid data and 
redundant data are presented. Then, the implementa-
tions of different data quality managing practices such 
as filtering, data assimilation and data reconciliation to 
improve data accuracy and discover useful information 
are introduced. Thirdly, a post-data quality evaluation 
and information interpretation is presented, which is con-
ducted to assure data quality, enhance the system perfor-
mance and extract knowledge/information for modelling. 
Finally, some results are given to illustrate our proposed 
methods and algorithms.

Data issues

These main data quality issues are listed below:

– Invalid data For the drilling data captured from drilling 
systems, invalid data is the data measured outside of the 
specific sensors measurement range.

– Inaccurate data Inaccurate data is recorded due to 
the random noise generated by the sensory equipment, 
electrical cables/ electromagnetic interference of other 
nearby equipment, power fluctuations or due to calibra-
tion fails of imperfect sensors. This is identified as white 
noise and outlier problem. An example of continuous 
azimuth data with white noise and system disturbances 
is given in Fig. 1.

– Incomplete data (missing data) There can be a number 
of reasons for why data is missing in a dataset. One pos-

sible reason is when different sensors get sampled with 
varying sampling frequencies, for instance, 10 Hz for one 
sensor and 20 Hz for the other. Another common cause 
could be hardware (electrical) failure, where the signal is 
lost for a short duration of time. One example of continu-
ous inclination data with big gaps is shown in Fig. 2.

– Inconsistent data Data arrival with inconsistent sam-
pling frequencies, or random sampling frequency fluctua-
tions are also observed in recorded datasets, causing an 
incomplete and inconsistent data issues.

– Redundant data Figure 3 shows that the inclination data 
is measured and estimated by using two different mecha-
nisms (measurement while drilling (MWD) and compact 
roto sonic (CRS)). At a given time, due to white noise or 
other disturbances (vibrations), these two measurements 
are possibly not same.

Data quality improvement and validation

Re‑sampling, gap filling and range checking

To handle missing data, interpolation or extrapolation of 
data to fill in missing data points, i.e. gap filling algorithms 
based on gap time vs. sampling frequency input to improve 
inconsistent sampling frequency is considered first. If the 
gap is smaller than the accepted gap time, interpolation 
between edge points is implemented. Otherwise, if the gap 
is bigger than the defined gap time, extrapolation based on 
last two available data points is used to fill-in the blanks.

Fig. 1  Raw continuous azimuth 
data with measured noise
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To handle invalid data, a range check is performed to 
identify invalid values and replace them with either null val-
ues or interpolated/ extrapolated data.

Verifying average (or median) and standard deviation of 
the dataset before and after re-sampling or interpolating/
extrapolating to be same is used as a verification method to 
see that the process does not affect results negatively. Imple-
mentation of a gap filling/ data rejecting mechanisms also 
provides the ability to count number of data points that had 
to be fixed or rejected during a period (Mathis et al. 2006). 
More detailed discussions of gap filling on field data will be 
given in "Results" section.

Filtering

Digital filters to remove white noise and outliers are consid-
ered next. Many different types of filters are available for this 
purpose. In fact, properties and advantages of one filter over 
the others should be understood before its implementation.

Moving average filter (MAF) is simple, yet powerful tool 
used for data filtering. Generalized formula for moving aver-
age filter in discrete time domain is given below:

where x is the raw data, y is the processed data after filter-
ing, t is the time coordinate and the index j corresponds to 
the number of convolution steps for a data point at time t, M 
is the number of data point span considered for the average 
taking. The MAF is very practical for engineers since it does 
not require a frequency analysis for implementation (Smith 
1997). Low-pass filter (LPF) is an improvement to the MAF 
where better noise removal is achieved over a certain fre-
quency selected (Smith 1997). An ideal LPF allows passing 
of all frequencies of the incoming signal below this defined 
cut-off frequency. The discrete time, digital LPF equation 
(first-order) is given below:

where

(1)y(t) =
1

M

M−1∑

j=0

x(t − j)

(2)y(t) = ax(t) + (1 − a)y(t − 1)

(3)a =
ts

ts + �
.

Fig. 2  Raw continuous inclina-
tion data with big gaps
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For the LPF, ts is the sampling rate and � is a design param-
eter. Normally, it is selected by � =

1

�c

 where �c is the cut-off 
frequency, a boundary in a system’s frequency response at 
which energy flowing through the system begins to be 
reduced rather than passing through. Generally with the 
higher � , the more noises can be removed from the original 
data. However the higher � most likely causes the smaller a, 
in turn the processed data y(t) more relies on y(t − 1) , see 
Eq. (3), which could lead to the information/time delay due 
to little new information passing with the filter. In addition 
to the above-mentioned first-order LPF, a second-order LPF 
is also examined for data filtering. The discrete-time second-
order LPF equation is given below:

where

where � and � are design parameters. Advantage of the sec-
ond-order LPF over the first-order LPF is that it provides two 

(4)y(t) = b1x(t) + b2y(t − 1) + b3y(t − 2)

(5)
b1 =

�2t2
s

1 + ��ts + �2t2
s

, b2 =
2

1 + ��ts + �2t2
s

,

b3 =
��ts − 1

1 + ��ts + �2t2
s

,

controlling parameters ( �, � ) for improving the performance. 
Therefore, not only time delay of the filtered signal but its 
amplitude can be adjusted using these parameters. However, 
the more design parameters are considered, the more com-
plicated the filter becomes. Besides the above-mentioned 
LPFs, there are many other different low-pass filters, like 
Butterworth filter, Bessel filter, Chebyshev filter, etc., that 
are good solutions to filter out the noises, see (Smith 1997). 
For the most cases, the first-order low-pass filter is sufficient 
to remove noises from drilling data. To assess the quality 
(accuracy) of the filtered data set, mean and standard devia-
tion of the data set before and after is used as an evaluation 
criteria, see the more discussions in our result section.

Outlier removal

Outliers are ones that are situated away from the main 
observation window. An important factor to consider before 
removing outliers is to find out whether they consist of rel-
evant information or are the result of noises. In some data-
sets, for example, when dealing with kick detection or stuck 
pipe detection, the important information could be apparent 
in the outlying points. In our work, several techniques like 
the mean filter and the median filter have been evaluated 
for optimal outlier removal. The interquartile range (IQR) 

Fig. 3  Inclination measure-
ments from two different 
systems
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method has been identified as the most optimal when deal-
ing with outliers, see the detailed introduction of the IQR 
approach in Jiawei and Susanto (2019).

Data assimilation

Data assimilation approach is considered for solving the 
redundant data issues. In cases, where two sensors measur-
ing the same parameter or where a parameter can be both 
measured and calculated, data assimilation is a powerful tool 
to get a better estimation (Lewis et al. 2006). If Gaussian dis-
tribution is followed by both time series data sets, each can 
be represented by its mean value, m̄1 and m̄2 , and standard 
deviation �1 and �2 . Assuming independence between two 
measurements x1 and x2 measured at the same time, a linear 
unbiased estimator x̂ calculated by data assimilation, based 
on above measurements can be written as follows:

where

Therefore, the variance of the estimated value becomes

Data assimilation method aims to find an optimal a1 and a2 , 
such that var(x̂) ) is minimum. To achieve it, the derivative of 
var(x̂) ) with respective to a1, a2 should be set to be zero, or

Then after some derivations, we have

and

From the above discussions, the estimated/assimilated data, 
var(x̂) , always results in a better variance than that of either 
x1 or x2.

Data validation and reconciliation

DVR is an advanced technology which uses process infor-
mation and mathematical methods in order to automatically 
correct raw measurements, estimate model parameters/
unmeasured variables in industrial processes. The use of the 
DVR allows for extracting accurate and reliable information 

(6)x̂ = a1x1 + a2x2

a1 + a2 = 1.

(7)var(x̂) = a2
1
𝜎2
1
+ a2

2
𝜎2
2
.

(8)
d[var(x̂)]

da1
= 0.

(9)a1 =
�2
2

�2
1
+ �2

2

, a2 =
�2
1

�2
1
+ �2

2

,

(10)var(x̂) =
𝜎2
1
𝜎2
2

𝜎2
1
+ 𝜎2

2

.

from raw measurement data and produces a consistent set 
of data representing the most likely process operation. The 
models used in the DVR are normally based on conservation 
laws of nature and can be either dynamic or static.

Data reconciliation can be formulated by a constrained 
weighted least squares optimization problem, where the 
measurement errors are minimized with model constraints. 
Given n measurements, the DVR can mathematically be 
expressed as an optimization problem of the following form:

where yi is the raw measurement value of the i-th measure-
ment, y∗ = {y∗

1
,… , y∗

n
} , y∗

i
 is the reconciled value of the i-th 

measurement, x is a vector of estimates for unmeasured val-
ues of the process and �i is the standard deviation of the i-th 
measurement. fm is a vector describing the functional form 
of model equality constraints and gm is a vector describing 
the functional form of model inequality constraints which 
include simple upper and lower bounds. Solving this opti-
mization problem provides simultaneously the measurement 
error corrections and the estimates for unmeasured variables.

Data management flow

The flow chart for data quality management process imple-
mented is summarized in Fig. 4. Improvement of consist-
ency, completeness and reliability of operational data 
while maintaining data accuracy, availability and valid-
ity (amplitude, average and frequency/time delay) within 
defined boundaries, are considered as main objectives of 
this process.

Information extraction

In this section, an example of parameter identification is pre-
sented to illustrate how to exact the hidden information from 
measured data. Here, a simple drill string dynamic model 
is considered which is represented as a spring-mass system 
(Thomson 1996). It is assumed that the axial motion is inde-
pendent on torsional or lateral motion. Mass of the system is 
assumed concentrated to a centre of gravity residing within 
the drill string and bottom hole apparatus.

(11)
min
y∗,x

J(x, y∗) =

n∑

i=1

(
y∗
i
− yi

�i
)2

subject to

(12)fm(x, y
∗) = 0,

(13)gm(x, y
∗) ≤ 0,
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Considering the momentum balance, the system can be 
easily expressed as one ordinary differential equation shown 
below:

where x(t) and f(t) are the displacement and external force 
loaded on the subject at time t; m, c, k are the mass, damping 
and spring coefficient, respectively. Considering the initial 
conditions x(0) = x0, ẋ(0) = v0 , the general solution is given 
in Thomson (1996) for the underdamped case (0 < 𝜁 < 1) as:

where �n is the natural frequency given as

and � is the damping ratio that describes the system dynam-
ics, defined as

and �d is the damped frequency of the system. In general, 
the system dynamics can be divided into three cases: under-
damped case (0 < 𝜁 < 1) where the system oscillates with 

(14)mẍ(t) + cẋ(t) + kx(t) = f (t).

(15)
x(t) = e−��nt(x0 cos(�dt) +

v0 + ��nx0

�d

sin(�dt))

+ ∫
t

0

h(t − �)f (�)d�,

(16)�n =

√
k

m

(17)� =
c

2m�n

,

the amplitude gradually decreasing to zero; critical damped 
case (� = 1) where the system returns to equilibrium as 
quickly as possible without oscillating; and overdamped 
case (𝜁 > 1) where the system returns to equilibrium without 
oscillating. For an underdamped system (0 < 𝜁 < 1),

In (15), h(t) is the axial unit impulse response function 
(UIRF) of the system, given as (Thomson 1996):

The phase angle, � , of the system is:

Typically, the system dynamics depends on systemic param-
eters m, k and c and the external force f on the subject. For 
the drill string system, the mass of the pipe m can be easily 
calculated if the material of the pipe is known. However, the 
calculation of the spring coefficient k has been influenced 
by many uncertain factors, like pipe size and length varia-
tions. Similarly, it is also difficult to determine the damping 
coefficient c, which depends on several coupled factors, like 
hydraulic viscous forces, mechanical viscous forces, side 
forces, bending forces and so on.

(18)�d = �n

√
1 − �2

(19)h(t) =
e−��nt

�d

sin(�dt).

(20)� = tan−1
(

�dx0

v0 + ��nx0

)
.

Fig. 4  Data management flow chart
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In the following, one approach is presented to exact � and 
�d (in turn, k and c can be easily determined based on val-
ues of � and �d ) from the measurement. First, two arbitrary 
peak co-ordinates: (ti, xi) and (ti+n, xi+n) can be selected for 
calculating the damped period, td,

where n is the number of peaks between peaks (xi, xi+n) . 
Then, it is easy to calculate �d since td = 2��d , or

Following (15), by taking the amplitude of these two points 
(amplitude logarithmic decrements), we have,

Solving (21) and (22) , � ,�d are obtained. Following (20), 
the phase angle is then calculated. It is clear that the selec-
tion of data points: (ti, xi) and (ti+n, xi+n) , has a big impact on 
above parameters estimation. Hence, a numerical approach 
using nonlinear least square method is proposed below to 
calculate the best-fit parameter values. It is assumed that a 
model f̃ (t) given below represents the external force, where 
f̃ (t) is shown as

and F0 is the initial force. For the underdamped case, 
the optimal cost function, J, subjected to constraints: 
0 < 𝜔d < 𝜔n and 0 < 𝜁 < 1 , is formulated as

where f (ti) is the measurement force at time ti and N is the 
number of measurement points in the data set. By solving 
this optimization problem, the optimal parameters � ,�n are 
obtained that will describe the system dynamics by using 
(15). The results and discussions are given in the next 
section.

Results

Laboratory data

In this case, a laboratory-scale fully automated drilling rig 
(Løken et al. 2018; Khadisov et al. 2020) developed and 
equipped with a state-of-art sensors collection, is used as a 
case example to illustrate the data issues and demonstrate the 
proposed approaches for data quality improvement. Various 

(21)td =
|ti+n − ti|

n
,

(22)�d =
2�

td
.

(23)ln(
xi

xi+n
) = n��ntd.

(24)f̃ (t) = F0e
−𝜁𝜔nt cos(𝜔dt + 𝜓),

(25)min𝜁 ,𝜔n
J(𝜁 ,𝜔n) =

N∑

i=1

|f̃ (ti) − f (ti)|2,

drilling scenarios can be simulated on the rig, for instance, 
normal operations, overpull, string/bit washout, vibrations, 
etc., and the response of the system can be recorded by the 
data acquisition system. Such data carries valuable infor-
mation; however, to retrieve it strong data analytics skills 
are required. Having such unique drilling rig allows us to 
conduct multiple experiments in a laboratory with mini-
mum costs and creates possibilities to develop, test and vali-
date the data analytics methods to identify and react to the 
common problems occurring during drilling. The detailed 
information about the rig structure, its software and control 
system was given in Løken et al. (2018); Khadisov et al. 
(2020); Løken et al. (2019, 2020). It is observed that use of 
PLC (programmable logic controller) type data acquisition 
systems can mitigate some of the discussed challenges, in 
laboratory scale rig, for instance, missing data and inconsist-
ent sampling intervals. Therefore, results related to noise 
filtering, data assimilation and parameter estimations are 
shown and discussed below.

Data quality improvement

The sampling rates for the sensors were estimated in between 
30 and 100 Hz. This was selected based on the available 
data storage capacity, memory, required controller reaction 
time, real-time computational capacity and data quality (pre-
processing) required prior to decision making.

Results obtained from experimental tests using proposed 
approaches are analysed and discussed in this section. First, 
all logged data is re-sampled, the range is checked, and gaps 
are filled to get an even time spacing between samples and 
to remove invalid/inaccurate data. Then using the MAF, for 
the weight on bit (WOB) measurement, noise and outlier 
removal is examined with the different filter window sizes 
(Fig. 5). Results from Table 1 clearly show a reduction of � 
(standard deviation) with the increasing filter window size. 
Selection of M also affects the time delay of the output sig-
nal, see Fig. 5. The larger M, the smoother the processed 
data curve. However, the larger M also leads to the time-
delay issue. Figure 6 shows the case when M = 8 . It is obvi-
ous that the processed data (in black) is delayed compared 
with raw data (in red), but most of noises are removed from 
the raw data. Hence, a trade-off between computational time 
and accuracy required has to be balanced when selecting M.

Next, the WOB data processed by the first-order LPF 
is analysed. The selection of � is assessed using frequency 
analysis. Figure 7 and Table 2 represent the filtered results 
after the first-order LPF for the WOB data. It is clear that 
selection of � has a clear impact on filtered results regard-
ing amplitude and accuracy. The larger � , the smoother the 
filtered data curve. However, the time delay of the filter is 
increased with increasing � , see Fig. 7. Figure 8 shows the 
filtered data when � = 1.1 , where the delay can be easily 
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Fig. 5  WOB filtered data comparison with different window sizes

Fig. 6  WOB filtered data com-
parison with M=8
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observed. Hence, similarly to the MAF, there is a trade-off 
between time delay and accuracy of the data for the first-
order LPF application.

Then, the second-order LPF is considered. The advan-
tage of selecting the second-order LPF over the first-order 
LPF is that it provides two controlling parameters (�, �) 
for users to balance the trade-off between delay and noise-
removal. Therefore, not only time delay of the filtered sig-
nal but its amplitude can be adjusted using these param-
eters. Figure 9 and Table 3 illustrate the results of varying 
� with the constant � = 2 . Normally the larger � , the more 
noises are filtered. Compared with the first-order LPF, the 
delay becomes better, see Fig. 10. Figure 11 and Table 4 

show the results of varying � with the constant � = 0.4 . 
The larger � , the larger amplitude of filtered data. From 9, 
it shows that the amplitude of filtered data is larger than 
the one of raw data when � = 1, 1.5 . Figure 12 shows the 
filtered data with � = 2 , where the amplitude of the filtered 
data can be kept close to the raw data.

Data assimilation of two torque sensor readings is 
considered using two data sets with nearly same average. 
Assimilated data points’ deviation from two data sets is 
given under Fig. 13 and Table 5. Results confirm that final 
estimate has better variance than the two measurements 
and it is more depended upon the measurements with least 
variances.

Table 1  WOB filtered statistical 
data comparison with MAF 
different window sizes

Parameter Values M = 2 M = 4 M = 6 M = 8 M = 10

� 3.7083 3.7082 3.7091 3.7111 3.7133 3.7159
� 1.8779 1.8188 1.7120 1.5925 1.4669 1.3407

Fig. 7  WOB filtered data comparison with different �
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Model identifications

In the small-scale rig, axial and transverse vibrations were 
dominant compared to the torsional oscillations. We con-
cluded this was due to the short length of the drill pipe and/
or its eccentricity from exact vertical axis. Moreover, our 
rotational system uses a brushless commercial motor with a 
robust RPM controller. Therefore, torsional vibrations were 
not observed frequently.

Model parameters that are calculated from the axial vibra-
tion model given in "Information extraction" section based 
on load cells measurement are summarized in Table 6. Fre-
quency analysis of WOBs data validates the estimated value 
of �n . The natural frequency of WOBs is around 30.6 Hz.

By observing simulation results from Fig. 14, it is clear 
that a linear input of f(t) will result in a linear output behav-
iour of bit position. The presence of an initial/ final velocity 
(a nonzero force at start or end of operations) will trigger an 
under-damped transient response. This is because system 
response to an initial velocity is same as its response to first 
impulse of an impulse series, although no other initial condi-
tions are present. Figure 6 illustrates bit position behaviour 
during a bit bouncing event or under heave in offshore drill-
ing. Similar bit position and off-bottom WOBs measurement 
behaviour are observed in Fig. 15.

For field data, there exist more challenges than the labo-
ratory-scale rig data management challenges. For example, 

time-delay, sensor malfunctions, user entry errors, no com-
munications and corruptions. Nonetheless, it is clear that 
some data quality challenges are observed independent of 
the scale of operations. Solving such data quality challenges 
can be studied and experimented in laboratory-scale cost 
effectively.

Field data

Volve field data, published by Equinor in 2018, is a valuable 
source of real drilling data, making it possible to evaluate 
methods derived from laboratory data. The available logs 
are coming from the field that was operational in the North 
Sea from 2008 until 2016. The published dataset contains 
seismic data, production logs, drilling daily reports, reser-
voir models, geophysical interpretations, real-time drilling 
data and more. In this study, drilling logs converted from 
original WITSML (wellsite information transfer standard 
markup language) data to CSV (comma-separated values) 
files were used, a process described in detail in Tunkiel 
et al. (2020). As a case study well F5 was used, drilled using 
Schlumberger PowerDrive RSS tool. Inspecting the available 
inclination data, a number of issues have been identified that 
can be solved or at least mitigated using methods described 
in this paper. Inclination data is plotted in Fig. 16.

Outliers are clearly seen in the inclination data recorded 
both by the MWD and the PowerDrive tools. In case of 

Fig. 8  WOB filtered data com-
parison with � = 1.1

Table 2  WOB filtered statistical 
data comparison from the first-
order LPF with different �

Parameter Values � = 0.1 � = 0.4 � = 0.7 � = 1.1 � = 1.5

� 3.7083 3.7091 3.7114 3.7138 3.7171 3.7206
� 1.8779 1.8379 1.7344 1.6360 1.5142 1.4082
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Fig. 9  WOB filtered data comparison with different �

Fig. 10  WOB filtered data 
comparison with � = 0.8
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the MWD tools, there are multiple individual points out-
side of the continuous trend. This is likely due to data 
transmission errors of data storage corruption. Different 
issues are connected to the readings from PowerDrive. 
At three distinct depths, there are multiple readings of 
inclination between zero and the correct value. This may 
happen when the bottom hole assembly was tripped in or 
out while recording inclination data. While this in itself is 
not an issue, the log was improperly merged at some stage 

assigning all the readings made through tripping to one 
depth value. Alternative explanation is that excessive rota-
tion or vibration negatively affected the sensor responsible 
for inclination reading, resulting in incorrect data being 
recorded. No matter the root cause, the resultant log qual-
ity needs improvement.

Real-time logs often contain gaps in data. These gaps 
can be divided into four distinct categories as shown in 
Fig. 17. These are based on the quantity of continuous gaps 

Table 3  WOB filtered statistical 
data comparison from the 
second-order LPF with different 
�

Parameter Values � = 0.2 � = 0.4 � = 0.6 � = 0.8 � = 1

� 3.7083 3.7187 3.7179 3.7172 3.7165 3.7159
� 1.8779 1.8989 1.7926 1.6994 1.6161 1.5414

Fig. 11  WOB filtered data comparison with different �
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(HQ—high quantity, LQ—low quantity), and percentage of 
dataset occupied (HP—high percentage, LP—low percent-
age). Note that this proposed method of classifying gaps is 
related to continuous data only, such as drilling logs. Non-
series type of data, such as customer database, car fleet data-
base, cannot be classified this way.

Fig. 12  WOB filtered data 
comparison with � = 2

Table 4  WOB filtered statistical 
data comparison from second-
order LPF with different �

Parameter Values � = 1 � = 1.5 � = 2 � = 2.5 � = 3

� 3.7083 3.7496 3.7260 3.7179 3.7143 3.7123
� 1.8779 1.8586 1.8038 1.7926 1.7929 1.7967

Table 5  Assimilated and raw data properties for sensor fusion

Parameter T
1

T
2

T
e

� 2.0777 2.1295 2.1036
� 0.7260 0.7248 0.7235

Fig. 13  Data assimilation for 
torque measurements
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HQLP—high quantity of gaps that occupy relatively low 
percentage of the data are very common in real-time drilling 

logs. The investigated logs had issues at a much smaller 
scale, with multiple missing values spanning from one to 
few dozens of rows. Various sensors report data at different 
times and different frequencies; values transmitted through 
mud pulse telemetry are particularly susceptible to this issue, 
as a complete cycle of uplinking data may take over few 
minutes. There are at least two different approaches to fill-
ing these small-scale gaps. The basic method is to forward 
fill values forward whenever a missing value cell is encoun-
tered. This is consistent with the logic, that if a new reading 

Fig. 14  Periodic WOB at natu-
ral frequency and bit position 
response

Fig. 15  Off-bottom WOBs 
measurement from small-scale 
rig under three different actuator 
speeds

Table 6  Estimated parameters Parameter � �

�
d

192.663 12.872
� 0.0213 0.008
�
n

192.713 12.866
k/m 943.331 133.375
c/m 8.150 3.102



834 Journal of Petroleum Exploration and Production Technology (2021) 11:819–837

1 3

Fig. 16  Inclination data with 
gaps
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is not available, the old value is considered still valid, see 
Fig. 18 as an example for forward filled data.

Alternative method is to perform a linear interpolation 
using the last available value before the gap and the first 
available value. This method may increase the apparent poll-
ing frequency and is not suitable for discrete data. Additional 
drawback is that such approach cannot be applied to real-
time data; it is possible only after a given gap is “closed” 
with a new, correct value, leading to delay in data, see 
Fig. 19 as an example for interpolated data.

LQHP gaps occupy a significant portion of the dataset 
with the gaps being long and continuous. A good example 
of such gaps is data in Fig. 16, where significant percentage 
of different log is missing. This is typically caused by equip-
ment change, sensor failure or data corruption. Filling such 
gaps requires bespoke solutions that will differ from log to 
log. It may be possible, that a certain reading is duplicated 
by a different equipment—for example, where MWD pro-
vider changed mid-well, the same data will exist as differ-
ent attributes. Data can be restored using machine learning 
methods, given that correlations exist between the missing 

Dataset percentage
occupied by gaps,

Q
ua

nt
ity

 o
f g

ap
s

equipment change
equipment failure
data corruption

uneven polling
frequency
sequential sensor
use

sensors with low
polling frequency
data received
occasionally

sensor obstruction
short-lived sensor
failure

Fig. 17  Missing data category

Fig. 18  Forward fill values

Fig. 19  Interpolated data
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and the remaining parameters. Additionally case-specific 
solutions may be possible, such as when missing inclination 
data from drilling operation can be filled with data recorded 
while tripping, recording readings from the given section of 
a well. Often however, LQHP gaps cannot be filled.

HQHP gaps can be identified, when a certain parameter is 
logged very rarely compared to other parameters. This may 
be by design, when a parameter is of limited interest, and/or 
containing data of significant inertia. Interpolation is a good 
candidate of gap filling technique for this category. LQLP gaps 
are typically easiest to fill with machine learning methods. 
Small, sparse gaps suggest intermittent continuous short-lived 
sensor failures, or sensor obstruction, as it may be the case 
in motion-capture technology. Having most of the dataset for 
training is likely to produce a robust model. Methods typical 
for LQHP gaps can be used here as well. As a last resort, the 
data can simply be abandoned if the percentage of dataset lost 
is small, and the location in the log is of little interest.

Conclusion

This paper proposes a systematic approach to improve drill-
ing operational data reliability and consistency while pre-
serving data accuracy and validity. It also includes a sum-
mary of several drilling data quality challenges and methods 
to improve such quality issues. The data quality issues have 
been identified, improvement approaches have been inves-
tigated, and results have been then analysed to verify the 
enhancement of data quality.

Although one case study that utilizes laboratory data may 
not directly reflect the data quality situation of a standard rig 
operating in the field (due to the involvement of different 
service companies and additional quality issues, which are 
related to data transmission and handling data via a sequence 
of different data systems from source to consumer), observa-
tions are made to several semantic data quality challenges. 
In addition, several hidden data management challenges are 
emphasised. Therefore, laboratory-scale drilling and data 
management can be considered as a useful tool to identify 
drilling data challenges to speed-up drilling digitalization.
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