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Abstract
Two-phase (gas–liquid) flow in vertical pipes has been one of the interests of industrial applications such as power plants, 
nuclear reactors, boilers, gas well exploration and so on. One of the problems usually encountered in the gas well exploration 
industries is liquid loading: a condition where the gas velocity is not high enough to carry all the liquid generated in the gas 
wells. During normal operation, flow in the gas wells shows characteristics of annular flow regime. However, as the gas wells 
mature, the gas velocities reduce (below a critical value) and gradually lead to the onset of liquid loading (film reversal). 
At this point, flow in the gas well presents features of churn flow. Thus, during the film reversal point, the liquid film tends 
to increase in thickness and part of it starts to flow downwards. This paper first summarizes the available mechanistic and 
numerical models related to liquid loading and then reviews the application of CFD techniques to liquid loading modeling 
in vertical pipes. Most of the methodologies discussed here focus on annular and churn flow due to the limited information 
on the application of CFD techniques to liquid loading modeling and the onset of film reversal occurs during the transition 
from annular flow to churn flow which can lead to liquid loading as observed experimentally by many researchers. It was 
concluded from the available literature related to liquid loading that a detailed understanding of the fluid flow behavior dur-
ing liquid loading is not yet fully available and prediction methods of this phenomenon are still rather incipient. Directions 
for good CFD modeling of these important phenomena are presented in the present paper.
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Introduction

Liquid loading in a wellbore of a gas well has been recog-
nized as one of the most severe problems in gas production. 
In the early time of the production, reservoir pressure is suf-
ficient to lift the liquid phase to the surface along with the 
gas phase. As the gas well matures, the reservoir pressure 
decreases and gas flow velocity (production) drops. Liquid 
loading occurs when gas production rate becomes insuf-
ficient to lift the associated liquids to surface. When that 
happens, gas production first turns intermittent (flow regime 

turns into bubbly flow rather than an annular flow, see Fig. 1) 
and eventually stops.

In the industry, there are several methods that have been 
developed to solve the liquid loading problem, for instance, 
using down-hole pump to produce water or inject water to 
reservoir, using smaller tubing (velocity string), creating a 
lower wellhead pressure, and foam-assisted lift (foaming). 
These methods would have maximum effectiveness if there 
is better understanding of when and how liquid loading 
occurs. In essence, this understanding requires accurate pre-
diction of the critical gas flow rate and its associated liquid 
loading phenomena.

In two-phase (gas–liquid) concurrent upward annular 
flow in vertical pipes, with high gas flow rate, the liquid 
phase being the film or droplets is conveyed out of the pipes. 
However, if the gas flow rate is reduced below a certain 
threshold (critical value), the energy required to convey the 
liquid phase out of the pipe is minimized, as a result, the 
liquid tends to fall back to the bottom of the pipe.
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During gas exploration, both liquid and gas are produced 
initially and carried to the outer part (well surface). This hap-
pens if the gas flow velocity is high enough to drag the liquid 
film and entrain the liquid droplets to the surface. But once 
the gas flow velocity falls (which is usually the case due the 
well aging) below the critical value, the liquid tends to fall 
back into the well bore and accumulate, a condition known 
as liquid loading. This accumulated liquid tends to produce 
an addition hydrostatic back pressure that limits the gas flow 
from the well. In some scenarios, the flow of the gas stops 
and eventually the well dies. This usually happens in the life 
cycle of the gas well and very common in aged gas fields 
(Park et al. 2009). This problem, when allowed to prolong 
might ‘kill’ the gas well and cease production. Liquid loading 
has become a major problem associated with gas production.

Although not always obvious to detect liquid loading in 
a gas well (Makinde et al. 2013), symptoms may include 
the start of liquid slugs at the well surface, sharp change in 
flowing pressure gradient, sharp drop in production decline 
curve and increasing change between the casing and tubing 
pressure with time (Lea and Nickens 2011).

Although many investigations on liquid loading have 
been carried out (Turner et al. 1969; Coleman et al. 1991; 
Nosseir et al. 2000; Li et al. 2016; Dousi et al. 2006; Yuan 
2011; Guner 2012; Makinde et al. 2013; Tan et al. 2013; 
Li et al. 2014; Vieiro et al. 2016), a detailed understanding 
of the fluid flow behavior during liquid loading is not yet 
fully available and prediction methods of this phenomenon 
are still rather incipient. A better comprehension of liquid 
loading fundamentals can lead to the development of reli-
able models and correlations that can provide more accu-
rate production forecasts, effective design of flow lines and 

completions, and remediation of wells under liquid loading 
conditions (Waltrich et al. 2011).

Several liquid loading modeling studies based on mecha-
nistic and semi-mechanistic models are available in liter-
ature (Pagan and Waltrich 2016a, b; Li et al. 2016; Chen 
et al. 2016; Fadairo et al. 2015). However, a lack of CFD 
modeling of these important phenomena is unclear in open 
literature.

A good prediction of liquid loading initiation together 
with appropriate and timely application of gas well deliqui-
fication measures, significantly, improves the production of 
a gas well.

Liquid loading study criterion adopted

Two main approaches were proposed by Turner et al. (1969) 
to predict the onset of liquid loading in gas wells. First, a 
model using liquid film movement on the pipe wall and sec-
ond, a model from the entrained droplets flowing in the gas 
core. He concluded that estimation of the critical gas veloc-
ity should be based on the droplet model only. Due to this, 
most analyses on liquid loading were made by modifying 
his droplet model as in Coleman et al. (1991), Nosseir et al. 
(2000), Li et al. (2016) and Tan et al. (2013). Nevertheless, 
after conducting series of experiments, Westende (2008) 
suggested that the idea of the liquid film instability should 
be used to characterize liquid loading. This approach (liquid 
film instability) has been experimentally studied by Zabaras 
et al. (1986), Belt (2007) and Guner (2012).

Studying liquid loading phenomenon through liquid film 
flow reversal in vertical pipes is related to the churn flow-
annular flow transition (Hewitt and Hall-Taylor 1970). For a 
gas flow velocity above that for the flow reversal will result 
in upward annular flow. A correlation for the flow reversal 
condition (churn flow-annular flow transition) was first pro-
posed by Wallis (1962). The correlation is the modified gas 
phase Froude ( FrG ) number which is given as follows:

where UG is the gas velocity, �G is the gas density, �L is the 
liquid density and D is the tube diameter. This dimension-
less variable ( FrG ) expresses the ratio of the flow inertia to 
the external field (gravity). The transition occurs in regions 
where FrG ≈ 1 . Wallis (1962) suggested for the flow reversal 
condition, FrG has a value of 0.8–0.9.

Noted by Hewitt and Hall-Taylor (1970), two criteria can 
be used to predict the onset of liquid loading. These crite-
ria are the minimum pressure gradient and the zero-wall 
shear stress. If the gas velocity is gradually reduced in an 

(1)FrG =
�GU

2
G

gD(�L − �G)
,

Fig. 1  Two-phase flow patterns of a gas–liquid flow in a vertical pipe
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upward concurrent flow, the pressure gradient falls until a 
minimum is reached. At this instant, the flow reversal point 
is reached. Due to the effects of the gravitational force in 
upward annular flow, the liquid film shear stress falls from 
the interface to the wall. Reducing the gas velocity decreases 
the interfacial shear stress. Gradually, the wall shear stress 
falls to zero. Further reduction in the interfacial shear can 
result in a negative wall shear stress, an indication of down-
ward liquid film movement (flow reversal) on the wall. Most 
experimental analyses use the minimum pressure gradient as 
the point for flow reversal as presented in (Westende 2008; 
Guner 2012). It can be concluded that the mechanistic mod-
els trials so far have several problems and have not attained 
a satisfactory results that match the experiments and still 
need to be improved. Numerical techniques could be the 
best alternative.

Numerical studies on two‑phase flows

Generally, two-phase flows are mainly studied through 
experiments and correlations for which specific parameters 
are developed. No exact analytical solution exists for two-
phase flow (annular flow) modeling due to the complex 
nature of the flow in terms of the interfacial structure and the 
mechanism of droplet entrainment. Closure relationships are 
often utilized to estimate the interfacial friction and drop-
let entrainment. Numerical techniques are becoming more 
recognized in the area of two-phase modeling in that they 
provide additional data to supplement those obtained from 
experiments. Discussed below are recent numerical studies 
conducted in annular flow and liquid loading.

In the work of Jayanti and Hewitt (1997), a fixed liquid 
film configuration (roll wave) obtained directly from experi-
mental observation was proposed to analyze a typical liquid 
film flow found in annular flow. Periodic boundary condi-
tions were applied to both the inlet and outlet boundaries. 
The boundary conditions at the interface were obtained 
through experimental data found in existing studies. Three 
separate turbulence schemes [low-Reynolds k–ε, renormali-
zation-group (RNG) k–ε, and standard k–ε] were utilized and 
the results are compared. Results indicated that only slight 
differences exist among the various turbulence models, with 
the low-Reynolds k–ε being the more accurate. It was con-
cluded in their work that laminar flow exists in the liquid 
sublayer whereas near the wave peak, the flow is turbulent 
owing to the higher turbulent diffusivity than the molecular 
diffusivity in the proximity of the roll wave.

The gas core flow in a typical annular flow was modeled 
by Han (2005) and Han and Gabriel (2007). Similar to the 
works of Jayanti and Hewitt (1997), the effects of liquid 
film flow on the gas core were simplified and considered 
through the use of experimental correlations. The physical 

configuration of the interfacial wave as observed by Zhu 
and Gabriel (2004) was utilized in their study. RNG k–ε 
turbulence model was employed in their simulation. Peri-
odic boundary conditions were utilized for both the inlet and 
the outlet boundaries. The interface between the two phases 
was taken to be a moving wall with its entrainment rate and 
velocity obtained from experimental correlations. Results 
from the simulation showed that minimum static pressure 
exists at the vicinity of the wave peak and it was proposed 
that this might be the cause of the high droplet entrainment 
into the gas core region close to the wave peak.

To predict some of the flow parameters found in annular 
flow, Kishore and Jayanti (2004) proposed a new model. 
They assumed a flat interface between the two phases with 
zero film thickness during the simulation. They obtained the 
parameters for the liquid film from correlations by Whalley 
(1987). The results from the model accurately predicted the 
axial pressure gradient and film height through experimental 
correlations. Even though the model was accurate, it could 
not account for the detailed wall information as well as the 
interfacial structure due to the zero film height assumption.

Liu et al. (2011a, b) suggested a two-fluid model based 
on the volume of fluid (VOF) scheme to simulate two-phase 
annular flow in vertical pipes. They adopted the CFD com-
mercial code, Fluent (version 6.3.26). In their model, four 
assumptions were made. First, the gas core was assumed to 
be homogeneous mixture with a no-slip condition between 
the liquid droplets and the local gas phase. Also, the liquid 
droplets were taken to be small enough that the gas diffusiv-
ity and the turbulent droplet were the same. Furthermore, 
the averaged spatial deposition and the correlations for the 
entrainment rate which were obtained from the open litera-
ture were justifiable for calculations involving wave scale 
and finally, the effects of the small ripple waves on the liquid 
film were ignored. They considered the effects of entrain-
ment and deposition in their simulation using user-defined 
function (UDF) option in the ANSYS Fluent software. Even 
though the droplet effect was not accounted for in their sim-
ulation due to the no-slip assumption in the gas core, the 
model still gave good prediction when compared with data 
from experiment.

As observed from above, the models can be grouped as 
a two-fluid model. However, other researchers attempted 
to simulate three-fluid model as seen in the works of Ste-
vanovic and Studovic (1995) and Alipchenkov et al. (2004). 
By this method, three distinct phases are involved, namely, 
the mainstream gas phase, dispersed liquid droplets and con-
tinuous liquid film. Here, a set of governing equations is 
assigned to each phase. Compared to the two-fluid model, 
this approach demands more computational effort and may 
pose convergence problems. Most of the studies tend to 
ignore the interactions at the two-phase interface and as a 
result, many detailed information regarding the interfacial 
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structure is lost. This is due to the utilization of many empir-
ical correlations.

Predicting the formation of water buildup in a gas well, 
Dousi et al. (2006) proposed that gas wells can operate at 
two different rates, namely, a stable rate where full produc-
tion is observed and a lower metastable rate where the effects 
of liquid loading is significant. It was observed in their anal-
ysis that even at a metastable state below the Turner flow 
rate or the minimum stable, the gas well can still produce. 
The model did describe the flow physics in the liquid film 
so no information on that was provided.

Vieiro et al. (2016) applied CFD techniques to study two-
phase liquid loading phenomenon. They used a 2D (axisym-
metric) approach to execute the numerical simulation in 
ANSYS CFX version 13.0 by adopting the homogeneous 
model. The criterion used to determine the critical gas veloc-
ity was not clearly defined in their work. However, pressure 
drop measurement showed good agreement with some of 
the data from Westende (2008). Included in their work, were 
measurements of liquid film thickness, velocity profiles and 
liquid volume fractions.

Liquid loading modeling techniques

Computational fluid dynamics (CFD) can be used as a 
research or design tool for multiphase flows (Yeoh and Tu 
2009). As a research tool, multiphase flow problems can be 
studied using direct numerical simulation (DNS) or large 
eddy simulation (LES). DNS requires that all fluid motions 
in the flow be resolved and is conducted so as to provide 
understanding regarding the flow physics and natural occur-
rence of the turbulent structures. LES directly solves the flow 
scales larger than a typical characteristic length scale of the 
dispersed phase; sub-grid scale motion, together with those 
resulting from the interaction between the phases is statisti-
cally modeled. These approaches provide detailed informa-
tion regarding the nature of the flow (range of length and time 
scales). These are normally adopted to provide a qualitative 
comprehension of the flow physics to aid in the construction 
of a quantitative model permitting other similar flows to be 
computed. For some of the applications of DNS and LES 
methods to multiphase flow modeling, please see the works 
of Pan and Banerjee (1995, 1996), Wang et al. (1998), De 
Angelis et al. (1999) and Liovic and Lakehal (2007). The use 
of DNS or LES is, however, very limited to most engineer-
ing applications due to the limited computational resources.

Since for most engineering problems, it is not always desir-
able to resolve all the details relating to turbulent fluctuations 
due to the complicated nature of the interfaces and the result-
ant discontinuities in fluid properties together with physical 
scaling issues, it is conventional to resort to macroscopic for-
mulation based on some kind of averaging process (Yeoh and 

Tu 2009). This approach adopts CFD as a design tool to model 
multiphase flows. This gives rise to two main approaches for 
solving multiphase flow problems (FLUENT ANSYS 2012). 
The first being the Euler–Lagrange approach and the second, 
the Euler–Euler or the multifluid approach.

The Euler–Lagrange approach treats the fluid phase as 
a continuum by solving the Navier–Stokes equations while 
the dispersed phase on the other hand, is solved by means 
of tracking many particles, droplets or bubbles via the com-
puted flow field. Momentum, mass and energy exchange can 
occur between the dispersed phase and the fluid phase. In 
this approach, the dispersed phase is assumed to occupy a 
small volume fraction although high mass loading is accept-
able. Computation of the droplet or particle trajectories is 
done individually at specified intervals during the fluid 
phase calculation (FLUENT ANSYS 2012). This makes 
the Euler–Lagrange approach inappropriate for modeling 
some typical multiphase problems (such as, fluidized beds, 
liquid–liquid mixtures or any application requiring the com-
putation of the volume fraction of the secondary phase). 
However, the Euler–Lagrange approach is suitable for the 
modeling of coal and liquid fuel combustion, spray dryers 
and some particle-laden flows.

The Euler–Euler approach treats the distinct phases as 
interpenetrating continua with each phase occupying a 
certain volume in the flow domain. The volume fractions 
of each phase are assumed to be continuous functions of 
time and space and they sum up to unity. Derivation of con-
servation equations for each phase is made to yield a set 
of equations, with similar structure for all phases. These 
derived equations are usually averaged; hence, the micro-
scopic characteristics are lost. However, the lost information 
as result of the averaging is accounted for via the utilization 
of closure models (Rodriguez 2009). These closure models 
depend on the physical phenomena being modeled. Three 
averaging methods are found in the literature, namely, time, 
space and ensemble averaging. Two main classes of numeri-
cal algorithms exist for the computation of multifluid flows 
specifically the two-fluid models (Properetti and Tryggvason 
2007). These are the segregated and coupled methods. The 
segregated method or algorithm is basically derived from the 
pressure-based schemes widely utilized in single-phase flow, 
such as semi-implicit method for pressure-linked equations 
(SIMPLE) and its variants. The equations in this model are 
solved sequentially; hence, the name segregated algorithms. 
The segregated algorithms are more suitable for relatively 
slow transient applications (e.g., fluidized beds) or long-
duration phenomena (e.g., flow in pipelines). The coupled 
method is designed for fast transient applications such as 
those involved in nuclear reactor safety research. For details 
regarding the formulation and implementation of the segre-
gated and coupled methods, kindly refer to Properetti and 
Tryggvason (2007).
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Available Euler–Euler models

Three different Euler–Euler models are provided in ANSYS 
Fluent, namely, the mixture model, the volume of fluid 
(VOF) model and the Eulerian model.

The mixture model on the other hand, is capable of han-
dling two or more phases (fluids or particulates). The phases 
involved here are treated as interpenetrating continua. This 
model solves the mixture momentum equation and pre-
scribes relative velocities to describe the dispersed phases. 
However, it can be used to model homogeneous multiphase 
flow without relative velocities for the dispersed phases.

The VOF model being a surface-tracking technique is 
applied to a fixed Eulerian mesh. Designed for two or more 
immiscible fluids, VOF is employed where the position 
of the interface is of great interest. Under this model, the 
involved fluids share a single set of momentum equations 
and the volume fraction of each fluid in each of the com-
putational cell is tracked throughout the flow domain. It is 
can be applied to several multiphase flows such as strati-
fied flows, sloshing, filling, free-surface flows, large bubble 
motion and the steady or transient tracking of any liquid–gas 
interface. Even though this model (VOF) has proven to be 
successful in many researches (Liu et al. 2011a, b), it does 
have some limitations when it comes to flows where there is 
momentum exchange between the phases (Chen et al. 2015). 
This is because the phases involve share a common set of 
equations and as a result, the momentum exchange between 
them is ignored.

Finally, the most complex model among the multiphase 
models in ANSYS Fluent is the Eulerian model (FLUENT 
ANSYS 2012). A set of momentum and continuity equations 
are solved for each phase involved. Coupling in this method 
is achieved through the pressure and interface exchange 
coefficients. The momentum exchange between the phases 
is dependent on the type of mixture being modeled. Areas 
of applications include, bubbly columns, risers, particle sus-
pension, and fluidized beds. It can model multiple separate, 
yet interacting phases.

The Eulerian model and the VOF model with surface-
tracking technique are the most widely used to model two-
phase air–water flows.

Incorporated in ANSYS Fluent is a way to utilize both the 
Eulerian and VOF model. This is done by selecting the Multi-
Fluid VOF model under the Eulerian multiphase model. This 
allows the researcher to be able to use the sharpening interface 
tracking schemes like Geo-Reconstruct, compressive, CIC-
SAM and Modified HRIC under the Explicit VOF option. This 
model has the advantage of overcoming some the limitations 
of the VOF model due to the shared velocity and temperature 
formulation. Among the numerous applications of this model 
include, its used in the study of flooding phenomenon (Chen 

et al. 2015), study of churn flow (Riva and Col 2009; Parsi 
et al. 2015). It is often adopted for cases requiring sharp treat-
ment of the interface. For details about this formulation, refer 
to FLUENT ANSYS (2012).

Eulerian multi‑fluid VOF model

The main governing equations for the flow in the Eulerian 
Multi-Fluid VOF model are the independent momentum and 
mass conservation equations for the two phases involved 
(water and air). These are given as (FLUENT ANSYS 2012).

Mass conservation

where 
⇀

Vq is the velocity of phase q; ṁpq is the mass transfer 
from phase p to phase q; ṁqp is the mass transfer from phase 
q to phase p; Sq is a source term; �q is the volume fraction 
phase q.

Momentum conservation

where �q is phase q stress–strain tensor and it is given as:

where �q is the shear viscosity of phase q; �q is the bulk 
viscosity of phase q; 

⇀

Fq is an external body force; 
⇀

Flift,q is a 
lift force; 

⇀

Fwl,q is a wall lubrication force; 
⇀

Fvm,q is a virtual 
mass force; 

⇀

Ftd,q is a turbulent dispersion force; 
⇀

Rpq is an 
interaction between phases; p is the pressure shared by all 
the phases; 

⇀

Vpq and 
⇀

Vqp represent the interphase velocities 
defined as follows:

In a similar way,

(2)
𝜕

𝜕t

(
𝛼q𝜌q

)
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(
𝛼q𝜌q
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)
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(
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)
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(3)

𝜕
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⇀
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(
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∇
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)
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⇀
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(5)
⇀

Vpq =

⎧
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⇀

Vp; if ṁpq > 0
⇀

Vq; if mpq < 0

.

(6)
⇀
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⎧
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⇀

Vq; if ṁqp > 0
⇀

Vp; if mqp < 0

.
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Closure relationships

Appropriate closer relationships are required for the inter-
phase force 

⇀

Rpq , in Eq. (3). 
⇀

Rpq depends on friction, pressure, 
cohesion and other effects. It is subject to the conditions:

where

where 
⇀

Vp and 
⇀

Vq are the phase velocities; Kpq = Kqp is the 
interphase momentum exchange coefficient which is given 
the expression:

where Ai is the interfacial area; dp is the bubble or droplet 
diameter of phase p; �p is the particulate relaxation time 
which is expressed as:

f  is the drag function which is given as:

where CD is the drag coefficient which is usually computed 
from empirical correlation known as the drag models; ReR 
is the relative Reynolds number given as:

Available drag models

Almost all definitions of the drag function, f, comprise of a 
Reynold’s number-based drag coefficient, CD. There exist a 
number of models in the open literature for the computation 
of CD in Eqs. (11, 13). The available drag models in ANSYS 
Fluent commercial code include, Schiller–Naumann model 
(Schiller and Naumann 1935), Morsi–Alexander model (Morsi 
and Alexander 1972), symmetric model, Grace et al. model 
(Clift et al. 2005), Takamasa and Tomiyama model (1999), 
Ishii model (1990) and Anisotropic drag model. The Schil-
ler–Naumann model is generally applicable to all fluid–fluid 
multiphase simulation. Morsi–Alexander model adjusts the 

(7)
⇀

Rpq = −
⇀

Rqp and
⇀

Rqq = 0,

(8)
n∑

p=1

⇀

Rpq =

n∑
p=1

Kpq

(
⇀

Vp −
⇀

Vq

)
,

(9)Kpq =
�pf

6�pdpAi

,

(10)�p =
�pdp

2

18�q

.

(11)f =
CDReR

24
,

(12)ReR =
�q
|||Up − Uq

|||dp
�q

.

function definition frequently over a large range of Reynolds 
numbers making it the most complete model. The only prob-
lem with this model is that it is less stable compared with the 
other models. The symmetric drag model is more suitable for 
flows where the secondary phase in one region of the domain 
becomes the primary (continuous) phase in another. Grace 
et al. model and Tomiyama et al. model more applicable to 
bubbly flows. Ishii model is applicable to boiling flows only. 
For the free-surface flow applications, the anisotropic drag 
model is recommended. This drag model is based on a higher 
drag in the normal direction to the interface and a lower drag 
in the direction tangential to the interface. Detail mathematical 
relations can be found in FLUENT ANSYS (2012).

CFD simulation methodologies

Several numerical methodologies are described in this 
section as observed in the literature for the modeling of 
two-phase flow. It should be noted that the methodologies 
described here are mainly for turbulent flow applications. 
Due to the amount of computational resources required to 
solve the instantaneous Navier–Stokes (N–S) equations, 
in most of the available literature, the Reynolds-averaged 
Navier–Stokes (RANS) equations are usually solved for tur-
bulent flows, hence, serve as the main governing equations 
for the transport of the averaged flow quantities. The RANS 
equations are time-averaged (White and Corfield 2006) and 
primarily used to describe turbulent flows. Expressed below 
are the Reynolds-averaged Navier–Stokes (RANS) equations 
in the Cartesian coordinate form.

Continuity

Momentum

where Ui and u′
i
 are the mean and the fluctuating velocity 

components (i = 1, 2 for 2D flows); Pi is the pressure gradi-
ent; µ and ρ are the dynamic viscosity and density of the 
fluid; xi represents the coordinate; and the last term, �u′iu′j 
represents the effects of the turbulence and is referred to as 
Reynolds stress tensor. To close the RANS equations, the 
Reynolds stress tensor must be modeled (White and Corfield 
2006). One common approach to achieve this is to use the 
hypothesis of Boussinesq to relate the Reynolds stresses to 
the mean velocity gradients as shown:

(13)
��

�t
+

�
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(
�Ui

)
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where k is the turbulent kinetic energy and it is given as:

and µt is the turbulent or eddy viscosity which is function 
of k and ε (in k–ε model) or k and ω (in k–ω model). These 
models are described in the next section.

Generally, turbulent flows show characteristics of small 
fluctuations in velocity and pressure fields. Usually, these 
fluctuations are computationally expensive to resolve, hence 
the time averaging of the Navier–Stokes equations (Han 
2005).

Overview of turbulence models

To close the RANS equations, the Reynolds stress tensor 
is modeled to account for the effects of turbulence and an 
increased viscosity. The most commonly used transport 
equations available in the literature for two-phase flow turbu-
lence modeling are the two-equation models (k–ε, and k–ω 
models). The k–ε models is as result of eddy viscosity and 
diffusive hypothesis (Yeoh and Tu 2009). First, an equation 
for the turbulent kinetic energy, k, and second, an equation 
for the turbulent dissipation, ε, or the specific turbulence 
dissipation rate, ω. The second equation usually determines 
the scale of the turbulence. Using the two-equation models, 
computational time is significantly minimized (Han 2005). 
These two additional equations are added to the averaged 
N–S equations and computed. For the purpose of this paper, 
only the k–ε turbulent model will be explained in detail.

k–ε turbulence model

This closure model has been effectively utilized by many 
researchers in a wide range of multiphase flow applica-
tions, including bubbly flows, slug flows, stratified flows, 
churn flows, annular flows and sedimentation phenomena 
as reported by Han (2005). It was also utilized in the study 
of low liquid loading phenomena by Karami et al. (2014). 
ANSYS Fluent commercial software makes available three 
options for the k–ε turbulence model, namely, standard k–ε 
model, renormalization-group (RNG) k–ε model and realiz-
able k–ε model. The main differences between these models 
are: (1) turbulent viscosity calculation method, (2) the turbu-
lent Prandtl numbers that govern the turbulent diffusion of 
k and ε and (3) the generation and destruction terms in the 
ε-equation (FLUENT ANSYS 2012).
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Proposed initially by Launder and Spalding (1972), the 
standard k–ε is a high Reynolds number turbulence model 
and as such only applicable to fully turbulent flows. The 
transport equations describing the standard k–ε turbulent 
model are presented as follows:

and

In the above equations, Gk is the generation of turbulence 
kinetic energy due to the mean velocity gradients; Gb is the 
generation of turbulence kinetic energy due to buoyancy; 
YM is the contribution of the fluctuating dilatation in com-
pressible turbulence to the overall dissipation rate; C1� , C2� 
and C3� are constants; �k and �� are the turbulent Prandtl 
numbers for k and ε, respectively; Sk and S� are user-defined 
source terms.

The turbulent viscosity, �t in the standard k–ε is calcu-
lated using the relation:

where C� is a constant. Commonly used values for the 
constants in the above transport equations obtained from 
experiments are as follows (Launder and Spalding 1972): 
C1� = 1.44 , C2� = 1.92 , C� = 0.09 , �k = 1.0 and �� = 1.3 . 
There have, however, been several improvements to improve 
its performance. The RNG k–ε model and the realizable k–ε 
model are other alternatives with improved performance 
than the standard k–ε model.

The realizable k–ε was proposed by Shih et al. (1995). 
Comparing to the standard k–ε model, the realizable k–ε has 
a new formulation for the turbulent viscosity. It also has a 
new form of the transport equation derived for the dissipa-
tion rate, ε. This model has the advantage of predicting the 
spreading of both planar and round jet accurately. The realiz-
able k–ε model by its form is also a high Reynolds number 
turbulence model. This model uses the following transport 
equations for k and ε:

and
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where C1 = max
[
0.43,

�

�+5

]
 , � = S

k

�
 , S =

√
2SijSij , Gk , Gb , 

YM , Sk and S� have the same description as in the standard 
k–ε model; C2 , C1� and C3� are constants.

The eddy viscosity (turbulent viscosity) is obtained from 
the relation:

where

where

and

where Ωij is refers to the mean rate of rotation tensor viewed 
in a moving reference frame with the angular velocity, �k . 
Constants A0 and As are given as A0 = 4.04 and

where

The model constants are given as: C1� = 1.44 , C2 = 1.9 , 
�k = 1.0 and �� = 1.2 . Initial results from Shih et al. (1995) 
and Kim et al. (1999) showed that this model can provide 
best performance in separated flow and flows with complex 
secondary flow. However, specific conditions for its supe-
rior performance over the RNG k–ε model are unclear (Han 
2005).

In 1986, Yakhot and Orszag (1986) proposed the 
RNG k–ε model which was basically derived from the 
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instantaneous N–S equation by utilizing a rigorous statisti-
cal technique known as “renormalization group” method, 
hence the name RNG k–ε model. Four main improvements 
are made in this model, namely, (1) it has a new term in its 
ε equation to improve the accuracy of simulating rapidly 
strained flows; (2) consideration is made for the effects of 
swirl and hence more accurate for swirl flow application; 
(3) unlike the standard k–ε model, where constant values of 
the turbulent Prandtl numbers are used, the RNG k–ε model 
utilizes an analytical formula; and (4) an analytically derived 
differential equation is provided for the effective viscosity 
that accounts for low-Reynolds number effects.

The last feature of the RNG k–ε turbulence model makes 
it more suitable to this present simulation work since the liq-
uid film in annular flow exhibits characteristics of flow in the 
near-wall zone. In addition, to deal with the near-wall region 
features in the flow, the enhanced wall treatment approach 
(explained later in the next section) is utilized together with 
RNG k–ε model.

The two additional transport equations in the RNG k–ε 
turbulence model are given below for k and ε respectively:

and

where Gk refers to the production of turbulent kinetic energy 
calculated from the relation:

Gb refers to the generation of k due to buoyancy as function 
of gravity and temperature gradient and is expressed as:

In this study, Gb = 0 because the temperature remains con-
stant. YM represents the dilatation term. This term is utilized 
in compressible flow since it reflects the compressibility of 
high-Mach number flows on turbulence. It is usually neglected 
in incompressible flows. �k and �� represents the inverse effec-
tive Prandtl numbers for k and ε and are calculated from the 
following relation derived from the theory of RNG:
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Here, �0 = 1.0 , µ is the fluid physical viscosity and �eff is 
the effective viscosity (the sum of the molecular viscosity of 
the fluid and turbulent viscosity of the flow). In ANSYS Flu-
ent commercial software, Sk and S� are user-defined source 
terms. In the current study, these source terms are set to 
zero since there no specific sources to generate or dissipate 
k. R� is an additional term found in the RNG model which 
makes it different from the standard k–ε model. It has the 
following expression:

where � = Sk∕� (S refers to the modulus of strain rate ten-
sor), �0 = 4.38 and � = 0.012 . C1� , C2� and C3� are constants. 
C3� is not specified in ANSYS Fluent, instead it is computed 
by ANSYS Fluent. According to Choudhury (1993), the val-
ues of C� , C1� and C2� are analytically derived from RNG 
theory and respectively take values of 0.0845, 1.42 and 1.68. 
These values are adopted in the current study.

For the RNG turbulent to better handle the low-Reynolds 
number and near-wall flows, a differential equation is uti-
lized to compute the turbulent viscosity, �t . This relation 
is given as:

where v′ is the turbulent kinematic viscosity ( �eff∕� ), 
�eff = � + �t and Cv = 100.

One other turbulence model commonly utilized in the 
literature is the Reynolds stress model or RSM which by 
way of directly determining the turbulent stresses solves a 
transport equation for each of the stress components. Equa-
tions to be solved include the turbulent transport, generation, 
dissipation and redistribution of Reynolds stresses in the 
flow (Yeoh and Tu 2009).

Surface tension modeling

In the modeling process, surface tension becomes an 
important variable to consider. It results from the sharp 
changes in the molecular forces of attraction at the two-
phase interface due the discontinuous changes in proper-
ties. Usually in complex geometries, modeling this local 
force becomes a stressful task. Two main surface tension 
models commonly used include the continuum surface 
force (CSF) and the continuum surface stress (CSS).

The CSF model was proposed by Brackbill et al. (1992) 
and it is utilized where the surface tension is along the 
surface and only the normal forces to the interface are 
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considered. In the CSF model, the surface tension is mod-
eled in a non conservative way.

On the other hand, a conservative formulation is used in 
the modeling of the CSS model. The CSS is mostly used in 
applications involving variable surface tension. But most 
commonly utilized model in the literature is the continuum 
surface force (CSF) derived by Brackbill et al. (1992). For 
only two phases, the force is expressed as:

where κ is the local curvature of the interface, σ is the coef-
ficient of surface tension. In a nonconservative manner, the 
surface tension force in the CFS method is written as:

For cases with variable surface tension as in the CSS 
model, the surface tension force (Fcss) is given as:

where I is the unit tensor; ⊗ is the tensor product of the two 
vectors; and � is the volume fraction. Equation (34) is only 
valid for constant surface tension. For cases where Re ≫ 1, 
the surface tension effects can be neglected for Weber num-
ber, We ≫ 1 (FLUENT ANSYS 2012), where the Weber 
number, We, is expressed as:

where L is the characteristic length.

Near‑wall treatment

Special treatments are needed to make the k–ε models 
more suitable for near-wall flows since they are basically 
valid for turbulent core flows, thus, flow regions suffi-
ciently far from the walls. Generally, the near-wall flows 
comprise three regions, namely, (1) a viscous sublayer 
region where the effect of molecular viscosity is very criti-
cal in the flow transport phenomena, (2) a buffer region 
where the effect of both turbulent and molecular viscosity 
is important, and (3) a turbulent core region where the 
effect of molecular viscosity can be ignored. The viscous 
sublayer is an extremely thin layer physically.

From White and Corfield (2006), the velocity profile 
for each of the region is limited by the value of the dimen-
sionless distance from the wall, y+, according to the law of 
the wall equation which is a logarithmic relationship. For 
y+ < 5, the flow is considered to be in the viscous sublayer, 
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for 5 < y+ < 30, the flow is in the buffer region and finally, the 
turbulent core region exists for 30 < y+ < 1000. In the gen-
eration of grid points, the y+ plays an important role (Han 
2005). It was proposed by Pope (2001), that the viscous 
effects can be considered up to y+ < 50. Using this assump-
tion, the grid points (mesh) in this region around the wall, 
can be a little coarse to save computational time. Through 
the use of this near-wall flow feature, correct grid points are 
chosen in the region close to the wall.

Most researchers adopt this approach by utilizing the 
enhanced wall treatment method included in ANSYS Flu-
ent commercial code. ANSYS Fluent has subroutines that 
specifically solve this problem.

Interface tracking models

Visualizing the dynamic behavior of the boundaries or 
interfaces between fluid components is very crucial in mul-
tiphase flow studies. Special algorithms capable of tracking 
the interfaces between the fluid components are required 
to achieve this purpose. As far as multiphase flow simu-
lation is concerned, three main interface tracking methods 
exist in the open literature (Chen and Hagen 2011), namely, 
level set (LS) Method (Osher and Sethian 1988), volume 
of fluid (VOF) method (Hirt and Nichols 1981), and front 
tracking (FT) method (Unverdi and Tryggvason 1992). Both 
the volume of fluid method and the level set method (LSM) 
are derived using one-phase formulation (Chen and Hagen 
2011). In this formulation, a marker or and indicator func-
tion, β, is introduced to indicate the phase change by one of 
the phases through the attachment of a marker on that phase.

Thus, rather than having two sets of variables for each 
phase of the fluid mixture (as in two-phase formulation), the 
marker function marks the integration volume by a charac-
teristic function and the conservation law for the two phases 
(Lakehal et al. 2002) results in one:

where � is any given physical property (density) and can be 
expressed as

Hence, the complexity of the computation is significantly 
reduced when using the one-phase formulation for the multi-
fluid problem.

According to Unverdi and Tryggvason (1992), Gloth 
et al. (2003) and Terashima and Tryggvason (2009), the 

(37)� =

{
1 fluid 1

0 fluid 2
.

(38)
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front tracking method (FTM) is restricted to changes in 
multiphase fluid topologies in that a marked interface from 
an initial configuration is advected and the topology is kept 
in the course of the simulation. This method is not recom-
mended in applications where there is significant amount of 
topological changes (breaking or merging of droplets) in the 
multiphase fluid flow.

Initially developed by Osher and Sethian in 1988, the 
level set method (LSM) defines the interface as the zero 
set (Osher and Fedkiw 2001; Fedkiw and Osher 2002) of 
isosurface or isocontour of the given scalar field. This level 
set method was adopted in the simulation works of Lakehal 
et al. (2002) and Sethian and Smereka (2003). A combina-
tion of Lagrangian marker particles and level set method 
was made by Enright et al. (2002) to achieve and sustain a 
smooth geometrical description of the fluid interface. This 
semi-Lagrangian approach was used to improve the mass 
conservation. Analogous to the VOF method, LSM is also a 
one-fluid-based formulation. The implicit material interface/
boundary is provided by the zero set of the scalar field, �:

where � is similar to the marker function, β except that here, 
the interface is defined at � = 0. To find the zero set, one has 
to extract isosurface or isocontour at a starting time. Usually, 
with volume faction, α dataset, the zero set is defined at the 
isosurface of α = 0.5.

As given by Osher and Fedkiw (2001), Enright et al. 
(2002) and Lakehal et al. (2002), the normal, n and the cur-
vature, � are expressed as:

Usually, constraints are applied on the curvature and this 
should be done during physically correct simulation (Chen 
and Hagen 2011). The universal concern of the curvature 
is the surface energy minimization. This method, however, 
finds majority of its applications in free-surface flows.

Although LSM is a widely used method due to the simplic-
ity in the mathematical formulation, volume is not always pre-
served during the interface advection (Müller 2009; Garimella 
et al. 2005). The main setback is usually corrected through 
the application of volume correction after each numerical 
advection.
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The volume of fluid method is one of the well-established 
interface volume tracking methods (Sussman and Puck-
ett 2000; Marek et al. 2008) which is currently in use. This 
method was developed by Hirt and Nichols in 1981. The vol-
ume of each fluid phase is tracked with a sub-volume or sub-
cell. Hence, this method is sub-cells or sub-volumes based 
and the volume percentage that one type of fluid takes up a 
sub-cell or sub-volume is tracked. VOF method is an Eulerian 
method of interface tracking which obeys the conservation of 
mass/volume. Unlike the FTM, VOF method can capture the 
topological changes of the moving surfaces, such as break-
ing up or merging of bubbles. As indicated earlier, the VOF 
method is derived from the one-phase formulation. A fraction 
variable, α, is defined as the integral of the marker function, 
β, in the control volume, V:

where typically, the control volume, V is the computational 
cell volume. Also, α = 0, Fluid 1, α = 1, Fluid 2, 0 < α < 1, 
Interface.

For a given velocity field, u, the transportation equation for 
the volume fraction is expressed as:

The VOF method also needs to approximate and recon-
struct the interface at each time step. It preserves the volume 
accurately, however, maintaining the topology of the interface 
becomes difficult due to the process of interface reconstruction 
(Chen and Hagen 2011).

In addition to the above described interface or boundary 
tracking methods, there exist also research directions for mate-
rial interface reconstruction. The main goal of the reconstruc-
tion methods is working on rebuilding continuous interfaces 
out of discrete pieces or piecewise functions, whereas the 
interface tracking methods focus on tracking the dynamic 
behavior of the interface. Two main material studies exist in 
the literature, namely, simple line interface (SLIC) (Noh and 
Woodward 1976) and piecewise linear interface construction 
(PLIC) (Rider and Kothe 1998).

Numerical methods for solving the control 
equations

The use of numerical simulations to solve a wide variety of 
fluid flow problems has become a common phenomenon. 
This is due to the complicated nature of practical prob-
lems in which analytical solutions are impossible and the 
increasingly number of computers available today. Gener-
ally, the governing equations for the physical processes 
are in the form of partial differential equations (PDEs). 
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V ∫V

�(�, t)dV ,

(44)
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Two main approaches exist for the solution of these par-
tial equations, namely, the Grid-based method (GBM) and 
the Particle-based method (PBM) as noted in the work of 
Chen and Hagen (2011). For the purpose of this study, 
only the GBM is described.

Under GBM, the PDEs governing the fluid flow are 
numerically solved on a fixed grid points. These equa-
tions are solved in using Euler approach. Thus, the propa-
gation of the flow properties is computed on a fixed time 
independent grid.

To solve the governing equations, they need to be 
transformed or discretized into algebraic equations that 
can then be solved numerically using direct means (e.g., 
matrix inversion) or through iterative methods (Gauss 
elimination, Gauss–Seidel, Successive over-relaxation, 
etc.). For information on these solution method, the reader 
can refer to Patankar (1980).

Discretization methods

Several discretization methods exist in the literature, such 
as finite difference method (FDM), finite volume method 
(FVM), finite element method (FEM) and Lattice Boltzman, 
just to mention a few. These techniques are usually devel-
oped to take the form of CFD codes to provide the solutions.

This study focuses on the FVM since this approach is 
mostly adopted in the multiphase flow applications. These 
methods are adopted to transform the governing equa-
tion into algebraic equations that can be solved numeri-
cally. More information on FDM and FEM discretiza-
tion schemes can be found, respectively, in the works of 
(Thomas and Trujillo 1995) and (Reddy 1993). This study 
adopts the FVM proposed by Patankar (1980) and it com-
monly used by most CFD experts. It is what the ANSYS 
Fluent commercial software uses.

The FVM transforms the governing equations into a sys-
tem of algebraic equations using a control volume approach. 
The differential equations are integrated over each control 
volume to produce discretized equations where each quantity 
is conserved on a control volume basis.

Convergence criteria

Three main convergence criteria often adopted for CFD 
simulations include, residual values, solution imbalances 
and quantities of interest (Kuron 2015). During a typical 
CFD simulation, these three parameters are monitored to 
assess the convergence of the CFD analysis.

Monitoring the values of the residuals is one of the 
basic ways to measure the convergence of an iterative 
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solution. This is because the errors in the solution of the 
system of equations are directly quantified by the residu-
als. The residuals determine the imbalances of the con-
served variables in each control volume. Since in a numer-
ical solution (using iterative method), the residual never 
gets to zero, a minimum value must be set. The smaller 
the residual, the more accurate the solution is numerically. 
The default setting of the residuals in ANSYS Fluent com-
mercial code is 0.001. This value can, however, be reduced 
to obtain the desired degree of accuracy, however, in a 
very complicated problem analysis, attaining a very small 
residual can be challenging (Kuron 2015).

The solution imbalances can also be monitored for con-
vergence. Ensuring that the conservation equations (mass, 
momentum, etc.) are indeed conserved at the end of the 
solution is an effective way to measure CFD convergence. 
These imbalances should be sufficiently small (approxi-
mately zero) before considering a solution to be conserved. 
Most authors ensure solution imbalances of small than 
0.1%.

Making sure that there are no changes in the quantities 
of interest is a good practice to consider the convergence 
of a CFD solution. Usually in two-phase flow simulations, 
the quantities of interest include, liquid hold-up, pressure 
drop, mass flow rate, etc. Monitoring these quantities can 
help determine the convergence of the solution.

Typical flow example

A typical example using Fluent software and the aforemen-
tioned steps will be presented here. An axisymmetric flow 
in a vertical 76.2 mm diameter pipe of 3 m long is used. 
The gas inlet is from the bottom of the pipe and the liquid 
inlet from the side of the pipe, 1 m downstream of the gas 
inlet enters slowly from a 2 cm side slot to avoid jet flow at 
the bottom of the pipe. A typical results are presented here 
and compared with Guner (2012) experimental results just 
to demonstrate the CFD method explained in this paper for 
different gas and liquid superficial velocities (USL and USG).

Figure  2 shows the pressure drop comparison with 
Guner (2012). As seen in Fig. 2, pressure gradient results 
generated from CFD model are in a good agreement with 
the experimental data.

The streamlines inside the air and water phases for a 
superficial liquid velocity of 0.10 m/s and superficial gas 
velocities of 31.77 m/s 18.03 m/s downstream of the liquid 
inlet section are presented in Fig. 3a, b, respectively, to 
show the characteristics of the flow field. It can be seen 
that when the amplitude of the forming wave at the liquid 
inlet section reaches its maximum value, it starts to move 
upwards. In Fig. 3a, the liquid phase travels as thin film 

and it is carried out of the pipe due to the higher gas veloc-
ity (31.77 m/s) resulting in an annular flow pattern. The 
waves in this flow pattern tend to be flatter. All simulated 
cases that fall within the annular flow regime show that 
all the liquid film moves upward out of the pipe. As the 
superficial gas velocity reduces to18.03 m/s, the drag force 
imparted on the liquid film becomes insufficient to carry 
the liquid phase to the pipe exit section while keeping 
the typical annular flow pattern. As a result, the liquid 
film thickens, thus producing a circulatory flow region in 
the liquid phase causing part of the liquid film to move 
downward near the pipe wall. This is accompanied by the 
formation of flooding waves that have higher frequencies 
and tends to cause the continuous throwing of the liquid 
phase (water) in the region located above the liquid inlet 
section. In all the simulated cases that fall under the churn 
flow regime, part of the liquid film flows downwards peri-
odically. This is considered to be the on-set of film reversal 
and the accompanied gas velocity is called the critical gas 
velocity.

The critical gas velocity found in the CFD results pre-
sented in Fig. 3 are very close to that found experimentally 
by Guner (2012) for the same operational conditions.

Conclusion

A brief summary of the mechanistics models of the liquid 
loading and pros and cons of these models were presented. 
A review of commonly adopted CFD techniques to two-
phase modeling and study of liquid loading is presented. 
Although not much information directly apply to the study 
of liquid loading phenomena, the combined knowledge pre-
sented here can be used to successfully model liquid load-
ing phenomena. Most of the techniques presented indicate 
that the choice of the various models (turbulence, interface 
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tracking, near-wall treatment, surface tension, drag, etc.) 
play an important role in the modeling process. The wrong 
choice could lead to wrongful numerical procedure and lead 
to wrongful results. The consumption of high computational 
resources must also be considered in the selection of the 
models for the simulation.

In most of the studies, the gas velocity corresponding to 
the minimum pressure gradient in the flow is taken as the 
critical gas velocity and its analysis is usually based on the 
liquid droplets. To the best of the author’s knowledge, no 
direct application of CFD techniques based on the liquid film 
behavior (film reversal) has been used to study the liquid 
loading phenomena. A typical flow reversal example was 

Fig. 3  Typical flow field phase distribution and stream traces: a higher USG (USL = 0.1 m/s, USG = 23.99 m/s) and b lower USG (USL = 0.1 m/s, 
USG = 21.17 m/s), c lowest (USL = 0.1 m/s, USG = 18.03 m/s)
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also presented in the present work as a demonstration of the 
CFD models ability to simulate the on-sit of film reversal 
and the critical gas velocity.
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