
Vol.:(0123456789)

Applied Water Science           (2024) 14:78  
https://doi.org/10.1007/s13201-024-02131-4

ORIGINAL ARTICLE

Flood mapping based on novel ensemble modeling involving 
the deep learning, Harris Hawk optimization algorithm and stacking 
based machine learning

Romulus Costache1,2,3,4 · Subodh Chandra Pal5 · Chaitanya B. Pande6,7,8 · Abu Reza Md. Towfiqul Islam10,9 · 
Fahad Alshehri8 · Hazem Ghassan Abdo11 

Received: 5 September 2023 / Accepted: 5 February 2024 
© The Author(s) 2024

Abstract
Among the various natural disasters that take place around the world, flood is considered to be the most extensive. There have 
been several floods in Buzău river basin, and as a result of this, the area has been chosen as the study area. For the purpose 
of this research, we applied deep learning and machine learning benchmarks in order to prepare flood potential maps at the 
basin scale. In this regard 12 flood predictors, 205 flood and 205 non-flood locations were used as input data into the follow-
ing 3 complex models: Deep Learning Neural Network-Harris Hawk Optimization-Index of Entropy (DLNN-HHO-IOE), 
Multilayer Perceptron-Harris Hawk Optimization-Index of Entropy (MLP-HHO-IOE) and Stacking ensemble-Harris Hawk 
Optimization-Index of Entropy (Stacking-HHO-IOE). The flood sample was divided into training (70%) and validating (30%) 
sample, meanwhile the prediction ability of flood conditioning factors was tested through the Correlation-based Feature 
Selection method. ROC Curve and statistical metrics were involved in the results validation. The modeling process through 
the stated algorithms showed that the most important flood predictors are represented by: slope (importance ≈ 20%), distance 
from river (importance ≈ 17.5%), land use (importance ≈ 12%) and TPI (importance ≈ 10%). The importance values were 
used to compute the flood susceptibility, while Natural Breaks method was used to classify the results. The high and very high 
flood susceptibility is spread on approximately 35–40% of the study zone. The ROC Curve, in terms of Success, Rate shows 
that the highest performance was achieved  FPIDLNN-HHO-IOE (AUC = 0.97), followed by  FPIStacking-HHO-IOE (AUC = 0.966) 
and  FPIMLP-HHO-IOE (AUC = 0.953), while the Prediction Rate indicates the  FPIStacking-HHO-IOE as being the most performant 
model with an AUC of 0.977, followed by  FPIDLNN-HHO-IOE (AUC = 0.97) and  FPIMLP-HHO-IOE (AUC = 0.924).
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Introduction

The effects of natural disasters such as floods on the envi-
ronment and human lives are severe, which impedes the 
growth of the economy in many regions across the world. 
There has been an increase in major flood events in recent 
years, which indicates that the frequency of major floods 
will continue to rise over the next couple of years (Abdo 
HG 2020; Tarasova et al. 2023). There is a direct correla-
tion between this fact and the changes in the climate around 
the world (Qazi et al. 2023; Rizwan et al. 2023). Therefore, 
there will inevitably come a time when flood events will 
occur more frequently and with greater severity, which will 

lead to exponential growth in terms of economic damage as 
well as loss of human life (Endendijk et al. 2023). There are 
more than 3000 casualties caused by floods across the globe 
each year, and their economic losses amount to more than 
$20 billion (Dai et al. 2023; Lan et al. 2022). By the year 
2050, flood damage is expected to increase by five times in 
Europe, and by the year 2080, it is expected to increase by 17 
times (Costache et al. 2020c). There are many countries in 
Europe that are affected by floods, but Romania is one of the 
worst affected ones. It has been documented those numerous 
areas across Romania were affected by floods throughout the 
course of the 20th and early twenty-first centuries. Examples 
of the floods that occurred during these times include those 
that occurred in 1912, 1932, 1969, 1970, 2005, 2006 and 
2010 (Costache et al. 2022b). Over a hundred-million-euro 
worth of material losses are caused by floods in Romania Extended author information available on the last page of the article
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every year. Since Romania became a member of the Euro-
pean Union in 2007, Romania was compelled to align its 
legislative system with the directives of the European Parlia-
ment, such as Directive 2007/60/EC. In accordance with this 
directive, flood risk management activities are included in 
the list of activities. Generally speaking, floods have a hard 
time being prevented, and their devastating effects are often 
amplified by a wide range of human activities and also by 
climate changes, which make it harder to prevent flooding 
(Wei et al. 2023; Kanani-Sadat et al. 2019). Although it is 
possible to greatly reduce the amount of damage caused by 
floods through the implementation of certain measures by 
the responsible authorities, it is also possible to reduce the 
loss of human life as well. Identifying the areas that have 
a high risk of flooding is the first step to reducing flood 
vulnerability, and the key to all measures that are meant 
to reduce flood vulnerability. An element that can increase 
the flood vulnerability is the groundwater characteristics 
(Paneerselvam et al. 2023; Sankar et al. 2023). This issue 
was approached in several studies during the last years 
(Balamurugan et al. 2020a; Panneerselvam et al. 2023b). 
The hydraulic modeling method is one of the most effective 
means of quantifying the extent of floodplains that are at 
risk from severe flooding. Through hydraulic modeling, the 
extent of floodplains is directly related to certain discharge 
values with various probability of exceeding them. While 
hydraulic modeling is time-consuming, it is also expensive 
to obtain the necessary data, like high-resolution Digital 
Elevation Model data, which is required for the hydraulic 
modeling (Popescu and Bărbulescu 2023). There has been 
an increasing number of studies in the last few years focus-
ing on flood susceptibility assessment that have been using 
state-of-the-art methods that are capable of integrating flood 
predictors into geographical information systems (Xie et al. 
2021; Hategekimana et al. 2018). In addition, it has been 
possible to quantify the influence certain flood predictors 
have on the amount of water accumulated at the soil sur-
face. As a result, there are a number of different models 
that are used in the category of bivariate statistics, including 
the Certainty Factor, the Statistical Index, Index of Entropy, 
Weights of Evidence and Frequency Ratio (Costache et al. 
2022a). Among the machines learning algorithms are: the 
Artificial Neural Network, the K-Nearest Neighbor, the 
Logistic Regression, the Adaptive Neuro-Fuzzy Inference 
System, the Support Vector Machine and the Decision Tree 
(Zhang 2024; Li et al. 2023; Arora et al. 2021; Shafizadeh-
Moghadam et al. 2018). In the last years, there is also an 
important increase in the use of Deep Learning techniques 
like: Convolutional Neural Networks, Recurrent Neural 
Networks or Deep Learning Neural Networks (Guan et al. 
2023; Wang et al. 2020; Bui et al. 2020). An ensemble of 

two or more stand-alone models combines into a hybrid 
model, which is sometimes considered to be more advanced, 
providing much more accurate results when compared to 
two or more stand-alone models (Costache et al. 2020b). A 
key component of machine learning and statistical models 
that are utilized in flood prediction is the use of input data 
from areas where flood phenomena have already occurred. 
Although there have been numerous hybrid or ensemble 
methods applied to determine flood susceptibility (Fenglin 
et al. 2023; Li and Hong 2023), there is no international 
consensus on a model or combination of models that gives 
the best results. For this reason, in order to fill the research 
gaps, the need is felt for the combined application of the 
most advanced Deep Learning and optimization techniques 
in order to carry out case studies for flood susceptibility.

Considering the elements exposed above, the present 
research work proposes a complex and state-of-the-art 
methodological workflow to derive the flood susceptibility 
mapping across a highly affected area from Romania. Thus, 
the Deep Learning, Multilayer Perceptron and a Stacking 
ensemble, all three models improved through Harris Hawk 
Optimization (HHO) technique, will be involved in the pro-
cedure of deriving the flood susceptibility maps. The stack-
ing ensemble will be derived by the combination of the 
following machine learning models: Logistic Regression, 
Classification and Regression Tree, Naïve Bayes and Sup-
port Vector Machine. There were five statistical indicators 
used for the validation of results, including the ROC Curve, 
as well as several statistical indices.

Study area

This study area covers 5350  km2 of land in the region of 
south-east Romania, which is located in the center of the 
country. A significant relief energy exists in the study 
area, which is evident at altitudes that range between 1 and 
1925 m, reflecting a relatively high range of elevation, which 
facilitates the propagation of floods from high altitudes to 
areas at low altitudes (Fig. 1). Moreover, the presence of 
a slope that exceeds 25° in the upper area of the basin, as 
well as a flat surface in the lower area of the basin, thereby 
verifying the possibility of flood propagation and flow accu-
mulation in the upper area of the basin. In accordance with 
the geological classification of the study area, deposits of 
internal Cretaceous flysch can be encountered in the moun-
tain region of the area, whereas in the hilly area there is more 
predominance of Miocene and Sarmato-Pliocene deposits. 
Clays, gravels, and sands are some of the sedimentary rocks 
that are common in the plain region. Several geomorpho-
logical phenomena, such as gully erosion and landslides, 
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have emerged because of the geological structure of the area 
and the influence of exogenous factors, which are closely 
related to flash floods because of the influence of geological 
factors. There was an average annual precipitation of about 
750 mm/year within the study area, but for a 24 h period, the 
maximum precipitation of 115.4 mm occurred at the mete-
orological station of Lăcăuți on 12 July 1969 (Minea 2013). 
From a hydrological perspective, the most important event 
to remember in 1975 was the increase in discharge of the 
Buzău river, the main collector in the hydrographic basin, 
following a heavy rainfall when, at the Măgura hydrometric 
station, the discharge reached to 2100  m3/s after a heavy 
rainfall. It should be noted that one of the most important 
flood events that occurred on all the main tributary rivers 
occurred in 2005 when the maximum discharge values for 
the Câlnău and Slănic rivers reached 56.2  m3/s and 54  m3/s, 
respectively (Costache et al. 2021). Another environmental 
variable that heavily affects flood potential across the study 
area is the land use of the area, whether it be forest (40.7%), 
arable land (30.9%), or built-up areas (4.6%).

Data

Flood inventory

It is common knowledge that in order to predict accu-
rately what areas will be affected by a phenomenon in 
the future, factors that have favored the production of that 
phenomenon in the past need to be considered in determin-
ing the characteristics of the factors that will drive that 
phenomenon in the future. In order to perform this study, 
the location of the locations affected by floods within the 
time period 1990–2020 have been surveyed and a list of 
the floods affected has been generated, taking into account 
only those events that have caused damage within the 
socio-economic segment (Fig. 1). The flood locations over 
the research zone were quantified to a total of 205 loca-
tions. The National Administration of Romanian Waters, 
General Inspectorate for Emergency Situations, as well as 
the Archives of the General Inspectorate for Emergency 
Situations were consulted in order to create the flood 

Fig. 1  Study area location
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inventory in the study area. We generated another set of 
data that represents 205 non-flood locations as a means 
of improving the performance of the applied models. We 
divided the two data sets into two groups according to 
how they would be used for training (70%) and validating 
(30%).

Flood conditioning factors

During the process of estimating flood susceptibility, the 
flood locations will be the dependent variable; as explana-
tory variables, 12 flood predictors will be distributed spa-
tially according to flood exposure values. Based on a very 
careful review of the literature, the next conditioning factors 
were involved in the analysis (Ozturk et al. 2018): altitude, 
slope, TPI, aspect, convergence index, TWI, hydrological 
soil groups, land use, plan curvature, lithology, distance 
from rivers and rainfall. The first seven flood predictors 
from the above, which represents morphometric indices, 
were found to be obtained from the processing of Digital 
Elevation Model (DEM). The DEM was achieved from the 
dataset represented by world Shuttle Radar Topographic 
Mission (SRTM) 30 m. It has also been shown that by using 
the DEM extracted from the SRTM 30 m database, previous 
studies focusing upon the same research topic have been 
able to achieve a high-quality solution in their results (Zhao 
et al. 2022).

It is very important to recognize that the gradient of the 
slope is one of the most important characteristics of the 
ground surface that contributes significantly to surface run-
off and flow accumulation (Senanayake et al. 2022). This 
slope factor was obtained by the DEM processing, and its 
values are located between the range 0–55.9° (Fig. 2a). As 
a matter of fact, the Hydrological Soil Group (HSG) has an 
important influence on the velocity of water infiltration over 
the soil profile and thus the accumulation potential (Liu et al. 
2023). Within the study area there is a presence of all four 
HSGs, with HSG B (55%) covering most of the surface area 
(Fig. 2b). According to the plan curvature measurement, 
hillslopes are subdivided into concave, convex, and planar 
regions based on the plan curvature measurement of 0 (Xu 
et al. 2022). A range of − 4.032 to 4.48 surface curvature 
values can be found in our study area (Fig. 2c). Using the 
convergence index, one can determine the perimeters of 
valleys with negative values and the interfluvial areas with 
positive values from a morphometric perspective (Fig. 2d). 
In terms of environmental factors, rainfall is a key factor in 
determining the genesis of floods (Lu et al. 2024; Yin et al. 
2023; Lin et al. 2023). The average rainfall over a multian-
nual period ranged from 469 to 716 mm in the study area 
(Fig. 2e). Defining exposure to floods also involves defining 
the elevation of the land as another very important factor, as 
it reveals the different levels of water runoff in high and low 

areas, and thus the differences in exposure to flooding. There 
are a range of altitudes in the study area, ranging from 1 to 
1925 m (Fig. 2f). Aspect is another factor that can have a 
significant influence on the occurrence of floods. The Eastern 
and South–Eastern slopes of the study area cover a total area 
of 30%, and the Eastern slopes cover a total area of 30%, 
according to (Costache et al. 2020c) (Fig. 3a). Furthermore, 
along with having a direct effect on the amount of water that 
is able to infiltrate into valleys, lithology also has a consider-
able impact on the shape of river valleys (Du & Wang, 2013). 
Among the twelve lithological categories in the Buzău river 
basin, the flysch accounts for the largest proportion (25% of 
the total lithology) (Fig. 3b). There are many flood predictors 
which use land use information as one of the most important 
factors because it influences the velocity of surface runoff by 
changing the Manning roughness coefficients that are used in 
the model (Singh and Pandey 2021). Nearly seventy-five per-
cent of the study area is covered by arable lands and forests 
(Fig. 3c). Two other important morphometric factors are TWI 
(Fig. 3d) and TPI (Fig. 3e). In the Buzau River catchment, the 
maximum distance between the river and the highest point 
of the catchment is 10,648 m. As a result, the areas in the 
catchment are increasingly at risk of flooding due to their 
proximity to rivers (Fig. 3f).

There is a morphometric variable called Topographic 
Position Index (TPI) that measures the difference in eleva-
tion between the cells of a particular raster with those of its 
neighbors. The maximum value of the TPI as it pertains to 
the present research area is equivalent to 153.8, whereas the 
minimum value is equal to − 122.8 (Fig. 3e). It should be 
noted that TWI values indicate morphometrically that the 
flow accumulation is favored above the ground surface in 
these areas. We found a range of TWI values between 0 and 
19.89 in the current study (Fig. 3d).

Methods

Correlation‑based feature selection (CFS)

In addition to its fast ability to identify redundant, noisy 
and irrelevant information, Correlation-based Feature 
Selection (CFS) has many other important properties (Hall 
1999). There can be a high degree of redundancy in a vari-
able when it is correlated with other variables, resulting in 
a high degree of redundancy. This is due to the fact that the 
predictors with the highest CFS coefficient values are uncor-
related with each other and have a high degree of correla-
tion to flood locations, which is a result of the fact that they 
are uncorrelated with other predictors. In order to calculate 
the CFS, we will use the formula below (Ozcift and Gulten 
2011):
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where CFS represents the Correlation between the condition-
ing factors and flood points, k represents the amount of condi-
tioning factors, rcf represents the average value of Correlation 
among the predictors and zones with torrentiality, and rff is the 
mean intercorrelation among the flood conditioning factors.

(1)CFS =
krcf√

k + k(k − 1)rff

,
In order to derive the CFS, Weka software was used.

Index of entropy

The entropy of a system is a measure of the degree of disor-
der and instability, the amount of imbalance and uncertainty 
within it (Pourghasemi et al. 2012). The Boltzmann principle 
has been used to describe how the thermodynamic status of 

Fig. 2  Flood conditioning factors (a slope; b hydrological soil group; c plan curvature; d convergence index; e Rainfall; f elevation)
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a system is determined by the quantity of entropy in the sys-
tem that demonstrates a one-to-one relationship between the 
degree of disorder and the quantity of entropy. The Boltz-
mann principle was improved and the entropy model was 
introduced to the information theory in Shannon's time. 
It has been widely accepted that the information entropy 
method can be used to determine hazard weight indices and 
to assess natural hazards, such as sand storms, droughts, and 

debris flows, within an integrated environmental assessment. 
The degree of entropy of a flood can be defined as the extent 
to which various factors influence how the flood develops 
over time (Chen et al. 2015). As a result of a number of 
important factors, the index system provides an additional 
degree of entropy. As a result, an objective weight can be 
determined for the index system by using the entropy value 
as a basis for the calculation. The next equations will be 

Fig. 3  Flood conditioning factors (a aspect; b lithology; c land use; d TWI; e TPI; f distance from rivers)
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used to derive the index of entropy coefficients that will be 
involved as input data in the machine learning models:

where FRij is the Frequency Ratio coefficient for each class 
or category, Sj is the number of classes and (Pij) is the prob-
ability density.

where Hj and Hjmax represent the entropy values, Ij is the 
information coefficient and Pj is the IOE coefficient for each 
class.

Deep learning neural network (DLNN)

As a machine learning (ML) algorithm, the deep learning 
neural network (DLNN) has been shown to be efficient 
at working with large unstructured data sets of all sizes. 
As part of the studies which are related to the assessment 
of susceptibility to natural hazards in social communi-
ties, the DLNN is a version of the multilayer perceptron 
neural network. It has a higher number of hidden neurons, 
which has made it very popular in studies related to the 
assessment of susceptibility to natural hazards (Yang et al. 
2022; Bui et al. 2019a). There are several layers in DLNN 
when it comes to the input layers which consist of inde-
pendent variables, and several layers in the hidden layer 
which transfer the information from the input layer to the 
output layer (Zhou et al. 2022). It was decided to use the 
DLNN model to estimate an individual's susceptibility to 
floods in the current research. It follows that, according to 
the input layer in the model, the flood conditioning factors 
simulate the input data, whereas the flood and non-flood 
data sets simulates the output data in the output layer (Cos-
tache et al. 2020b). It was determined that the following 
sigmoid estimation function E(Y = 1/x) could be used to 
classify the input data set into torrential pixels (1) and 
non-torrential pixels (0). In the output layer, there is one 

(2)(Pij) =
FRij

∑Sj

j=1
FRij

(3)Hj = −

Sj∑

i=1

(Pij) log2(Pij), j = 1, 2, … , n

(4)Hjmax = log2(Sj)

(5)Ij =
Hjmax − Hj

Hjmax

, I = (0, 1), j = 1, … ., n

(6)Pj =
1

Sj

Sj∑

i=1

Pij

neuron per class i. This information provides an approxi-
mation of the equation E(Y = i/x) that can be derived from 
the output layer (Costache et al. 2020b). After summing all 
the values up, there will be a value equal to one as a result. 
The following function has been used for the purpose of 
the present case study:

where ai is softmax function layer.
The next mathematical relationships are associated to a 

deep learning neural network having multiple hidden layers 
(h):

For h = 1, …., H (hidden layers),

 where, ∅ and is the activation function.
DLNN was applied using a dedicated script in Python 

language which was written with the help of Keras and Ten-
sorflow packages.

Multilayer perceptron

In the field of artificial neural networks, Multilayer Percep-
tron (MLP) is one of the most widely used ANNs and it 
is a multilayer feed-forward network with one-way error 
propagation. This algorithm is capable of solving a wide 
range of problems, such as pattern recognition, time series 
prediction, and so on (Huang 2023; Li et al. 2019). Besides 
the fact that a flood is a physically complex process, it is also 
a nonlinear system that is affected by a number of natural 
factors as well as man-made elements. It thus follows that 
the MLP model has an excellent nonlinear mapping capabil-
ity when compared with other techniques for mapping flood 
susceptibility, such as deterministic models or general linear 
statistical methods (Kia et al. 2012).

In order for the MLP model to work, it consists of three 
layers, or input, hidden, and output, which are all com-
posed of the same types of neurons. A weight value is a 
calculation that determines how the connections are made 
between the hidden and input layers, as well as between the 
hidden and output layers. In order to form an orderly and 
stable structure, neural networks must be trained and tested 
with these weight values in order for them to be capable of 
making decisions. In this paper, we mainly examined the 
MLP model with a single hidden layer, since the MLP with 
a single hidden layer is able to approximate any nonlinear 
system with arbitrary accuracy. Specifically, two neurons 
will be positioned in the output layer representing flood and 

(7)softmax
�
ai
�
=

exp
�
ai
�

∑
k exp

�
ai
�

(8)a(h)(x) = b(h) +W (h)p(h−1)(x)

(9)p(h)(x) = ∅(a(h)(x))
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non-flood points. Input neurons in the input layer will be 
equal to flood predictor neurons, but output neurons will be 
equal to flood predictor neurons. The number of hidden neu-
rons will be established according to the lowest RMSE value 
which will be obtained after the MLP optimization with the 
help of Harris Hawk Optimization (HHO) algorithm. The 
RMSE values can be determined using the next equation:

where, n is the number of the flood sample, ci and ĉi are the 
observed flood data and the computed flood susceptibility 
values, respectively.

Logistic regression

The logistic regression method is one of the most commonly 
used methods for forming multidimensional regression rela-
tionships involving a dependent variable and a number of 
independent variables (Bai et al. 2010). There is an advantage 
to logistic regression that is that it can be applied to both con-
tinuous and discrete data, and may be a combination of both. 
The variables are not required to have normal distributions 
either, due to the addition of a link function to the usual linear 
regression model. As a result of taking the logit function of 
the dependent variable (a natural logarithm of the odds of the 
dependent occurring or not) into consideration, the algorithm 
of logistic regression utilizes maximum likelihood estima-
tion of the dependent variable (Ali et al. 2020). Using logistic 
regression, you can estimate the probability of an event occur-
ring on a given day in this way. In logistic regressions, the 
dependent variables are binary, with their two classes being 
defined as the presence (1) or absence (0) of the phenomenon 
being analyzed. The logistic regression model makes a spatial 
prediction of the susceptibility to this phenomenon based on 
the spatial relationship between the phenomenon and the fac-
tors classes/categories that are considered. According to this 
study, areas affected by flood locations have been assigned a 
value of 1 and non-flood locations have been assigned a value 
of 0. It is possible to calculate the generalized linear regression 
model using the following equation, which is based on the 
logistic regression method:

where p represents the likelihood (probability) of an event. 
Z represents a ranging from − ∞ to + ∞, which are defined 
using the next equation:

(10)RMSE =

√√√√1

n

n∑

i=1

(ci − ĉi)
2,

(11)p =
1

1 + e−z

(12)z = b0 + b1x1 + b2x2 +⋯ + bnxn

where b0 is the intercept of the model, the bi (i = 0, 1, 2, …, 
n) are the slope coefficients of the logistic regression model, 
and the xi (i = 0, 1, 2, …, n) are the independent variables.

Classification and regression tree (CART)

Using a recursive partitioning method, Classification and 
Regression Tree (CART) can be used to predict categorical 
predictor variables (classification) and continuous dependent 
variables (regression) by creating a classification tree. Using 
a CART method, you can present information intuitively and 
easily to yourself in a visual format that helps you under-
stand what the information means. It is possible to use three 
types of independent variables to analyze the data (number, 
binary, and categorical), which makes this technique one of 
the most powerful and versatile tools available today. For the 
process of creating trees, each predictor must be selected in 
such a way that the data errors can be reduced in the process. 
An entropy value is a measure of how much a particular pre-
dictor is preferred over another when compared with other 
predictors. If a particular predictor's value is missing, the 
optimal ramification of a tree cannot be determined based 
on the value of that predictor. Using CART to predict new 
data, missing values will be handled in a way that is similar 
to substituting (surrogates) for those values (Breiman et al. 
1984). There is an average of the response values within a 
terminal node when we calculate a predicted value for that 
node. A sampling rule known as modified towing is part of 
the CART algorithm, and it is based on comparing the target 
attribute between two child nodes to determine the optimal 
sampling rule. Following is the equation that describes how 
this process is carried out (Costache et al. 2020a):

where: k represents the classes that are targeted, PL(k) and 
PR(k) are equal to the distribution of probability regarding 
the target in the left and right child nodes, respectively. The 
power term represented by u means a user-trollable penalty 
on splits generating unequal-sized child nodes.

Support vector machine

There are several supervised learning methods based on sta-
tistical theory that have been developed in conjunction with 
structural risk minimization theory. Support vector machine 
(SVM) is one of them (Ashrafzadeh et al. 2020). There is a 
decision surface that separates the classes based on the mar-
gin between the classes, which is maximized by the decision 
surface. As a result, the data points closest to the optimal 
hyperplane are called the support vectors, while the closest 

(13)I(Split) =

[
0.25(q(1 − q))u

∑

k

|PL(k) − PR(k)|
]2
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points to the ideal hyperplane are called the optimal hyper-
plane. There are several critical elements of a training set 
which are the support vectors (Wei et al. 2022). As a rule of 
thumb however, SVMs are usually used for two-class clas-
sification purposes, where one aims to maximize the margin 
between the two classes; however, they may also be used for 
one-class classification purposes, where one tries to identify 
one of the classes and reject the rest. After that, in order 
to derive the optimal hyper plane for the feature space, a 
maximization of the margins of the class boundaries is per-
formed. A support vector is the representation of the training 
points closest to the optimal hyperplane that are extracted 
from the training data. In order to classify new data, it is 
required that the decision surface is generated (Fig. 4a and 
b).

In the present research work, the support vector machine 
will contribute to the stacking ensemble along with another 
3 models.

Naïve Bayes

Naïve Bayes (NB) is the last model that will be involved 
in the creation of the stacking ensemble algorithm. Naïve 
Bayes classifiers are regarded as a classifier based on the 
Bayes' theorem, which is a highly accurate classification sys-
tem. The conditional independence assumption is made by 

the NB classifier when determining the output class (Zhou 
& Liu, 2022). This is called the assumption that all attrib-
utes are totally independent of the output class (Dai et al. 
2024; Jiang et al. 2016). Among the many advantages asso-
ciated with this method, the main one is that it is easy to 
construct, and complicate iterative parameter estimation 
schemes are not required as a result of the method (Tien 
Bui et al. 2012). There is also a high degree of robustness 
with regards to noise and irrelevant attributes in the NB clas-
sifier. In addition to the research field of flood susceptibility 
mapping, this method has also been applied to the areas of 
other natural hazards. NB simplifies the learning process 
significantly due to the assumption that features may be 
applied to any type of class (Jiang et al. 2016). This is done 
by using the following relation P(x, c) =

∏n

i=1
P
�
xi�c

�
 , where 

c is the class while x is the feature vector xi = (x1, x2,….xn). 
The variables xi typically correspond to the predictors of 
floods, whereas the variables y referred to as the responses to 
flood points. It is therefore necessary to use Bayes's theorem 
in order to find the simplest equation which makes the best 
prediction in order to locate the class with the highest log-
posterior probability (Costache et al. 2022c):

(14)tNB = argmax P
(
ti
)

ti∈[torrential, no−torrential]

n∏

i=1

P

(
fi

ti

)

Fig. 4  Optimally hyper-plane (a linearly separable; b non-linearly separable)
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in which, P(ti) represents the value of ti prior probability that 
can be calculated using the proportion of the observed cases 
with output class.

Stacking ensemble

One of the most popular methods of heterogeneous ensem-
ble learning is the stacking technique, in which metamodels 
are used that can combine multiple subclassifies in order 
to produce a prediction that is more accurate based on the 
combinations of those subclassifies (Fang et al. 2021). It 
is necessary to point out that in the present case, there are 
three stages involved in the creation and application of the 
stacking ensemble (Fig. 5). They are (Costache et al. 2022c): 
(i) the training of the base classifier models, CART, CART, 
and SVM; (ii) the collection of the features in the outputs 
of the base classifiers for generating one new set of training 
data; (iii) the training of the meta-classifier model, with the 
help of the Logistic Regression. It is possible to estimate the 
calculated errors of all the base classifiers simultaneously 
using stacking ensembles, using the basic learning steps, and 
then to reduce these residual errors again using the meta-
learning steps.

Harris Hawk optimization

Among the swarm-based algorithms, Harris Hawk Optimi-
zation was one of the algorithms that was discovered by 
Heidari et al. (2019). In an effort to satisfy its objectives, the 
HHO algorithm implements strategies to optimize its goals, 
which can be compared to the predatory behavior of hawks. 
It includes two main steps: exploration and exploitation. A 
Harris Hawk explores its prey from a perch at the feet of 
another hawk at a random place on the ground. They can 
then apply a soft or a hard besiegement in order to capture 
the prey (exploitation step). Accordingly, the HHO algo-
rithm is a procedure inspired by the predatory behavior of 
hawks and is comprised of two main phases: exploration 
and exploitation. These two phases are important for opti-
mizing the algorithm's objectives. In the exploration phase 
a mathematical algorithm determines what it is going to 

wait for, search for, and discover in order to find the desired 
hunt. Thus, the iter + 1 (representing the Harris Hawk posi-
tion) can be determined using the next expression (Cao et al. 
2021a; Bui et al. 2019b):

where Xrabit is the position of rabbit, iter represent the itera-
tion, Xrand is the hawk which was selected randomly from 
the entire population, ri, I = 1, 2, 3, 4, q represent the num-
bers randomly created in the range [0, 1], while Xm revealed 
the mean position for all hawks and can be generated as 
following:

where Xi highlights the place where the hawks are located, 
while N is the size of hawk.

In the phase of transition between exploration and 
exploitation, T will be considered as maximum size 
regarding the repetitions, while E0 will belong the interval 
(− 1, 1) and is the initial energy consumed along with each 
step. In this case HHO will calculate the energy associated 
to the escape of rabbit (E) using the next equation:

Then, if |E|≥ 1, the exploration stage will be started. 
If not, the solution neighborhood will be intended to be 
exploited.

In the exploitation phase, a certain parameter “r” is 
considered as being a measure of the chance that the prey 
to escape. A value of “r” lower than 0.5 is a successful 
escape situation. However, if |E|≥ 0.5, then then HHO 
takes soft surround, while is it lower than 0.5 a hard sur-
round is applied (Bui et al. 2019b). In terms of the attack 
mechanism, the evasion and pursuit strategies of the prey 
animals, as well as the hawks, play an important role. The 
Fig. 6 highlights the different stages of HHO.

(15)

X(iter + 1) =
⎧

⎪

⎨

⎪

⎩

Xrand(iter) − r1|Xrand(iter) − 2r2X(iter) if q ≥ 0.5
(

Xrabit(iter) − Xm(rabit)
)

− r3
(

LB + r4(UB − LB)
)

if q ≥ 0.5

(16)Xm(iter) =
1

N

N∑

i=1

Xi(iter)

(17)E = 2E0

(
1 −

iter

T

)

Fig. 5  Stacking ensemble 
structure



Applied Water Science           (2024) 14:78  Page 11 of 23    78 

Results validation

ROC curve

Two distinct methods were utilized to evaluate the perfor-
mance of the applied models, namely the ROC Curve in 
conjunction with the density of flood pixels within each 
of the flood maps classes. An ROC curve is a graphic that 
depicts the specificity of a diagnostic test while the sensi-
tivity of the test is represented by the other axis (Cao et al. 
2021b). Based on the total number of predicted non-flood 
locations, specificity refers to the number of flood loca-
tions that have been classified incorrectly as flood loca-
tions, whereas sensitivity refers to the number of flood 
locations that have been classified correctly as flood loca-
tions as compared to all flood locations. The next equation 
will be implied for AUC-ROC Curve values calculation:

where TP (true positive) is the flood points number that were 
correctly classified as being floods, TN (true negative) rep-
resents the non-flood locations that were classified as being 
non-floods in a correct manner, P represents number flood 
locations within the entire study area, while N represents all 
non-flood locations within the study zone.

(18)AUC =

�∑
TP +

∑
TN

�

(P + N)

Statistical metrics

To validate the results obtained through the four applied mod-
els, the 2nd approach that has been taken is to calculate several 
statistical measures to provide insight into the results obtained 
through the 3 models. It was already described in the previous 
subsection about the Sensitivity and Specificity of the test. As 
part of the current study, a mathematical inference was made 
about the overall accuracy of the flood susceptibility analysis, 
in order to determine its relative effectiveness (Panneerselvam 
et al. 2023a). The Kappa Index is an indicator of the degree of 
agreement between two raters who create two exclusive cat-
egories for both floods and non-floods based on their catego-
rization of the total number of flood and non-flood locations. 
Below are represented the equations for the statistical metrics:

 where FP (false positive) and FN (false negative) are the 
floods and non-floods pixels not correctly classified, k is 
kappa coefficient, po is the observed flood pixels and pe is 
the estimated flood pixels.

Figure 7 contains the schematically representation of the 
methodological steps followed in this research.

Results

Feature selection

The results of CFS method revealed that the highest average 
merit was achieved by slope angle (0.667), followed by Land 
use (0.632), Plan curvature (0.576), TWI (0.521), Hydrologi-
cal Soil Group (0.452), Distance to rivers (0.421), TPI (0.394), 
Elevation (0.377), Lithology (0.332), Convergence index 
(0.314), Rainfall (0.212) and Aspect (0.182) (Fig. 8).

Taking into account these results, all flood predictors will 
be considered for the further analysis.

IOE coefficients

In order to encode the classes and categories of flood 
predictors the Index of Entropy (Pij) coefficients were 

(19)Specificity =
TN

TN + FP

(20)Sensitivity =
TP

TP + FN

(21)Accuracy =
TP + TN

TP + FP + TN + FN

(22)k =
po − pe

1 − pe

Fig. 6  Different phases of Harris Hawks optimization
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calculated. The highest IOE coefficient of 0.7, was 
achieved by TWI class between 10.68 and 19.89, followed 
by: slope class between 3.1 and 7° ((Pij) = 0.57), TPI class 
between − 122.8 and − 34.2 ((Pij) = 0.53), distance from 
river class between 0 and 50 m ((Pij) = 0.53), land use cat-
egory of water bodies ((Pij) = 0.5) and plan curvature class 
between − 0.09 and 0.1 ((Pij) = 0.49) (Table 1). The lowest 
values of this bivariate statistic were equal to 0 and was 
obtained by 11 flood predictor class/categories in which 
the flood points are missing. These IOE coefficients were 
further inserted as input data in the machine learning mod-
els in order to derive the flood susceptibility.

DLNN‑IOE‑HHO

The HHO algorithm was able to optimize the performances 
of DLNN model determining the loss and accuracy to reach 
very good values after the application of 100 epochs. Thus, 
the minimum loss, in terms of training sample was equal 
to 0.168 and was reached after 82 epochs, while in terms 
of validating data sample the minimum loss was 0.155 and 
was obtained after 91 epochs (Fig. 9a). If we discuss about 
the accuracy, it can be observed that the maximum value 
in terms of training sample was obtained after 63 epochs, 
while for validating dataset the optimum accuracy of 0.97 
was achieved after 38 epochs (Fig. 9b). The architecture 
established based on a batch size of 100, a validation rate of 
0.3 and a dropout rate of 0.3, is characterized by a number 
of 3 hidden layers, each of them with 89 hidden neurons. 
Obviously, the input layer contains 12 neurons and the out-
put layer a number of 2 neurons (Fig. 9c).

In the last step, before the flood susceptibility compu-
tation for each of the flood predictors the importance was 
determined as following: Slope (19.35), Distance from river 
(17.63), Land use (12.1), TPI (10.3), Lithology (9.54), Plan 
curvature (8.32), Rainfall (6.53), Aspect (6.42), Elevation 
(5.32), Convergence Index (3.98), HSG (3.55) and TWI 
(1.96) (Fig. 10).

All the importance values were used in Map Algebra from 
ArcGIS software in order to create the flood susceptibility 
map through DLNN-HHO-IOE model. The  FPIDLNN-HHO-IOE 
values were classified into 5 classes using Natural Breaks 
(Fig. 11a). According to the results provided, the very low 

Fig. 7  Flowchart of the meth-
odological workflow

Fig. 8  Average merit of flood predictors calculated using CFS method
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Table 1  Frequency ratio and index of entropy coefficients value distribution within flood conditioning factors classes/category

Factor Class Flood pixels Class pixels FR, Pij (Pij) Hj Hjmax Ij Pj

Plan curvature (− 4.03)–(− 0.1) 22 813760 1.12 0.47 0.36 1.58 0.77 0.79
(− 0.09)–0.1 120 4229391 1.17 0.49
0.11–4.48 2 902090 0.09 0.04

Slope (°) 0–3 98 2096422 1.93 0.40 0.34 2.32 0.85 0.96
3.1–7 40 606526 2.72 0.57
7.1–15 6 1946782 0.13 0.03
15.1–25 0 1093638 0.00 0.00
25–55 0 201873 0.00 0.00

TPI (− 122.8)–(− 34.2) 32 389408 3.39 0.53 0.41 2.32 0.82 1.29
(− 34.1)–(− 11.5) 59 1025382 2.38 0.37
(− 11.4)–10.1 53 3214449 0.68 0.11
10.2–37.1 0 935266 0.00 0.00
37.2–153.8 0 380736 0.00 0.00

C.I (− 100)–(− 3) 78 1721674 1.87 0.46 0.61 2.32 0.74 0.81
(− 2.9)–(− 2) 3 247790 0.50 0.12
(− 1.9)–(− 1) 2 336023 0.25 0.06
(− 0.9)–0 12 644210 0.77 0.19
0.1–100 49 2995542 0.68 0.17

Hydrological soil group A 7 341746 0.85 0.22 0.60 2.00 0.70 0.95
B 83 3242969 1.06 0.28
C 26 1071383 1.00 0.26
D 28 1289141 0.90 0.24

Aspect Flat surfaces 1 72784 0.57 0.08 0.99 3.17 0.69 0.93
North 6 524887 0.47 0.06
North–East 20 694741 1.19 0.16
East 26 903945 1.19 0.16
South–East 24 899875 1.10 0.15
South 21 793016 1.09 0.15
South–West 18 737885 1.01 0.13
West 16 742253 0.89 0.12
North–West 12 575855 0.86 0.11

Land use Built-up areas 30 273759 4.52 0.26 0.46 3.17 0.86 1.97
Agriculture areas 46 1840323 1.03 0.06
Vineyards 1 53415 0.77 0.04
Fruit trees 0 90234 0.00 0.00
Pastures 34 983962 1.43 0.08
Forests 11 2421852 0.19 0.01
Shrub 4 186818 0.88 0.05
Inland marshes 0 11138 0.00 0.00
Water bodies 18 83580 8.89 0.50

Distance from river (m) 0–50 81 526369 6.35 0.53 0.55 3.00 0.82 1.49
50–100 25 416254 2.48 0.21
100–150 16 454203 1.45 0.12
150–200 12 367919 1.35 0.11
200–400 9 1285190 0.29 0.02
400–700 1 1185694 0.03 0.00
700–1000 0 593507 0.00 0.00
> 1000 0 1115667 0.00 0.00
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flood potential values appear on around 17.44% of the study 
area, while the low flood potential is present on 19.43% of 
the entire territory. Medium class of flood potential has a 
percentage equivalent with 27.56%, while, together, the high 
and very high flood susceptibility is spread on 35.57% Buzău 
river basin (Fig. 12).

MLP‑IOE‑HHO

By the optimization procedure of MLP model, using 
HHO algorithm, the final results proved to be very per-
formant This situation is highlighted by the metrics like 

pseudo-probability (Fig. 13a) which confirm the perfor-
mance of classification the flood and non-flood points. Also, 
the Lift chart (Fig. 13b), ROC Curve (Fig. 13c) and Gain 
chart (Fig. 13d) emphasize the very good quality of flood 
and non-flood pixels classification. Additionally, very low 
value of RMSE (0.019) is corresponding with an architecture 
containing 35 hidden neurons (Fig. 13e). The importance 
assigned to the flood predictors revealed the next situation: 
Distance from river (18.3), Slope (17.93), Land use (14.32), 
TPI (13.24), Lithology (11.23), Rainfall (7.72), Convergence 
Index (6.04), HSG (5.67), Plan curvature (5.21), TWI (4.37), 
Aspect (4.2) and Elevation (3.21) (Fig. 10).

Table 1  (continued)

Factor Class Flood pixels Class pixels FR, Pij (Pij) Hj Hjmax Ij Pj

Elevation (m) 2–200 48 1951514 1.02 0.16 0.72 3.00 0.76 0.79

200–400 46 884762 2.15 0.34

400–600 17 803057 0.87 0.14

600–800 20 602552 1.37 0.22

800–1000 2 647751 0.13 0.02

1000–1200 10 611209 0.68 0.11

1200–1400 1 332459 0.12 0.02

> 1400 0 111937 0.00 0.00
Rainfall (mm/year) 460–500 16 985015 0.67 0.09 0.72 3.00 0.76 0.88

500–600 12 695309 0.71 0.10
600–700 43 909395 1.95 0.28
700–800 24 818862 1.21 0.17
800–900 32 832149 1.59 0.22
900–1000 12 801234 0.62 0.09
1000–1100 5 668968 0.31 0.04
1100–1160 0 233051 0.00 0.00

Lithology 1 17 1517652 0.46 0.05 1.00 3.58 0.72 0.77
2 5 404793 0.51 0.06
3 14 484363 1.19 0.13
4 1 57639 0.72 0.08
5 5 302091 0.68 0.07
6 3 194118 0.64 0.07
7 71 1218,884 2.40 0.26
8 2 260019 0.32 0.03
9 1 98442 0.42 0.05
10 2 178269 0.46 0.05
11 2 141858 0.58 0.06
12 21 1087113 0.80 0.09

TWI − 0.37–3.05 6 2013896 0.12 0.01 0.41 2.32 0.82 3.05
3.06–4.8 46 2421166 0.78 0.05
4.81–7.02 51 1023282 2.06 0.13
7.03–10.67 15 386558 1.60 0.10
10.68–19.89 26 100339 10.7 0.70
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Fig. 9  IOE-DLNN-HHO 
properties (a loss; b accuracy; c 
architecture)
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Like in the previous case, the  FPIMLP-HHO-IOE was calcu-
lated by including the importance of each flood predictor 
into Map Algebra capabilities. Also, its values were split 
into 5 classes using the Natural Breaks method. The very 
low flood potential accounts 22.41% of Buzău river basin, 
while the low flood potential spans on 21.77% of the same 

area. Further, it can be seen that medium values of flood 
potential appears on around 19.72%, while the high and 
very high flood potential appear on 36.2% (Fig. 11b).

Stacking‑HHO‑IOE

In a first stage, the Stacking ensemble was created by the 
combination of of CART, NB and SVM models, having as 
meta-classifier the Logistic Regression (LR) model. The 
Stacking ensemble performances were further improved 
with the help of HHO algorithm. In terms of Stacking-
HHO-IOE hybrid combination the highest importance was 
assigned to Slope angle (18.64), followed by Distance from 
river (17.965), Land use (13.21), TPI (11.77), Lithology 
(10.385), Rainfall (7.125), Plan curvature (6.765), Aspect 
(5.31), Convergence Index (5.01), Hydrological Soil Group 
(4.61), Elevation (4.265) and TWI (3.165) (Fig. 10).

The obtaining process of  FPIStacking-HHO-IOE values 
assumes the involvement of flood predictors importance 
into the Map Algebra application (Fig. 11c). Its values, split 
into 5 class with the Natural Breaks method, revealed that 

Fig. 10  Importance of flood predictors in terms of flood susceptibility

Fig. 11  Flood Potential Index (a FPI DLNN-HHO-IOE; b FPI MLP-HHO-IOE; c FPI Stacking-HHO-IOE)
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very low potential is spread on 21.47% of Buzău river basin. 
The same index shows that low flood potential appears on 
22.88% of the study zone, while the medium values are 
located on a percentage of 14.57%. Taken together the high 
and very high flood potential cover 41.08% of the study area.

Results validation

ROC Curve method implied the construction of both 
Success and Prediction Rate. According to the Suc-
cess Rate AUC values, the highest performance was 
achieved  FPIDLNN-HHO-IOE (AUC = 0.97), followed by 
 FPIStacking-HHO-IOE (AUC = 0.966) and  FPIMLP-HHO-IOE 
(AUC = 0.953) (Fig.  14a). Figure  14b highlights the 
 FPIStacking-HHO-IOE as being the most performant model with 
an AUC of 0.977, followed by  FPIDLNN-HHO-IOE (AUC = 0.97) 
and  FPIMLP-HHO-IOE (AUC = 0.924).

The second stage of results validation procedure was 
accomplished with the help of several statistical metrics. 
Thus, in terms of training sample, the highest accuracy of 
0.941 was achieved by DLNN-HHO-IOE, followed by Stack-
ing-HHO-IOE (0.934) and MLP-HHO-IOE (0.927). The use 
of the same sample revealed a K-index equal to 0.882 for 
DLNN-HHO-IOE model, 0.868 for Stacking-HHO-IOE and 
0.854 for MLP-HHO-IOE. In terms of validating data set, 
the best value of accuracy was attributed to DLNN-HHO-
IOE (0.926), followed by Stacking-HHO-IOE (0.918) and 
MLP-HHO-IOE (0.91). The highest K-index was assigned to 
DLNN-HHO-IOE (0.852), followed by Stacking-HHO-IOE 
(0.836) and MLP-HHO-IOE (0.82) (Table 2).

Discussions

In today's society, floods are considered to be one of the 
most dangerous and complex natural disasters due to their 
short occurrence time, high-speed water runoff, as well as 

great sediment transportation, which can lead to severe dam-
age to property and the loss of human life in a matter of 
seconds (Ruidas et al. 2022). Also, if there are some spe-
cific characteristics like groundwater level very close to the 
terrain altitude, the damages will be higher due to the fact 
that the amount of water will last more time at the ground 
surface (Balamurugan et al. 2020b; Panneerselvam et al. 
2020). There is, however, no method that can completely 
prevent its occurrence. Due to this need, the development 
of flood prediction and mitigation strategies is crucial to 
reducing the risk of human deaths from floods and reducing 
the socioeconomic impacts of these events, which present 
several challenges for local authorities. Researchers have 
attempted to develop a proper mitigation strategy for floods 
in several different ways (Huang et al. 2022); among them is 
the Flood Susceptibility Mapping, which is one of the most 
crucial flood mitigation strategies available to help identify 
flood prone areas and to implement appropriate structural 
and nonstructural procedures that will minimize the impact 
of flooding in these areas (Mehryar and Surminski 2022). It 
has been discovered that there are several methods and mod-
eling approaches that can be utilized to determine flood areas 
(Zhang et al. 2022). However, it is also very important to 
identify those methods that have more predictability and lia-
bility so that flooding can be prevented in the future. In the 
recent era, the field of Artificial Intelligence and Machine 
Learning algorithms has attracted considerable attention, 
particularly for the purpose of predicting environmental 
hazards (Pande et al. 2021); this is due to the accuracy of 
their predictions and the ability to work with very large data-
sets which are less costly. The results produced by each of 
these methods have been optimal on the basis of appropriate 
flood affecting factors in the region concerned. The Flood 
Susceptibility Mapping (FSM) has undergone substantial 
improvements over the last decade; however, improvements 
are still needed to improve the capability of the system to 
map flash floods. Machine Learning algorithms have been 
found to achieve similar accuracy compared to a number 
of existing methods of modeling flood probability, as well 
as differentiating the relationship between the environment 
effect and flooding incidence (Zhao et al. 2022). In a flood, 
geological conditions, hydrological conditions, morphologi-
cal conditions, and topographical features play an impor-
tant part in the entire phenomenon. Although, it is widely 
accepted that only a small number of factors contribute sig-
nificantly to causing flood events in a particular area, thus 
choosing the right factors is an essential step in the Flood 
Susceptibility Mapping. In this study a number of 12 flood 
predictors were selected to be involved in the modeling 
procedure. From them, the most important factors revealed 
to be the Slope angle, Distance from river, Land use and 
Lithology (Chowdhuri et al. 2020). These factors achieved 

Fig. 12  Weights of FPI classes
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the highest importance values in terms of all the three com-
plex models that were applied in this research work. The 
results is in a partially agreement with those achieved by 
Costache et al. (2020b). In the aforementioned research 

work, the application of Support Vector Machine (SVM)—
IOE ensemble showed that distance from river obtained the 
highest importance, followed by slope angle, land use and 
lithology. The use of Harris Hawk Optimization algorithm 

Fig. 13  Multilayer perceptron 
outputs (a pseudo-probability; b 
lift chart; c ROC curve; d gain 
chart; e architecture)
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in the present study played a crucial role in the improve-
ment of model’s prediction accuracy. The same optimization 
algorithm was also successfully used by Paryani et al. (2021) 
that estimated the landslide susceptibility in Middle Zagros 
Mountain Range. The results of flood potential estimated 

over the Buzău river basin from Romania, shows that the 
most prone regions to flood occurence are located along the 
main river valleys and also within the main hilly and moun-
tain depressions from the study zone.

There is always a possibility of uncertainty in any scientific 
model, which may induce some limitations to the results of 
a specific analysis. Input data or model parameters may be 
the source of limitation. The spatial representation of flood 
conditioning factors can lead to inherent errors in the present 
study, as well as in similar studies. Although the models used 
for flood susceptibility prediction performed very well, these 
results make it clear that any errors in input data or model 
parameters are minimal.

Conclusions

The present research aimed to propose three new opti-
mized ensembles to evaluate the flood susceptibility within 
Buzău river basin from Romania. The study area repre-
sents a complex region that equally covers the mountain 
hilly and plain zones. In a first phase of the study, a num-
ber of 205 locations were collected where floods occurred 
in the past within the study area. At the same time, 12 
flood predictors were selected as input data in the artifi-
cial intelligence models, whose ability to predict floods 
was tested by the Correlation-based Feature Selection 
method. By applying the prediction capacity evaluation 
method, all factors proposed were found to be important 
to some extent for the occurrence of flooding. Following 
the calculation of the index of entropy coefficients, the 
flood potential calculation models were developed based 
on their values. The highest performances, in terms of 
modeling procedure, was achieved by DLNN-HHO-IOE 
and Stacking-HHO-IOE models with values of AUC equal 
to 0.97 and 0.977, respectively. It should be noted also the 
coverage of high and very high flood potential that range 
from 35.57%, in the case of DLNN-HHO-IOE, to 41.09% 
in the case of Stacking-HHO-IOE.

The main novelty of the present research is represented 
by the combination of artificial intelligence models like 
DLNN, MLP and Stacking ensemble with Harris Hawk 
Optimization algorithm. The very high quality of the 
results makes this research a benchmark for the future 
studies related to the natural hazards susceptibility. Moreo-
ver, the results of this study can be very useful to the local 
and central authorities which are in charge with the flood 
mitigation measures.

Fig. 14  ROC curves (a success rate; b prediction rate)
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