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Abstract
Accurate forecasting of runoff as an important hydrological variable is a key task for water resources planning and manage-
ment. Given the importance of this variable, in the current study, a multivariate linear stochastic model (MLSM) is combined 
with a multilayer nonlinear machine learning model (MNMLM) to generate a hybrid model for the spatial and temporal 
simulation of runoff in the Quebec basin, Canada. Monthly hydrological data from 2001 to 2013, including precipitation and 
runoff data from nine stations and Normalized Difference Vegetation Index (NDVI) extraction of MODIS data, are applied 
as input to the proposed hybrid model. At the first step of the hybrid modeling, data normality and stationary were examined 
by performing various tests. In the second step, MLSM was developed by defining four different scenarios and as a result 15 
sub-scenarios. The first and second scenarios were developed based on one exogenous variable (precipitation or NDVI). In 
contrast, the second and third scenarios were developed based on two additional variables. In the first and third scenarios, the 
data are modeled without preprocessing. In the second and fourth scenarios, a preprocessing step is performed on the data. 
Then, in the third step, various combinations based on different time delays from runoff data were applied for developing 
nonlinear model. The comparisons are made between observed and simulated time series at various stations and based on the 
root mean squared error (RMSE), mean absolute error (MAE), correlation coefficient (R) and Akaike information criterion 
(AIC). The efficiency of the proposed hybrid model is compared with a novel machine learning model that was introduced 
in 2021 by Sultani et al., and it was also compared with the results obtained from the linear and nonlinear models. In most 
stations, delays (t-1) and (t-24) are identified as the most effective delays in hybrid and nonlinear modeling of runoff. Also, 
in most stations, the use of climatic parameters and physiographic factors as exogenous variables along with runoff data 
improves the results compared to the use of one variable. Results showed that at all stations, proposed hybrid model gener-
ally leads to more accurate estimates of runoff compared with various linear and nonlinear models. More accurate estimates 
of peak runoff values at all stations were another excellence of proposed hybrid model than other models.
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Introduction

One of the important challenges in the field of efficient 
watershed management is the accurate predicting of water-
shed runoff, which plays a key role in reducing the effects 
of floods and drought on hydraulic systems, controlling soil 
erosion and sedimentation (Al-Ghobari et al. 2020). To solve 
this challenge, various methods have been developed, which 
can be generally divided into three groups. The first group 
is conceptual models such as Clark model (Clark 1945), 
TANK model (Sugawara et al. 1974, 1983), Xinanjiang 
model (Zhao and Liu 1995) that use concepts for simula-
tion of runoff. The second group is physically based models 

 *	 Arash Azari 
	 a.azari@razi.ac.ir

	 Fereshteh Nourmohammadi Dehbalaei 
	 fereshteh_nn974@yahoo.com

	 Ali Akbar Akhtari 
	 akhtari@razi.ac.ir

1	 Department of Water Engineering, Razi University, 
Kermanshah, Iran

2	 Department of Civil Engineering, Razi University, 
Kermanshah, Iran

http://crossmark.crossref.org/dialog/?doi=10.1007/s13201-023-01917-2&domain=pdf
http://orcid.org/0000-0002-9643-3331


	 Applied Water Science (2023) 13:118

1 3

118  Page 2 of 23

such as MIKE SHE (Refsgaard and Storm 1995); soil and 
water assessment tool (Arnold et al. 1998) that represents the 
actual process of runoff production. The third group is data-
driven methods such as regression, time series and artificial 
neural network (ANN) models that estimate runoff based 
on a set of input variables (Fan et al. 2020). Conceptual 
and physics-based models convert precipitation into runoff 
using physical and empirical equations since these models 
rely on accurate knowledge of the physical mechanism of the 
phenomenon and use evaporation, infiltration, interception, 
soil moisture and land use components in the transformation 
process. As a result, they need a lot of information to model. 
In contrast, data-driven methods have become more popular 
due to the need for less knowledge of the physical behav-
ior of the phenomenon. Nowadays, researchers are paying 
more attention to using simpler, cheaper and easier methods 
of modeling. Data-driven method is based on the relation-
ship between input, internal and output variables (Lima 
et al. 2014). As a result, forecasting is easily done with this 
method and it is divided into two categories: linear (e.g., 
linear regression and time series models) and nonlinear (e.g., 
genetic programming (GP), adaptive neuro-fuzzy inference 
systems (ANFIS) and ANN models) statistical models. 
Among various linear statistical methods, time series fore-
casting technique is a well selection to model hydrological 
processes. Traditional time series techniques such as the 
Box-Jenkins technique (Box and Jenkins 1970) are widely 
used time series models. Most hydrological parameters can 
be modeled and predicted by this method (Moeeni et al. 
2017; Bayesteh and azari 2019; Salih et al. 2020; Ebtehaj 
et al. 2020; Azari et al. 2021; Soltani et al. 2021). Also, 
numerous studies have been performed in the field of runoff 
modeling and prediction using stochastic models.

Valipour (2015) investigated the ability of the stochastic 
models for annual runoff forecasting and used only runoff 
data for modeling in various US states. His results showed 
that seasonal stochastic models produced better results than 
non-seasonal stochastic models. Wang et al. (2015) modeled 
the annual runoff in three reservoirs Biuliuhe, Dahuofang 
and Mopanshan, in China, using the stochastic model. Before 
modeling, they decomposed the time series using with the 
ensemble empirical mode decomposition (EEMD) technique 
and then performed the modeling. Their results showed that 
pre-processing through EEMD technique improved the run-
off prediction results in these reservoirs. Hao et al. (2017) 
after calculating the annual runoff volume of input to Three 
Gorges Project as one of the largest hydropower projects in 
the world modeled the time series obtained from the annual 
runoff volume using the seasonal auto-regressive moving 
average (ARIMA) method and showed that the model has a 
high accuracy in modeling the annual runoff. Mishra et al. 
(2018) developed a stochastic model based on the data meas-
ured at site Panchratna of the river Brahmaputra basin and 

showed that the best performance for modeling does not 
depend only on the length of the data and that the existence 
of important patterns in modeling is important.

Among various nonlinear statistical methods, models 
based on Artificial Intelligence (AI) are a well selection to 
model hydrological processes (Kumar et al. 2019; Vidyarthi 
and Jain 2020; Jahan and Pradhanang 2020; Filipova et al. 
2022) especially runoff (Vilanova et al. 2019; Niu and Feng 
2021; Molajou et al. 2021; Gholami and Sahour 2022; Xu 
et al. 2022; Zhang et al., 2022). Among AI methods, neu-
ral network method is widely used for runoff modeling due 
to its flexibility in modeling complex processes. Numerous 
researchers have modeled runoff using ANN model and 
compared the results with the stochastic model. Valipour 
et al. (2013) compared stochastic and artificial neural net-
work models to model the monthly flow at the Taleh-Zang 
station in Dez reservoir, in Iran. Their results showed that by 
performing non-seasonal differentiation and thus stationary 
of time series, it performs better than non-stationary mode 
and also ANN model performs better than the stochastic 
model. Nourani and Parhizkar (2013) modeled the runoff 
at two stations located in two different sub-basins of the 
Peace Tampa Bay watershed in Florida using three models: 
wavelet-ANN, ANN and ARIMA with exogenous input of 
rainfall. They showed that the wavelet-ANN model models 
runoff better than the other two methods due to preprocess-
ing on the data. Nath et al. (2020) modeled runoff at Cen-
tral Water Commission gauge station in India using Particle 
Swarm Optimization (PSO)-ANFIS, ANFIS and ARIMA 
models. In these modeling, runoff values with different time 
lags were used for modeling and showed that model PSO-
ANFIS works better in runoff modeling than the other two 
methods.

In modeling hydrological phenomena through data-
driven method (especially more complex phenomena such 
as runoff), some researchers by combining the linear and 
nonlinear models and creating a hybrid model that includes 
the characteristics of both models improve the modeling 
results compared to linear and nonlinear models (Moeeni 
and Bonakdari 2018; Lotfi et al. 2019; Mehdizadeh et al. 
2019; Soltani et al. 2021). Zhang et al. (2011) by creating a 
hybrid model obtained from the combination of ARIMA and 
singular spectrum analysis (SSA), predicted the annual run-
off in two reservoirs of Biliuhe and Dahuofang and showed 
that the hybrid model performs better than the ARIMA and 
SSA models. Chu et al. (2017) predicted runoff using a com-
bination of a multiple linear regression model and a neural 
network. They used a combination of several climate vari-
ables to build the linear model and showed that using climate 
variables produces better results than not using them. Niu 
et al. (2019) predicted the monthly runoff in Three Gorges, 
in China, using the definition of a hybrid model and showed 
that the hybrid model performs better than the other models. 
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Nourani et al. (2021) modeled the monthly and daily flow 
using two hybrid models in two watersheds and in each 
watershed in one station. Also, they compared the results 
with ANN and ARIMA models and showed that the hybrid 
model had more accurate results than other models.

A review of past researches shows that researches have 
been done on a single station in a watershed and data-driven 
modeling is limited at the watershed level and most studies 
at the watershed level have been done using conceptual and 
physical models. On the other hand, most linear and hybrid 
modeling has only used the climatic variables as additional 
variables, and since runoff process is a spatial and tempo-
ral phenomenon, various climatic factors such as duration, 
intensity and distribution of precipitation along with physi-
ographic factors such as land use type, soil type, vegetation, 
catchment area, basin shape, height, slope, direction and 
type of drainage network are involved in the process. As a 
result, there is a need to consider both factors in modeling. 
One of the considerable methods widely applied in detect-
ing land use, vegetation cover and land use change is Nor-
malized Difference Vegetation Index (NDVI) (Nath 2014). 
The main purpose of this research is to develop a computer 
program in MATLAB software to create a hybrid model, 
which is a combination of two simple linear and nonlinear 
models, for modeling runoff in a watershed area. For this 
purpose, a multivariate linear model and a multilayer non-
linear model are used to construct proposed hybrid model 
and monthly runoff data measured from 2001 to 2013 at nine 
hydrometric stations located in the Saint Lawrence River 
watershed are used in order to evaluate the performance of 
the proposed model. Also, to obtain more accurate results, 
model construction is based on the definition of different 
scenarios. These scenarios are defined based on the type 

of additional exogenous and perform preprocessing before 
modeling begins. Additional exogenous considered for mod-
eling includes NDVI and precipitation parameters as two 
effective parameters in runoff modeling and the effects of 
various transform functions including Box–Cox, logarith-
mic, standard logarithm and standard functions are investi-
gated in scenarios involving preprocessing. Various tests are 
used to examine the structure of time series in terms of sta-
tionary and normality. Also, various statistical indicators and 
graphical interpretation are used to compare the efficiency 
and performance of the proposed model with multivariate 
linear model and a multilayer nonlinear model. Additionally, 
the obtained results of these models were compared with 
the results of the generalized structure of Group Method of 
Data Handling (GSGMDH) model. The GSGMDH is a new 
machine learning technique along with remote sensing and 
used as a multivariate nonlinear model for runoff estimation.

Regional description and data

In this study, part of Canada's third largest river watershed, 
the Saint Lawrence River, is studied. The Saint Lawrence 
River has a vital impact on energy, especially in transport 
(the main route for navigators and going to the North Ameri-
can continent) and region’s tourism. The total length of this 
river from Lake Ontario to outfall is 3058 km, of which 
95 km is situated in the case study site. The assumed area 
with a maximum altitude of 688 m and an annual arithmetic 
average precipitation of 1141 mm is located in geographical 
position 46° 04′ to 46° 59′ N latitude and 72° 23′ to 72° 30′ 
W longitude. Figure 1 shows a map of situation of the study 
area. There are various climate and hydrometric stations 

Fig. 1   Location and elevation map of the study area and hydrometric stations
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in the region of study; of these, only nine hydrometric sta-
tions have complete data for 2001 to 2013 period. Thus, the 
monthly flow data were extracted from these nine stations. 
In Fig. 1, situation and names of hydrometric and climate 
stations are shown. As shown in the figure, the distribution 
of these stations in the study area is appropriate and in most 
places the hydrometric and climate stations are close to each 
other and only two stations are far apart. These stations are 
located at an altitude of less than 400 m above sea level. 
Among these stations, 02PB019 station with 1550 km2 has 
the highest gross drainage area and 02PH014 station with 
195 km2 has the lowest gross drainage area.

Monthly data at various stations in study area for 2001 
to 2013 are gained from the Environment Canada website 
(EC) (https://​water​office.​ec.​gc.​ca, https://​clima​te.​weath​er.​
gc.​ca/​histo​rical_​data). The Normalized Difference Vegeta-
tion Index (NDVI) captured from the following website: 
(https://​ladsw​eb.​modaps.​eosdis.​nasa.​gov/) and through Terra 
Moderate Resolution Imaging Spectroradiometer (MODIS) 
Vegetation Indices (MOD13Q1) Version 6, which creates 
two layers including NDVI and Enhanced Vegetation Index 
(EVI) layers. Consistent with precipitation and runoff data, 
monthly NDVI data are also computed for periods 2001 
to 2013. Atmospheric corrections were performed on pre-
processed data using the Google Earth Engine environment. 
Figures 2 and 1S in the supplementary file for details pre-
sent the statistical analysis of data in box and whiskers plot 
at calibration and validation periods for runoff time series. 
According to the box and whisker plot for runoff data, almost 
identical statistical characteristics were observed during the 
calibration and validation periods. Comparing features in 
the data shows that the arithmetic average of runoff data at 
02PB019 station, which has the largest gross drainage area, 
is much higher than the arithmetic average at other stations, 
and that the standard deviation of the runoff data at 02PB019 
is also higher than other stations. This station with a median 
value of 84.80 has the highest median value than the other 
stations. The two stations 02PH011 and 02PH014, which 

are located close to each other, have almost the same statisti-
cal characteristics. All stations have positive skewness, and 
02PJ034 station has slightly more skewed (skewness = 3.26) 
than other stations. The overall range of the data which rep-
resents the dispersion of data is greater for 02PB019 sta-
tion, and the difference with other stations is completely 
visible. The Interquartile Range (IQR) of the calibration 
data varies between 2.88 and 40.85. After 02PB019 station 
with IQR equal to 40.85, 02PL005 with the dispersion of 
data between 10.17 and 25.7 has the most dispersion of data 
(IQR = 15.53). The lowest dispersion of data with an IQR 
equal to 2.76 is observed in the 02PJ034 station and in the 
validation period. All stations have potential outliers, and 
the farthest potential outlier’s value is for 02PB019 station. 
The 02PD010 and 02PB019 stations have the minimum and 
maximum amount of runoff, respectively.

Methodology

Data pre‑processing

Before starting the preprocessing and preparing the data for 
modeling, the data should be examined in terms of series 
length and predictability. One of the most popular methods 
for checking the length and predictability of time series is 
the Hurst coefficient. If the value obtained from this coef-
ficient that statistic is obtained through Eq. 1 is greater than 
0.5, the time series has a long memory and good predictabil-
ity and includes the maximum and minimum runoff values. 
Otherwise, the length of the time series should be increased.

where H is the Hurst coefficient, Dcd denotes the differ-
ence between the least and highest amount of cumulative 

(1)H =

log
(

Dcd

Sd

)

log
(

No

2

)

Fig. 2   Statistical analysis of the 
runoff time series for all stations 
in calibration and validation 
periods

https://wateroffice.ec.gc.ca
https://climate.weather.gc.ca/historical_data
https://climate.weather.gc.ca/historical_data
https://ladsweb.modaps.eosdis.nasa.gov/
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differences from the average of the data, Sd and No denote 
the standard deviation and the number of observations, 
respectively.

Data preprocessing is one of the most important steps in 
time series modeling. In examining the characteristics of 
time series, some time series may be very non-normal and 
asymmetric that this feature complicates the later stages of 
modeling and thus reduces the accuracy of modeling. In 
order to evaluate the normality of the data in this study, 
Jarque–Bera test (Jarque and Bera 1980) is used.

This test statistic is as follows:

where Sk and El are the skewness and elongation of the 
sample (respectively), Ru t is the arithmetic average of the 
data and No is the number of observations.

If the probability value (P-value) obtained from the sta-
tistics of this test is greater than 5%, then the time series 
has a normal distribution. Otherwise, the time series has a 
non-normal distribution and the customary method in this 
case is to use normalizing functions to reduce skewness and 
bring them closer to a normal distribution. There are several 
normalization functions for converting data to normal form 
and removing skew from them. Among these functions, log-
arithmic (Log), standard logarithm (Logstd), and Box–Cox 
functions are considered for data normalization in this study. 
The statistics of these functions are given in Table 1.

Given that most statistical methods for time series pre-
diction use the stationary property of time series and on 
the other hand most hydrological series do not have such 
a property, it is necessary that the stationary of time series 
is to be examined. Each time series consists of two parts: 
stochastic and deterministic. Stochastic part consists of 
one term (S) and deterministic part consists of three terms: 
trend term (T), period (P) and jump (J). If there is any 
term of the deterministic part, the time series becomes 
non-stationary. As a result, these terms must be identi-
fied and removed from the time series. In order to survey 
the stationary in the time series, the PP and KPSS tests 
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introduced by Phillips and Perron (1988) and Kwiatkowski 
et al. (1992), respectively, are selected to check existence 
(or absence thereof) of unit roots.

The PP test is given by:

where ut is ordinary least squares residual; k and q are the 
number of covariates in the regression and Newey–West 
lags, respectively.

The KPSS test is given by:

where at and n are the number of stages and the residuals of 
the time series and also w(s,h) is given by:

For “Level” and “Trend” stationary testing, the follow-
ing statistics are used, respectively.

where S2
t
 is the mean squares of errors.

In order to identify the type of deterministic term in 
the time series, various tests are applied. The ACF and 
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Table 1   Time series preprocessing methods

Normality transforms

Logarithmic (Log) Y = log(Ru) (5)
Standard logarithmic 

(Logstd)
Y =

log(Ru)−Ru

S
d

(6)
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�
� ≠ 0

log(Ru) � = 0

(7)
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PACF correlograms were applied to survey the existence 
of periodic terms in the time series. If the time series has 
a seasonal variation, sinusoidal fluctuations are evident 
in the graph. Any sudden or gradual change (decrease or 
increase) in the time series indicates the existence of trend 
or jump terms in the time series. The Mann–Whitney test 
was applied to survey the existence of the jump term in 
the time series. To perform this test, the data are divided 
into several subclasses and then, through the following 
statistics, the existence of the jump term is examined.

where Ru(t) is original series data, which are divided into 
two sub-series of length Ru1 and Ru2. B(t) is arranged in 
ascending order based on original data; R(B(t)) is the order 
of the function z(t).

The Mann–Kendall test (MK) and seasonal Mann–Kendall 
test (SMK) are applied to the existence of trend term in the 
time series.

The mathematical equation of MK test is as follows:

where p is equal to the number of identical groups. Nop is 
the number of data in the p-group; sgn and No are the sign 
function and the number of observations, respectively.

The statistic of SMK test is as follows:
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where Nj and σmn are Nth data from season j and covariance 
in the mth and nth seasons (respectively).

If the test results described above indicate that the time 
series is non-stationary, then the existing deterministic terms 
should be removed and retested. One of the popular methods 
for stationary is differentiation. This method is done in two 
forms of seasonal and non-seasonal differentiation. In non-
seasonal differentiation, each of the data is subtracted from 
the previous data, and thus, the trend can be removed from 
the time series. Seasonal differentiation is done according 
to Eq. 24 and according to the season number, and thus, the 
season term can be removed from the time series. One of 
the suitable methods to remove the jump term from the time 
series is the standardization method. By removing the mean 
and standard deviation from the data, this method converts 
the time series to a time series with zero mean and standard 
deviation of one.

where s, Ru(t), Ru and Sd are the seasonal number, the 
train data set, the average and standard deviation of data, 
respectively.

Linear model

For complex problems, using only one variable is not 
enough, and solving such problems requires more vari-
ables. Thus, by adding exogenous variables to a simple lin-
ear regression model, a multivariate regression model can be 
created. These additional variables affect the predicted val-
ues. Due to the consideration of more information in mod-
eling, they usually improve the results compared to simple 
linear regression models. In this study, the precipitation and 
NDVI are considered as exogenous input variables; that are 
applied to predict runoff values as the output. The complete 
relationship of multivariate linear stochastic model (MLSM) 
in the multivariate form with differencing and seasonality is 
as follows:

where p and P are the non-seasonal and seasonal auto-
regressive operators, respectively; α0 is the arithmetic aver-
age term; B is the backshift parameter; t is time; θq and ΘQ 
are the non-seasonal and seasonal moving average operators, 

(23)USMK = MKvar(MK)−0.5
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+
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respectively; et is random term or the residuals; t indexes 
time Rut; S is the seasonal number; d is the differentiation 
by seasonal; V is external input variables and α1, α2, …, αm 
are the parameters of independent variables input Vt.

Nonlinear model

The multilayer nonlinear machine learning model 
(MNMLM) has been employed for modeling of different 
systems with complex relationships. The main element in 
this model is neurons, which in three different layers, includ-
ing input, hidden and output, are arranged. By connecting 
these neurons to each other in different layers, a system is 
created that acts like the human brain. In this way, the trans-
fer and receipt of information are done through these com-
munications. Input information to the system is obtained 
through various time delays from the runoff time series. 
These time delays were selected based on the ACF diagram 
at total stations in the study area. Thus, the number of neu-
rons in the input layer is determined based on the defined 
combination. The used various combinations in this study 
are introduced below.

Model 1: f(Rut-1)
Model 2: f(Rut-1, Rut-2)
Model 3: f(Rut-1, Rut-2, Rut-3)
Model 4: f(Rut-1, Rut-2, Rut-3, Rut-4)
Model 5: f(Rut-1, Rut-2, Rut-3, Rut-4, Rut-6, 

Rut-12)
Model 6: f(Rut-1, Rut-2, Rut-3, Rut-4, Rut-6, 

Rut-12, Rut-24)
Model 7: f(Rut-1, Rut-2, Rut-3, Rut-6)
Model 8: f(Rut-1, Rut-2, Rut-3, Rut-6, Rut-12, 

Rut-24)
Model 9: f(Rut-1, Rut-2, Rut-3, Rut-24)
Model 10: f(Rut-1, Rut-2, Rut-4, Rut-6)
Model 11: f(Rut-1, Rut-6)
Model 12: f(Rut-1, Rut-12)
Model 13: f(Rut-1, Rut-24)
Model 14: f(Rut-6)
Model 15: f(Rut-6, Rut-12)
Model 16: f(Rut-12)

After receiving information on neurons located in the 
input layer, this information is transmitted to the hidden layer 
through weight communication, transfer function and bias. 
In the hidden layer, weighting functions are applied to the 
input values to these neurons, and when the value of a neu-
ron in this layer reaches a threshold, a value is transmitted 
to the neuron in the next layer. The sum of the weight values 
transmitted from the neurons in the hidden layer is entered 
along with a bias value to the neurons in the next layer. The 
number of neurons in the hidden layer is determined by trial 

and error. Since the purpose of this study is to model runoff, 
a neuron in the output layer is considered. Finally, the value 
obtained in the neuron located in the output layer can be 
interpreted as the system's response to the input value.

Proposed hybrid model methodology

To simultaneously use the advantages of linear and nonlinear 
methods in this study, a hybrid model for runoff modeling 
in a catchment is proposed. The proposed hybrid method 
for the catchment involves combining a multivariate linear 
method with a nonlinear method. In the linear method, in 
addition to runoff data, precipitation and NDVI data are also 
used to model the linear part. The proposed methodology 
is coded in MATLAB software, and its steps are shown in 
Fig. 3. The proposed methodology consists three substan-
tial steps of data preparation (first step), multivariate linear 
modeling (second step) and nonlinear modeling (third step). 
In the first step, the length of time series, normality and 
stationary of data related to each station are evaluated. In 
the second step, the linear part was modeled by defining 
four main scenarios and 15 sub-scenarios. In Scenario 1, the 
data are modeled without pre-processing and using an addi-
tional variable (NDVI or precipitation). Therefore, for this 
scenario, two sub-scenarios were defined based on the type 
of input additional variable. In Scenario 2, which is based 
on the preprocessing technique and using an additional vari-
able (NDVI or precipitation), eight different sub-scenarios 
were considered. These preprocessing comprise various 
normalization techniques (via Logarithm (Log), Box–Cox 
and Standard Logarithmic (Logstd) functions) and stationary 
technique via Standardization (Std) function. In Scenario 3 
with one sub-scenario, the data are modeled without pre-
processing and simultaneous use of precipitation and NDVI 
variables. In Scenario 4, modeling with preprocessing and 
simultaneous use of two variables of precipitation and NDVI 
as additional input variables led to the definition of four 
sub-scenarios. Then, by calculating different mathematical 
statistics and comparing the results obtained from different 
sub-scenarios, the superior linear model is selected, and by 
performing diagnostic check from the model residuals based 
on Ljung–Box test (Ljung and Box 1978), the linear model 
is validated.

In Ljung–Box test that statistic is obtained through 
Eq. 27, if the value of P-value obtained from this statistic 
is greater than 5%, then the residuals of the model are 
independent and there is no linear correlation between 
them. As a result, the residuals contain only the nonlinear 
component. Otherwise, the model should be reviewed. In 
the third step, the residuals of the model are modeled by a 
nonlinear model. In this step, 16 different input combina-
tions based on various delay lags are used to model the 
nonlinear part. The considered input combinations are the 
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same combinations used in “Nonlinear model” Section. At 
the end, the output of the linear model was added to the 
output of the nonlinear model for each combination and 
by comparing the results obtained from 16 different hybrid 
models; the best model was selected for each station.

where No is the total observation data, the value of q is 
equal to a quarter of the length of the data, r is the ACF from 
residual at lag i.

(27)LB = No(No + 2)

q∑
i=1

r2

No − 1

Comparison measures

To compare the accuracy of results which are obtained 
from the implementation of various models, root-mean-
square error (RMSE), mean absolute error (MAE), cor-
relation coefficient (R) and Akaike information criterion 
(AIC) are used. The RMSE is obtained from the square 
root of the prediction errors, and MAE is obtained from 
the average of the prediction errors. These two criteria 
indicate the accuracy of modeling. R which is obtained 
by dividing the covariance by the standard deviation of 

Fig. 3   Flowchart of the pro-
posed methodology for runoff 
modeling in catchment
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each variable indicates the intensity of linear relationship 
between variables. The AIC that is obtained from the sum 
of the number of parameters used in modeling and the 
maximum log-likelihood of the model indicates the accu-
racy and complexity of the model. The RMSE, MAE, R 
and AIC are stated as

where Ruo (t) and Rup(t) denote the actual and predicted 
values, respectively. Also Ruo and Rup are the arithmetic 
average actual and predicted values, respectively. No, NHN 
and NIP are the total number of data, number of neurons in 
the middle and first layers, respectively.

(28)RMSE =
1

No

√√√√ n∑
t=1

(Ruo(t) − Rup(t))
2

(29)MAE =
1

No

n∑
t=1

|||Ruo(t) − Rup(t)
|||

(30)R =

n∑
t=1

�
Ruo(t) − Ruo

��
Rup(i) − Rup

�

�
n∑
t=1

�
Ruo(i) − Ruo

�
)2

n∑
i=1

�
Rup(t) − Rup

�2

(31)
AIC = No × log((RMSE)2) + 2 × (NHN(NIP + 2) + 1)

Results and discussion

Before starting the modeling, the data are first divided into 
two categories of training and testing, for which purpose 
70% of the total data measured at each station is used to train 
the model and the rest of the data, which includes 30% of the 
data, are considered for model testing. Then, the predictabil-
ity of the data was evaluated by Hurst test. This coefficient 
is computed, and the gained values are presented in Table 2 
for all stations. All the numbers gained for H are bigger than 
0.5 except for 02PH011, 02PH014 and 02PJ030 stations. In 
02PH011, 02PH014 and 02PJ030 series with Hurst coeffi-
cients equal to 0.46, 0.47 and 0.49 (respectively), the length 
of the time series should be increased (Ebtehaj et al. 2019; 
Bayesteh and Azari 2019). Considering the total length of 
the time series for these three series and recalculating the 
Hurst coefficient for them, values 0.46, 0.48 and 0.51 were 
gained for 02PH011, 02PH014 and 02PJ030 stations, respec-
tively. The value of the Hurst coefficient for the two stations 
did not exceed 0.5. This means that by increasing the number 
of the data by approximately 45%, the H coefficient does not 
improve properly. Based on previous studies, Cadenas and 
Rivera (2007) modeled the wind speed data using ARIMA 
and ANN models. These data are extracted from wind power 
stations. They showed that seasonal ARIMA models have 
better performance than other methods for the alignment 
and prediction of the wind speed and also showed that these 
models can be applied to forecast the wind speed. Cadenas 
et al. (2019) examined also the type of these data using Hurst 
coefficient and showed that using various methods includ-
ing classical R/S analysis the structure of the studied data 
is antipersistent.

Given that our goal is to use all stations in modeling, thus 
we used the total stations for the modeling process.

The results of J-B test are given in Table 3 to check the 
normality of data in different stations. In all stations, the 
values gained from P-value of this test were lower than 5%; 

Table 2   Results of P-value for the Hurst coefficient (H) of runoff data

Station 02PB019 02PC017 02PD010 02PJ034 02PH011

H 0.55 0.56 0.60 0.58 0.46
Station 02PH014 02PJ030 02PL005 02PK009
H 0.47 0.49 0.62 0.73

Table 3   J-B test results for all stations

Station Raw data Runoff (Log) Runoff 
(Box–Cox)

Runoff (Logstd) Rain Rain (Box–Cox) NDVI NDVI (Box–Cox)

02PB019  < 0.0000 0.246 0.246 0.246 0.0001 0.965 0.002 0.001
02PC017  < 0.0001 0.074 0.826 0  < 0.0001 0.922 0.003 0.002
02PD010  < 0.0001 0.06 0.574 0.06 0.0001 0.75 0.001 0.002
02PJ034  < 0.0001 0.903 0.928 0.903 0.009 0.987 0.001 0.002
02PH011  < 0.0001 0.576 0.926 0.576  < 0.0001 0.996 0.001 0.001
02PH014  < 0.0001 0.671 0.963 0.671 0.031 0.642 0.002 0.005
02PJ030  < 0.0001 0.198 0.863 0.198 0.0002 0.696 0.005 0.002
02PL005  < 0.0001 0.865 0.871 0.642 0.003 0.529 0 0.003
02PK009  < 0.0001 0.509 0.538 0.509  < 0.0001 0.984 0.002 0.002
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hence, the all of them are un-normal. Various transforma-
tions including Log, Logstd and Box–Cox were used for 
normalization of the original data. After the series was 
transferred using different functions, the normality test 
was performed on them again and results are also illus-
trated in Table 3. After transformation through logarithm 
and Box–Cox functions, the values gained of J-B test were 
higher than 5% for all of series. Thus, all of the series are 
normalized by these transfer functions. The Logstd function 
is able to normalize all series except for 02PC017 series. By 
transferring through the Log and Logstd function, among the 
runoff series, the 02PJ034 series is most affected and closer 
the normal distribution with a probable value of 90%. By 
transferring through the Box–Cox function, the 02PJ034, 
02PH011 and 02PH014 series are most affected and have 
closer the normal distribution with a probable value greater 
than 90%. The least effect on normalization through the 
Log, Logstd and Box–Cox functions is observed in the 
02PD010, 02PC017 and 02PB019 series, respectively. As 
shown in Table 3, the probability gained from this test for 
the Box–Cox conversion function is greater than the other 
transformations. Accordingly, the Box–Cox transformation 
has a greater ability to normalize data than the Log and Log-
std transformations and performs better than other methods 
in the process of data normalization. The results for the rain 
data show that the values gained from P-value of J-B test 
were higher than 5% for all of the series but for the NDVI 
series show that the series were still un-normal.

Based on the results of the stationary tests for all of 
the original data (Table 4), the time series were station-
ary, owing to the P-value for the KPSS test is above 5% 

and for the PP test is below 5%. In the case of transmit-
ted series by Log function, four series out of nine series 
include 02PJ030, 02PH014, 02PJ034 and 02PL005 series 
become non-stationary based on KPSS test and the P-value 
is lower than 5%. Based on PP test and observing the 
results of P-value, the 02PB019, 02PC017, 02PL005 and 
02PK009 series become non-stationary due to the P-value 
ascending above from the confidence level. Similar results 
were gained for the Box–Cox transfer and for PP test. In 
the case of the KPSS test, only the 02PJ034, 02PH014 and 
02PL005 series have a P-value lower than 5% and are non-
stationary. The result of the KPSS test for the transmitted 
series trough the Logstd function showed that only three 
series including 02PH014, 02PJ030 and 02PL005 have a 
P-value lower than 5% and therefore are non-stationary. 
Based on the result of the PP test, the gained P-value 
is above 5%, and therefore, all of the transmitted series 
trough the Logstd function are non-stationary except for 
02PJ034. Based on the results of both tests, the transfor-
mation series via standardization method are stationary. 
Generally, it is concluded that using the Log, Box–Cox, 
Logstd functions all of the time series are non-stationary. 
Therefore, the non-stationary factor in time series must 
be considered.

The intuitive method is used to investigate the seasonal 
variation and ensure stationary. In order to, the ACF and 
PACF correlograms were drawn in supplementary figures 
for all stations (Figs. 4 and S2 in the supplementary file 
for details). A symmetrical peak with 12-lag repetition can 
be seen in all of the time series which confirms the exist-
ence of periodicity in this series. Also, in all of time series, 

Table 4   Results of stationary 
tests for all stations

Station Test Raw data Log Box–Cox Logstd Standard

02PB019 PP 0.002 0.454 0.421 0.631  < 0.0001
KPSS 0.559 0.327 0.338 0.327 0.559

02PC017 PP  < 0.0001 0.183 0.364 0.610  < 0.0001
KPSS 0.610 0.377 0.285 0.465 0.610

02PD010 PP  < 0.0001 0.007 0.003 0.570  < 0.0001
KPSS 0.401 0.067 0.1 0.067 0.401

02PJ034 PP  < 0.0001  < 0.0001  < 0.0001 0.0001  < 0.0001
KPSS 0.302 0.023 0.021 0.423 0.302

02PH011 PP  < 0.0001  < 0.0001  < 0.0001 0.488  < 0.0001
KPSS 0.719 0.132 0.147 0.132 0.719

02PH014 PP  < 0.0001  < 0.0001  < 0.0001 0.495  < 0.0001
KPSS 0.553 0.035 0.042 0.035 0.553

02PJ030 PP  < 0.0001 0.036 0.017 0.619  < 0.0001
KPSS 0.317 0.037 0.055 0.037 0.317

02PL005 PP  < 0.0001 0.238 0.415 0.641  < 0.0001
KPSS 0.213 0.022 0.024 0.028 0.213

02PK009 PP  < 0.0001 0.126 0.105 0.540  < 0.0001
KPSS 0.163 0.063 0.064 0.063 0.163
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PACF diagrams show the change of the sign after the first 
lag, which confirms the non-stationary time series.

The P-value according to the MK and SMK test sta-
tistics is equal to 0.366–0.081, 0.513–0.567, 0.131–0.098 
and 0.156–0.132 for 02PB019, 02PC017, 02PD010 and 
02PK009 stations, respectively. As a result, due to the fact 
that the value of probability in both tests is greater than 
5%, not all of these series have trends. On the other hand, 
other stations in the study area have trend term. The results 
of the Mann–Whitney test show that no jump exists for 
all series at the 95% confidence level except for 02PJ034, 
02PH014 and 02PL005. In these three stations, the results 
of the Mann–Whitney test are equal to 0.019, 0.027 and 
0.009, because the P-values are less than the critical value; 
the existence of a jump is confirmed in these stations. After 
checking the existence of the deterministic terms by sev-
eral tests, if there are exist then removed in an appropri-
ate method or their effect reduced. In series that have trend 
term, 1st differencing is used to eliminate the trend term. 
After differencing, all tests were used on differentiated 
series. The results of the PP and KPSS tests show that all 
of the time series are stationary and 02PJ034, 02PH011, 
02PH014, 02PJ030 and 02PL005 series that had trend 
component; their trend is removed using differences. Also, 
through re-test, results show that the jump in these series 
was also eliminated, but they still have the periodic compo-
nent. Thus, non- seasonal differencing is not only sufficient 

for stationary. As previously mentioned, standardization can 
use to reduce jumps in a time series, but after standardiza-
tion, the results showed that in none of the series, this term 
is not reduced. The standardization method had the least 
impact on the series distribution. Thus, standardization is 
not a good way to eliminate jumps in these series. Gener-
ally, based on the results of various tests on the original data, 
there is a seasonal term for all stations, and also all of time 
series are un-normal. Consequently, in order to stationar-
ize and normalization of the series, different transformation 
functions (such as Log, Logstd and Box–Cox functions) and 
seasonal differencing were applied. After differencing and 
transformation for all-time series, the total of the tests was 
reused (see Tables 1S to 9S in the supplementary file for 
details). The ACF and PACF plots are also drawn, and it can 
be concluded that all of time series are stationary (Figs. 5 
and 3S in the supplementary file for details). Generally, all 
series have no seasonality, trend and jump terms based on 
ACF plot, Mann–Kendall trend test and Mann–Whitney test, 
respectively. It can be seen that by using different conver-
sions including Box–Cox, Logstd and Log and then seasonal 
differentiation, all series are normal and stationary except 
the 02PL005 series that are un-normal and stationary. The 
Box–Cox transform was able to increase the normality of the 
data more efficient than other methods for all stations except 
02PJ034, 02PL005 and 02PK009 series. In series that have 
trend and jump terms, the test results show that seasonal 

Fig. 4   ACF and PACF plots 
for station 02PB019 and the 
original data in the calibration 
period

Fig. 5   ACF and PACF plots 
for 02PB019 station and the 
seasonal differentiation data in 
the calibration period
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differentiation has been able to eliminate definite terms. 
Therefore, for all-time series only the seasonal differencing 
is sufficient to stationary them.

The results of linear model

At each station, by changing the seasonal and non-seasonal 
parameters, the simulation is performed for each sub-sce-
nario. In scenarios 2 and 4, a pre-processing step is per-
formed before stationary. In sub-scenarios 6, 10 and 15 
before stationary through seasonal differentiation, one stage 
of stationary is done through standardization. In other sub-
scenarios that involve preprocessing, a normalization step is 
performed on the Log, Box–Cox and Logstd functions. After 
modeling, for each sub-scenario and in each station, a model 
that has high accuracy and fewer parameters is selected as a 
suitable model. For this purpose, from between the models, 
the model that has less AIC is selected. Then, the Ljung–Box 
test is performed to validate the linear model. By calculating 
the residuals of the linear model and performing this test on 
the residuals, the independence of the residuals is examined. 
If the statistical value of this test for all lags is greater than 
5%, the model is approved and therefore the model is suit-
able for predicting runoff. The results of the best models in 
all stations and for different scenarios are given in Table 10S 
in supplementary file for details. Then, the superior model 
for each station is selected by comparing the results of dif-
ferent sub-scenarios and selecting the sub-scenario that has 
the lowest value of AIC. The superior model for each station 
is given in Table 5.

The superior model at 02PB019 station is obtained by 
running sub-scenario-13 which uses two variables of pre-
cipitation and NDVI with pre-processing. This sub-sce-
nario with MAE = 16.71, RMSE = 23.75, AIC = 308.41 
and R = 0.80 has the highest correlation value, the low-
est error value and the lowest complexity value compared 
to other sub-scenarios. When using two additional vari-
ables in modeling, other normalization functions increase 
the complexity of the model and decrease its correlation 
and accuracy. At this station, although running through 

the Box–Cox function brings the data closer to normal, 
running the model through the logarithm produces better 
results. In this station, using the Box–Cox function as pre-
processing and the use of two additional variables created 
the model with the highest complexity (AIC = 327.62). 
Comparison of the results of scenarios 1 and 3 shows that 
the use of two variables along with runoff data improves 
the modeling results compared to the model that the use 
of one additional variable. In case of using additional pre-
cipitation variable for modeling, the normalization pre-
processing technique improves the modeling results in 
all criteria. If NDVI variable is used, the normalization 
preprocessing technique weakens the results and increases 
the complexity of the model and decreases the correlation 
and accuracy of the model.

At 02PC017, the lowest of R-value is gained base on 
sub-scenario 14 (R = 0.59) and the highest of R is regis-
tered to sub-scenarios 1, 6, 11 and 15 (R = 0.72). The AIC 
of sub-scenario 1 with the value gained equal to 126.05 was 
lower than other scenarios. The MLSM which is executed 
according to sub-scenario 1 is preferred than other models 
for 02PC017, because it has lower complexity and high-
est correlation than other models. The highest complexity 
(AIC = 142.53) is related to sub-scenario 14 which consists 
of two additional variables along with preprocessing via 
the Logstd function. This model has the highest number of 
parameters for modeling. The use of the additional variable 
of precipitation (sub-scenario 1) generates a more suitable 
result than the variable NDVI (sub-scenario 2), and on the 
other hand, the use of two additional variables (sub-scenario 
11) with MAE = 2.67, RMSE = 3.68, AIC = 128.76 and 
R = 0.72) despite reducing the amount of error increases 
the complexity of the model. In this station, normalization 
through the Box–Cox function causes the data to be closer 
to the normal distribution. In the sub-scenarios 3 and 12 that 
use this function as preprocessing, better results are obtained 
than other functions. The highest complexity (AIC = 142.53) 
is related to the sub-scenario 14 which uses two variables of 
precipitation and NDVI with normalization via the Logstd 
function.

Table 5   Mathematical criteria 
results of superior models in 
various stations for determining 
the best linear model

Station Sub-scenario Superior models MAE RMSE AIC R

02PB019 13 (1,0,2)(1,1,1)12 16.71 23.75 308.41 0.80
02PC017 1 (0,0,0)(1,1,2)12 2.87 3.72 126.05 0.72
02PD010 13 (4,0,3)(1,1,2)12 3.50 4.56 162.55 0.75
02PH011 13 (1,0,1)(2,1,0)12 2.5 3.54 112.73 0.75
02PH014 14 (0,0,0)(3,1,0)12 3.52 4.60 114.69 0.63
02PJ030 11 (5,0,4)(1,1,2)12 7.49 10.26 243.90 0.75
02PJ034 11 (0,0,0)(2,1,0)12 2.13 2.89 101.84 0.80
02PK009 2 (1,0,1)(2,1,1)12 5.19 5.52 198.27 0.68
02PL005 13 (5,0,0)(0,1,0)12 11.08 15.78 259.37 0.66
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Comparing the sub-scenarios implemented from the first 
scenario at 02PD010 shows that the use of the additional 
variable NDVI produces better results in all the criteria 
evaluated. In contrast, the use of both additional variables 
(sub-scenario 11) weakens the results. Although the use of 
two additional variables increases the complexity and error 
of the model, using the normalization technique reduces the 
complexity and error of the model. By comparing the results 
presented from sub-scenarios that include preprocessing 
to sub-scenarios without preprocessing, preprocessing 
improves the results. In this station, although the Box–Cox 
function brings the data closer to the normal distribution, 
the performance of the logarithm function in modeling is 
better than the Box–Cox function. By comparing all sub-
scenarios executed in this station, the least amount of com-
plexity, the least error and the highest correlation are created 
through sub-scenario 13 with MAE = 3.50, RMSE = 4.56, 
AIC = 162.55 and R = 0.75. The maximum amount of com-
plexity with AIC = 178.35 is created through sub-scenario 
11, which shows the weakness of this model in runoff 
modeling.

At 02PH011, the MLSM that is executed according to 
sub-scenario 13 is preferable than other models, because 
it has the least complexity (AIC = 112.73) and highest cor-
relation (R = 0.75) contrasted to other models. The lowest 
errors were gained for this station based on sub-scenario 3, 
which has the minimum MAE and RMSE equal to 2.12 and 
2.78, respectively. Comparing scenarios 1 and 3, the results 
show that the use of two additional variables in modeling 
produces better results than the use of an additional variable. 
The normalization technique before the implementation of 
the model reduces the complexity of the model. In cases 
where there are two additional variables, the best preproc-
essing is using the logarithm function, and in cases where 
there is only one additional variable, the best preprocessing 
is using the Box–Cox function.

In the time series modeling of the 02PH014 station, com-
paring scenarios 1 and 3, the results show that using one 
additional variable produces better results than using two 
additional variables and the use of two variables increases 
the complexity of the model. Also, by comparing scenarios 
1 and 2, the results show that performing preprocessing 
increases the complexity of the model and thus reduces the 
accuracy of runoff modeling. The comparison of scenarios 
3 and 4 shows that using the Logstd function reduces the 
amount of complexity of the model, but the two logarithm 
and Box–Cox functions increase the complexity of the 
model. By implementing sub-scenario 14, a 13.5% decrease 
in the complexity of the model was observed compared to 
sub-scenario 11. The MLSM which is executed according to 
the sub-scenario 14 is preferable than other models. At this 
station, the weakest performance is related to sub-scenario 5 
with AIC = 180.83, MAE = 3.62 and RMSE = 6.27.

At 02PJ030 station, comparing the results obtained 
from all sub-scenarios shows that the model implemented 
through sub-scenario 11 with the least amount of complexity 
(AIC = 243.90) and lowest error (MAE = 7.49) and highest 
correlation (R = 0.75) is the best model for runoff modeling 
at this station. Comparing scenarios 1 and 3, the results show 
that the implementation of the model using two additional 
variables has better results than using one additional vari-
able. In all sub-scenarios that include preprocessing, pre-
processing increases the complexity of the model compared 
to the non-preprocessing mode. At this station, the weakest 
performance is related to sub-scenario 7 with AIC = 258.42, 
MAE = 9.49 and RMSE = 9.76.

At 02PJ034 station, the AIC of sub-scenario 11 with the 
value gained equal to 101.84 was lower than other sub-sce-
narios. Also, the implementation of this sub-scenario shows 
the lowest amount of error (MAE = 2.13 and RMSE = 2.89) 
and highest correlation (R = 0.8) among all sub-scenarios. 
Therefore, the preferred model for this station is obtained 
through the implementation of this sub-scenario. At this 
station, by different pre-processing, the complexity of the 
model increases. Among the defined sub-scenarios without 
preprocessing, the results are improved using two additional 
variables including precipitation and NDVI.

At 02PK009, by comparing sub-scenarios 1 and 2, the 
results show that using the NDVI variable reduces the 
amount of complexity compared to using the precipitation 
variable. By using precipitation and NDVI at the same time, 
the results are better than using only the precipitation vari-
able. But the results of using variable NDVI are still better 
than the other two cases. In case of using variable NDVI, 
preprocessing weakened the results. In this station, the use 
of preprocessing increases the complexity of the model. The 
lowest of AIC is registered to scenario 2 (AIC = 198.27).

At 02PL005 station, the lowest of AIC and highest cor-
relation are registered to sub-scenario 12 (AIC = 259.37, 
R = 0.66). A comparison of the mathematical criteria for 
the third scenario shows that the model with the additional 
variable of precipitation with MAE = 12.03, RMSE = 16.31 
has a lower error than the use of the NDVI variable with 
MAE = 15.07, RMSE = 18.64. A comparison of the math-
ematical criteria for the third scenario shows that the 
model with the additional variable of precipitation with 
MAE = 12.03, RMSE = 16.31 has a lower error than the use 
of the NDVI variable with MAE = 15.07, RMSE = 18.64, 
while using of the NDVI parameter has less complexity 
(AIC = 265.56) than the model with the additional variable 
of precipitation (AIC = 267.17).

Comparing the results of sub-scenarios that include two 
stages of stationary (first stage through standardization and 
the second stage through seasonal differentiation) with sub-
scenarios that have only one stage of stationary through sea-
sonal differentiation shows that standardization has no effect 
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on runoff modeling and produces results quite similar to 
those of sub-scenarios that have only one stage of stationary.

The results of nonlinear models

At first, the input combinations to the nonlinear model were 
determined to model the monthly runoff in the catchment 
area. To determine these input combinations, the ACF 
and PACF diagrams of all stations were examined. Differ-
ent combinations of important lags obtained from these 
diagrams were considered inputs for the nonlinear model. 
Lags 1, 2, 3, 4, 6, 12 and 24 are important lags obtained 
from the diagrams ACF and PACF. Considering different 
combinations of these lags, 16 different combinations were 
defined as inputs MNMLM. These input combinations were 
considered in a similar way for all stations in the study area. 
The MNMLM is trained with 70% of the runoff dataset, and 
the remaining data are utilized to test the model. Different 
mathematical metrics including MAE, RMSE, R and AIC 
were performed to test the performance of models and select 
the model with the best performance.

In the northern and eastern part of the study area, there 
are five stations named 02PB019, 02PC017, 02PD010, 
02PH014 and 02PH011. According to the results obtained 
from these five stations, the lowest amount of complexity 
is related to Model 13 with the input combination includ-
ing lags 1 and 24 (Figs. 6 and 4S in the supplementary 
file for details). Given that the best model is a model 
that in addition to high accuracy is as simple as possible. 
Therefore, in stations, the superior model is a model that, 
in addition to high accuracy, is also simple. The Model 
13 with two input neurons produced better results than 
other models in these stations. In these stations, the low-
est amount of error and the highest correlation according 
to MAE, RMSE and R criteria related to models 7 and 8, 
which have the highest number of input neurons compared 
to other models. On the other hand, these models have the 
highest amount of complexity, which indicates the poor 
performance of these models in runoff modeling. In all 
these stations, Model 7 has the highest level of complexity 
compared to other models. Therefore, the model based on 
the implementation of Model 13 is selected as best model 
for these stations due to the low complexity and is also one 
of the high precision models. The minimum value of cor-
relation is observed to Model 14 while this combination 
is among the models with high error. At 02PB019 station, 
with the highest gross drainage area, the weakest per-
formance in criteria of error and correlation is related to 
Model 1 with MAE = 26.94, RMSE = 37.83 and R = 0.26 
(Fig. 6). In other stations located in the northern and east-
ern parts of the study area, the lowest correlation is related 
to Model 14, which is one of the models with the high-
est error value. In general, in the stations located in the 

northern and eastern parts of the study area, the best model 
for modeling runoff is Model 13 with the least amount of 
complexity and the weakest performance related to the 
results obtained from Model 7 with the highest amount of 
AIC. The lowest value of correlation was observed in the 
results obtained from Model 14.

In the western and southern parts of the study area, two 
stations, 02PK009 and 02PL005, are located, respectively. 
Comparing the results obtained from different models for 
these two stations, it was observed that Model 13 with the 
least amount of complexity, the highest amount of cor-
relation and the least amount of error is the best model 
for runoff modeling. In these two stations, according to 
the other stations, the lowest correlation value is related 
to Model 14. In 02PK009 and 02PL005 stations, Model 
7 and Model 6 with AIC = 507.09 and 506, respectively, 

Fig. 6   Results of mathematical metrics including MAE, RMSE, R 
and AIC for determining the best MNMLM models and for 02PB019 
and 02PC017 stations in the study area
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have the highest level of complexity compared to other 
models (Figs. 4S and 5S in supplementary file for details).

In the central part of the study area and at 02PJ034 
station (Figs.  4S and 5S in supplementary file for 
details), the highest correlation is registered to Model 
7 with input delays of 1, 2, 3, 4, 6, 12 and 24 months 
(R = 0.77), also the highest correlation in all stations is 
related to this station and this combination, while this 
combination has the highest value of complexity in this 
station (AIC = 463.68). The lowest AIC-value is equal to 
122.61 and for Model 16. Besides, the minimum value of 
errors observed to combination Model 12 (MAE = 2.34, 
RMSE = 3.01). Overall, the model based on the imple-
mentation of Model 16 that has the lowest complexity 
is selected as preferred model for 02PJ034 station. The 
minimum value of correlation is observed to Model 14 
(R = 0.09). Combination Model 1 has the maximum 
errors (MAE = 3.24, RMSE = 4.54) than other combi-
nations. At 02PJ030 station (Fig. 4S in supplementary 
file for details), the highest correlation and the lowest 
RMSE are registered to Model 13 with input delays of 
1 and 24 months (RMSE = 10.37, R = 0.71). The lowest 
AIC-value is equal to 252.21 and for Model 16 that the 
amount of MAE and RMSE errors in this combination 
is 2.7 and 2.64 higher than in combination Model 13. 
Overall, the model based on the implementation of Model 
16 with having the minimum number of input neurons 
is selected as preferred model for 02PJ030 station. The 
minimum value of correlation is observed to Model 1 
(R = 0.38). Combination Model 2 has the maximum errors 
(MAE = 10.79, RMSE = 13.94) than other combinations.

In general, in approximately 80% of the stations in the 
study area, Model 13 with the least amount of complexity 
and having only two input neurons with input delays of 
1 and 24 months is the best model for runoff modeling, 
and in the remaining 20%, Model 16 with input delays of 
12 month has the least complexity. Thus, lags 1, 12 and 
24 are the most effective lags in runoff modeling in this 
study area. The use of combinations Model 7 and Model 
8 for stations located in the northern and eastern parts of 
the study area causes fewer errors than other combina-
tions. For stations located in the other parts, combina-
tions Model 12 and Model 13 have fewer errors than other 
combinations. The highest level of correlation for stations 
located in the western and southern is obtained by using 
combination Model 13, for stations located in the central 
and eastern is obtained by using combination Model 7 and 
for other stations combination Model 8 and Model 10. In 
all stations, combination Model 6 and Model 7 has the 
highest complexity due to having the maximum number 
of input neurons. As a result, Model 6 and Model 7 are 
among the weakest models.

The result of hybrid models

To create a hybrid model, a suitable linear model is first 
created based on the definition of different scenarios. By 
performing different scenarios and comparing the results, it 
was found that in all stations except 02PC017 and 02PK009 
stations, the use of two additional variables of precipita-
tion and NDVI produced better results than one additional 
variable. In these stations, except for 02PJ030 and 02PJ034 
stations, a normalization step using the normalization func-
tions is required before the stationary stage and in other sta-
tions; a suitable linear model is built only with a stationary 
step (seasonal differentiation). At 02PC017 and 02PK009 
stations, linear modeling is performed using the additional 
variables of precipitation and NDVI, without the need for 
normalization stage, respectively. At each station, after run-
ning the best linear model and confirming the model through 
test diagnostic, the residuals of the linear model are calcu-
lated. In the next step, the residuals of the linear model are 
modeled using the nonlinear model. In the nonlinear mod-
eling step, various combinations of time delays are used. 
Then, the output of the nonlinear model is summed to the 
result of the linear model and runoff is modeled. The results 
of various mathematical criteria including error and linear 
correlation for all stations and all selected combinations are 
shown in Fig. 7. Also, the results related to the complexity 
of the model based on the AIC criteria are shown in this 
figure for all stations.

At 02PB019 station (see Figs. 6S and 7S in supplemen-
tary file for details), Hyb-9 with delays of 1, 2, 3 and 24 
creates the highest error (MAE = 20.00 and RMSE = 26.69) 
and Hyb-2 with delays of 1 and 2 creates the highest com-
plexity (AIC = 319.45) and lowest correlation (R = 0.77), so 
these two models perform poorly in runoff modeling at this 
station. On the other hand, Hyb-13 reduced the complex-
ity of the model by 7% by reducing the MAE and RMSE 
value by 13.29% and 17.46, respectively, and increasing the 
correlation by 23.38% compared to Hyb-2. At 02PC017 sta-
tion (see Figs. 6S and 7S in supplementary file for details), 
Hyb-6 with delays of 1, 2, 3, 4, 6, 12 and 24 creates the 
highest error (MAE = 4.54 and RMSE = 5.40) and Hyb-5 
with one less neuron at the input than model Hyb-6 creates 
the highest complexity (AIC = 136.46). The Hyb-13 has the 
least error (MAE = 2.34, RMSE = 3.02) and the least com-
plexity (AIC = 110.97) and highest correlation (R = 0.79). 
The Hyb-13 increased the performance of the AIC and R 
over the Hyb-5 which has the highest amount of complexity 
and the lowest correlation with AIC = 136.47 and R = 0.69 
compared to other combinations by 18.68% and 13.95%, 
respectively. Also, the Hyb-13 increased the performance 
of the MAE and RMSE over the Hyb-6 by 48.57% and 
44%, respectively. As a result, considering that HYB-13 
works better than other combinations in all criteria, it was 
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selected as the preferred combination for this station. At 
02PD010 station (see Figs. 6S and 7S in supplementary file 
for details), Hyb-8 with the highest error (MAE = 4.00 and 
RMSE = 5.30) and complexity (AIC = 177.65) and the low-
est correlation (R = 0.66) showed the weakest performance 
in runoff modeling at this station. On the other hand, Hyb-
13 with the least amount of complexity (AIC = 157.13) and 
the highest correlation (R = 0.79) has a good performance 
in runoff modeling. In station 02PJ034 (see Figs. 6S and 
7S in supplementary file for details), the lowest error value 
(RMSE = 2.60), the highest correlation (R = 0.85) and the 
lowest complexity (AIC = 93.40) are provided through 
the implementation of Hyb-13. The Hyb-1 and Hyb-2 
are among the models with poor performance in terms of 

error and complexity. At 02PH011(see Figs. 6S and 7S 
in supplementary file for details), the highest complexity 
(AIC = 118.73) and the lowest correlation (R = 0.7) were 
observed in Hyb-8 with 6 input neurons. On the other hand, 
by reducing the amount of neurons in the input to 2 neurons, 
it improved the modeling results, so that the amount of com-
plexity in Hyb-12 decreased by 15.6% and the amount of 
correlation increased by 11.9%, and in Hyb-2 and Hyb-13, 
in Hyb-2 and Hyb-13, runoff was modeled with the least 
amount of error. At 02PH014 station (see Figs. 6S and 7S 
in supplementary file for details), Hyb-5 with MAE = 4.24, 
RMSE = 5.37, R = 0.57 and AIC = 118.93 creates the low-
est correlation and highest error and complexity. On the 
other hand, Hyb-11 with two input neurons creates the least 
amount of error and complexity in runoff modeling than 
other models and improves the results in MAE, RMSE and 
AIC by 27.86%, 23.93% and 7.3%, respectively, compared 
to the results of Hyb-5. At 02PK009 (see Figs. 6S and 7S 
in supplementary file for details), the lowest complexity 
value (AIC = 165.17) is for Hyb-13 and the highest com-
plexity value (AIC = 199.54) for Hyb-2. The Hyb-13 also 
produces the highest correlation values (R = 0.79) and the 
lowest RMSE values (RMSE = 5.71) in runoff modeling 
at this station. At 02PL005 (Fig. 7), Hyb-13 has the least 
error (MAE = 9.16, RMSE = 12.93) and the least complex-
ity (AIC = 243.45) and highest correlation (R = 0.77). As 
a result, considering that HYB-13 works better than other 
combinations in all criteria, it was selected as the preferred 
combination for this station. The Hyb-13 increased the per-
formance of the AIC and R over the Hyb-14 which has the 
highest amount of complexity and the lowest correlation 
with AIC = 264.01 and R = 0.61 compared to other combina-
tions by 7.7% and 26.22%, respectively. At 02PJ030 (Fig. 7), 
the Hyb-6 with AIC = 247.30, MAE = 6.88, RMSE = 9.28 
and R = 0.81 showed the weakest performance in runoff 
modeling at this station. In contrast, Hyb-13 showed the 
best performance in runoff modeling.

According to the results obtained, at all stations except 
02PH011 and 02PH014 stations, the Hyb-13 model with 
input delays of 1 and 24 months has the least complexity. 
The Hyb-13 model has the highest correlation value among 
the models implemented for stations 02PB019 (R = 0.73), 
02PC017 (R = 0.79), 02PD010 (R = 0.79), 02PJ034 
(R = 0.86), 02PK009 (R = 0.79), 02PL005 (R = 0.77) and 
02PJ030 (R = 0.81). Also, the Hyb-13 model accord-
ing to both criteria RMSE and MAE at 02PL005 station 
(RMSE = 12.93 and MAE = 9.16), 02PC017 (RMSE = 3.02 
and MAE = 2.34) and according to criterion RMSE in sta-
tions 02PJ030 (RMSE = 9.27), 02PK009 (RMSE = 5.71) and 
02PJ034 (RMSE = 2.60) modeled the runoff with the least 
amount of error in these stations. At 02PC017 and 02PL005 
stations (see Figs. 7, 6S and 7S in supplementary file for 
details), the Hyb-13 produces better performance than other 

Fig. 7   Results of mathematic metrics including MAE, RMSE, R and 
AIC for determining the best hybrid models and for 02PL005 and 
02PJ030 stations in the study area
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models in all selected mathematical criteria. In all stations 
except 02PB019, 02PJ034 and 02PK009, the weakest per-
formance was observed in models Hyb-5, Hyb-6 and Hyb-8. 
The used combinations in these models have more input 
neurons than other models, which leads to increased com-
plexity in these models. At 02PB019 and 02PK009 stations, 
the highest value of AIC was observed in model Hyb-2 and 
at 02PJ034 in model Hyb-14.

In general, in approximately 80% of the stations in the 
study area which includes the total study area except the 
eastern part, the Hyb-13 with the least amount of complexity 
is the best model for runoff modeling, and in the remaining 
20% which are located in the eastern part of the study area, 
Hyb-12 and Hyb-15 have the least complexity. In the study 
area and among the selected top models for stations, the 
values of complexity, correlation, RMSE and MAE fluc-
tuate between 93.41 and 297.01, 0.68 and 0.73, 2.60 and 
21.96 and 2.01 and 16.42, respectively. The lowest value of 
complexity and error is related to 02PJ034 station, and the 
highest is related to 02PB019 station. The lowest correlation 
is related to 02PH014 station, and the highest is related to 
02PJ034 and 02PB019 stations.

Comparison of models

After modeling based on different methods, the best model 
was extracted from each method and for each station. Also, 
the results of these methods are compared with the results 
presented by Soltani et al. (2021). Figures 8 and 8S in the 
supplementary file present a comparison of the results of 
different methods for nine different stations located in the 
catchment area. In these figures, four indicators including 
AIC, MAE, RMSE and R are used to compare methods.

At 02PJ034 station (Fig. 8), comparison of MLSM and 
MNMLM methods shows that the linear method works 
better in all selected criteria than MNMLM method. The 
comparison of MLSM and hybrid methods shows that the 
hybrid method by reducing the error, increasing the correla-
tion and reducing the complexity of the model works bet-
ter than MLSM method in all selected criteria. As a result, 
among the methods implemented in this study, the proposed 
hybrid model works better than the other two methods. The 
comparing the results of the hybrid model with the Soltani 
et al. (2021) model shows that the hybrid model performs 
better in the two criteria R and AIC than the Soltani et al. 
(2021) model, and in the two criteria RMSE and MAE the 
two models have almost the same results.

At 02PH011 station (Fig. 8), MLSM and MNMLM mod-
els have almost the same results in MAE and RMSE criteria, 
but in both the AIC and R criteria, MNMLM performs much 
worse than MLSM model. Although the hybrid model works 
in both MAE and RMSE almost similar to the linear and 
nonlinear models, by reducing the amount of complexity by 

11% compared to the linear method and 78% compared to 
the nonlinear method and increasing the amount of R, it per-
forms better than the other two methods in runoff modeling. 
By comparing the results of hybrid, linear and nonlinear 

Fig. 8   Comparison of various mathematical criteria including MAE, 
RMSE, R and AIC for various models and for all stations located of 
Saint Lawrence River watershed
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models with Soltani et al. 2021 method, Soltani et al. 2021 
method performs better in error criterion than other methods 
and improves the accuracy of the model by reducing the 
error criteria by approximately 18%. In contrast, it operates 
weaker than the hybrid model in both the AIC and R criteria.

At 02PB019 station (see Fig. 8S in supplementary file for 
details), the lowest and highest of complexity were obtained 
in the hybrid and MNMLM methods with a value equal to 
297.01 and 509.24, respectively. In the correlation criterion, 
Soltani et al. 2021 and hybrid models have the same value 
(R = 0.85) and the lowest correlation was obtained through 
the implementation of MNMLM method (R = 0.71). Less 
modeling error by examining the two criteria, MAE and 
RMSE, in all methods showed that Soltani et al. 2021 model 
has less error than other methods and caused a reduction 
of 5% of MAE and 4% of RMSE compared to the hybrid 
method. The weakest performance was obtained based on 
all evaluation criteria in Soltani et al. 2021. The best per-
formance in terms of complexity was obtained in the hybrid 
model and in terms of error in Soltani et al. 2021 model.

At 02PC017 station (see Fig. 8S in supplementary file 
for details), by comparing the results of various criteria in 
four methods, it was found that the two methods of hybrid 
and Soltani et al. 2021 model in the error and correlation 
criteria have the same results and have better performance 
in runoff modeling than the other two methods. By compar-
ing the results of MNMLM and MLSM methods, these two 
methods also have almost the same results in the error and 
correlation criteria. The difference between these methods is 
specified in the AIC criteria. Comparing the results of AIC 
criteria in various methods showed that the hybrid method 
with AIC equal to 110.97 and MNMLM method with AIC 
equal to 424.75, respectively, create the minimum and maxi-
mum amount of complexity in modeling this station. As a 
result, the hybrid model performs better than the other three 
methods and reduces the complexity by 74%, 32% and 12% 
compared to the MNMLM, Soltani et al. 2021 and MLSM 
methods, respectively.

At 02PD010 station (see Fig. 8S in supplementary file 
for details), by comparing the results of RMSE and MAE 
criteria, it was found that Soltani et al. 2021 method with 
MAE = 3.17 and RMSE = 4.12 creates the least amount of 
error in modeling. On the other hand, the two hybrid and 
Soltani et al. 2021 methods with the same correlation have 
the highest correlation values compared to other methods. In 
contrast, according to the AIC criterion, the hybrid method 
with an AIC equal to 156.57 has the least amount of com-
plexity compared to other methods. Comparing the two 
methods, the Soltani et al. 2021 and hybrid shows that Sol-
tani et al. 2021 method improves RMSE and MAE by 17% 
compared to the hybrid method, and in contrast, the hybrid 
method improves the complexity of the model by 19% com-
pared to Soltani et al. 2021 method. Given that this criterion 

creates a balance between model accuracy and complexity, a 
model with a lower AIC will have better modeling.

At 02PH014 station (see Fig. S8 in supplementary file for 
details), the results presented in Fig. S8 show that MNMLM 
and Soltani et al. 2021 models with almost identical val-
ues in the error and correlation criteria produce the lowest 
amount of error in runoff modeling at this station. On the 
other hand, the lowest complexity and the highest correla-
tion were observed in the hybrid model with an AIC equal 
to 102.24 and correlation equal to 0.75. Similar to 02PD010 
station, although the Soltani et al. (2021) and MNMLM 
methods perform better than the hybrid and MLSM meth-
ods in terms of error, but it is due to the fact that these two 
models perform weaker in terms of complexity and their 
complexity is higher than hybrid and MLSM models. The 
hybrid method, with less complexity and more linear corre-
lation, creates more appropriate modeling than other models.

At 02PJ030 station (see Fig. S8 in supplementary file for 
details), the highest error and the lowest correlation were 
obtained in the results of MLSM method, which were cor-
rected by performing the hybrid model and reduced the 
MAE, RMSE and AIC criterion by 37.9%, 41.2% and 11.7%, 
respectively. The lowest error value was obtained based on 
RMSE and MAE criteria in Soltani et al. (2021) model. The 
hybrid and Soltani et al. (2021) methods created the highest 
correlation among the data (R = 0.81). By comparing the 
results, the lowest complexity value was obtained in the 
hybrid model. As a result, the hybrid method creates more 
appropriate modeling than other models.

By comparing the results obtained from different models 
in 02PK009 station, the lowest error value (MAE = 3.47 and 
RMSE = 4.43) and the highest correlation (R = 0.82) were 
obtained from Soltani et al. (2021) model. On the other 
hand, this model has the highest level of complexity com-
pared to other models (AIC = 217.47). After Soltani et al. 
(2021) method, the hybrid model has the lowest amount of 
error (MAE = 4.79 and RMSE = 5.71) and the highest cor-
relation (R = 0.79). This model also has the least amount 
of complexity (AIC = 163.7) compared to other models. 
The weakest performance was obtained based on the error 
and correlation criteria in the results of MNMLM model 
(MAE = 5.19, RMSE = 5.52 and R = 0.68).

At 02PL005 station (see Fig. 8S in the supplementary 
file for details), a comparison of the results of the MLSM 
and MNMLM models based on the criteria of complexity 
and accuracy indicates that the MLSM model performs bet-
ter and increased the performance of AIC by 20.5% com-
pared to the MNMLM model. In contrast, in other criteria, 
MNMLM model works slightly better than MLSM model. 
Comparison of linear, nonlinear and hybrid methods based 
on various criteria showed that the hybrid model improved 
the results compared to using linear or nonlinear models. 
The hybrid model has a more suitable efficiency in runoff 
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modeling by increasing the AIC performance by 13.5% 
compared to Soltani et al. (2021) method. Also in other 
criteria, the results of the hybrid model are better than the 
results of the Soltani model. As a result, the proposed hybrid 
model with values of MAE, RMSE, R and AIC equal to 
9.16, 12.93, 243.45 and 0.77 has less complexity and higher 
accuracy than other models.

The three statistical properties, including correlation coef-
ficient, centered RMS error and standard deviation, which 
can be shown in the Taylor diagram, are plotted in Fig. 9S. 
This diagram is plotted for all hydrometric stations located 
of Saint Lawrence River watershed and for the four differ-
ent methods used in this study including MLSM, MNMLM, 
hybrid, Soltani et al. (2021) methods. The superior model in 
terms of these three statistical indicators is a model that the 
distance between each model and observational values is less 
than the other models and thus reproduces a more realistic 
result for modeling observational data.

According to the results presented in Fig. 9 of four dif-
ferent methods studied in this study for 02PH011 station, 
although ULSM method has the closest variation to the 
observed values, it has the lowest correlation value and the 
highest RMS error compared to other methods and therefore 

has the lowest compatibility with the observed values. The 
hybrid method with the highest correlation and the lowest 
RMS error has the lowest radial distance with the observed 
values. As a result, this method is more compatible with 
the observed values than other methods. The Soltani et al. 
(2021) and MLSM methods have the same correlation, and 
although MLSM method has a standard deviation closer to 
the observed values, it has more RMS error than Soltani 
et al. (2021) method. In general, these two methods have 
the same radial relative to the observed values, and after 
the hybrid method is suitable methods for runoff modeling 
in this station. The hybrid model improves the RMS error 
results by 12.3% and 7.7%, respectively, compared to the 
MLSM and Soltani et al. 2021 methods.

At 02PJ034 station (Fig. 9), the hybrid method with 
R = 0.86, RMS error = 2.56 and SD = 4.89 m3/s is more 
consistent with the observations than the other methods. 
Although Soltani et al. (2021) method has almost the same 
error and correlation (R = 0.83, RMS error = 2.58) with 
hybrid method, this method tends to underestimate the vari-
ability of runoff volume. These conditions indicate that Sol-
tani et al. 2021 method does not adequately obtain runoff 
volume at points in the series when the runoff volume is 
high. On the other hand, the hybrid and MNMLM methods 
have a higher standard deviation than the observed values 
(SD = 4.61 m3/s). But MNMLM method estimates the run-
off volume to be much higher than the actual value at peak 
points. Therefore, in this model, the amount of linear cor-
relation (R = 0.52) decreases and the error increases sharply 
(RMS error = 7.31). In general, the two hybrid and Soltani 
et al. 2021 methods have the same radial distance to the 
location of the observed values, but due to the fact that the 
hybrid method performs better in modeling peak points, this 
method is a more suitable method for runoff modeling at 
this station.

At 02PB019 station (see Fig. 9S in supplementary file for 
details), it demonstrated that the observed variability which 
is obtained from the standard deviation is equal by 38.76 
m3/s. All methods except MLSM method tend to underesti-
mate the variation in runoff volume. The MNMLM model 
has more variation (SD = 25.27 m3/s), and the MLSM model 
with SD = 39 m3/s has the closest variation compared with 
the observations than other models. After MLSM method, 
the hybrid method with a SD equal to 37.51 m3/s has 
the closest variation compared to the observations. The 
MNMLM is significantly worse because it has RMS error 
equal to 31.32 m3/s which is the highest RMS error com-
pared to other models. This model with correlation coef-
ficients around 0.6 also has the lowest correlation value. On 
the other hand, the hybrid and Soltani et al. (2021) models 
with the highest correlation (R = 0.84) have better perfor-
mance. The Soltani et al. (2021) had the lowest RMS error, 
with RMS error equal to 20.97. After Soltani et al. (2021) 

Fig. 9   Taylor diagram for observations of four model estimates of the 
monthly runoff for 02PH011 and 02PJ034 stations in the study area
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method, the hybrid method with a RMS error equal to 21.65 
has the lowest amount of error compared to other models. 
The two methods hybrid and Soltani et al. (2021) with radial 
distance almost equal to the observed values are suitable 
methods for runoff modeling in this station. The MNLM 
method with the maximum radial distance has the weakest 
performance in runoff modeling.

At 02PL005 station, the variability of all models is clearly 
less than the observed variability (SD = 18.64 m3/s). The 
closest variability is related to the hybrid model with a 
standard deviation of 14.81m3/s, and the model of Soltani 
et al. (2021) (with SD = 12.01 m3/s) has more variability 
than the observation data. Although Soltani et al. (2021) 
method and MLSM (SD = 12.09 m3/s) have almost the 
same variability compared with the observations, Soltani 
et al. (2021) method has a higher correlation coefficient than 
the MLSM method. The best performance was obtained 
for hybrid model with a correlation of 0.77, and the worst 
performance for MLSM was obtained with a correlation 
of 0.66. The lowest value of RMS error was obtained with 
RMS error equal to 11.85 for hybrid model, and the highest 
value of RMS error was obtained for MLSM model. As a 
result, among various methods, the hybrid method has the 
highest compatibility with the observed values while the 
MLSM model has the least compatibility with the observed 
values. The hybrid model improves the RMS error results 
by 15.6% and 8%, respectively, compared to the MLSM and 
Soltani et al. (2021) methods.

At 02PC017 station, the two hybrid and Soltani et al. 
(2021) methods have the same radial distance from the point 
corresponding to the observed values. These two methods 
have almost the same results in both correlation and error 
criteria. But in terms of variability, the hybrid method with 
a standard deviation equal to 4.61 m3/s has the closest vari-
ability to the observed values (SD = 4.73 m3/s). Although 
MLSM and Soltani et al. (2021) methods have the same vari-
ability, MLSM method has less correlation and more error 
than Soltani et al. (2021) method. By comparing the results 
of different methods, the weakest performance is observed 
in MNMLM method and the hybrid method with the clos-
est variability has the best performance in runoff modeling.

The hybrid model with the closest variability (SD = 3.68 
m3/s), the highest correlation coefficient (R = 0.75) and the 
lowest RMS error equal to 2.75 compared to other methods 
has the best performance in runoff modeling at 02PH014 
station. As shown in Fig. 9S, this method has the closest 
radial distance to the observational data location. In con-
trast, MLSM method with the highest standard deviation, 
the highest RMS error and the lowest correlation coeffi-
cient, and as a result, the largest radial distance from the 
place of observational values has the weakest performance 
in modeling. The hybrid method improved the results of 
RMS error and correlation by 42.8% and 19% compared to 

MLSM model, respectively. The Soltani et al. (2021) method 
models runoff with lower correlation, higher RMS error and 
less standard deviation than hybrid method. As a result, this 
method in modeling peak points with lower estimates than 
the hybrid method is poorer.

At 02PJ030 station, the Soltani et al. (2021) and MNMLM 
methods tend to underestimate the variation in runoff vol-
ume. In contrast, hybrid and MLSM methods with standard 
deviation equal to 14.35 m3/s and 14.57 m3/s, respectively, 
have slightly higher standard deviation than the standard 
deviation obtained from observational data. As a result, Sol-
tani et al. (2021) and MNMLM methods are much weaker 
at estimating peak points than hybrid and MLSM methods. 
On the other hand, the MLSM method has a higher RMS 
error and less linear correlation than the hybrid method. The 
weakest performance in all evaluation criteria, which is plot-
ted in the Taylor diagram, was observed in MNMLM, which 
had a greater radial distance from the observed values than 
other models.

At 02PD010 station, the variability of all models is 
clearly less than the observed variability (SD = 6.75 m3/s). 
The closest variability is related to the hybrid model with a 
standard deviation of 6.31 m3/s, and the model of MNMLM 
(with SD = 3.36 m3/s) has more variability than the obser-
vation data. The Soltani et al. (2021) model had the low-
est RMS error, with RMS error equal to 4.12. As shown in 
Fig. 9S, the hybrid and Soltani et al. (2021) methods have 
the closest radial distance to the observational data location. 
The Soltani et al. (2021) method in RMS error criterion and 
hybrid method in variability work better than other methods.

At 02PK009 station, the Soltani et al. (2021) and the 
hybrid methods have almost the same correlation, and 
although hybrid method has a standard deviation closer to 
the observed values, it has more RMS error than the Soltani 
et al. (2021) method. The variability of all models except the 
hybrid model (SD = 8.17 m3/s) is less than the observed vari-
ability (SD = 7.45 m3/s). The Soltani et al. 2021 method has 
the closest radial distance to the observational data location. 
As a result, it has better adaptation to observational values, 
but on the other hand, due to the tendency to minimize vari-
ability of runoff volume in this model, peak point values are 
modeled less than the actual value.

Conclusion

To have an integrated management of water resources, it is 
vital to have precise information on the quantity and rate 
of runoff as one of the important hydrological variables 
from the land surface to the rivers, and with this informa-
tion, many problems of development and management of 
the watershed can be avoided. A hybrid scenario-based 
method for runoff estimation in the Quebec basin, Canada, 
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was presented in this study, which combined a multivari-
ate linear stochastic model with a multilayer nonlinear 
machine learning model. The runoff data were extracted 
from 9 hydrometric stations located in different parts of 
the basin. In addition to runoff data, climatic parameters 
and physiographic factors are used as exogenous variables 
in the modeling. The proposed methodology for runoff 
modeling in the watershed includes three main stages of 
data preprocessing, linear modeling using MLSM and 
nonlinear modeling using MNMLM. In the preprocessing 
stage, the structure of the series was examined by per-
forming normality and stationarity tests on all time series 
in the watershed. A summary of the results of this step is 
provided below:

•	 All time series have a non-normal distribution, and by 
performing the conversion using several normalization 
functions, all series have a normal distribution. Among 
the normalization functions, the Box–Cox function 
brings the data closer to the normal distribution.

•	 With using intuitive method, the existence of periods 
with 12 lag

•	 repetition in all time series was found. Although trend 
and jump components were present in some time series, 
the season component is the most important non-station-
ary factor in all stations. By using seasonal differentia-
tion, time series were stationary and all non-stationary 
factors were removed from all time series.

In the second step with the definition of 15 different sub-
scenarios for each station, a total of 135 sub-scenarios in an 
overall basin were defined and implemented. A summary of 
the results of this step is provided below:

•	 Although running through the Box–Cox function brings 
the data closer to normal, running the model through 
other functions produces better results and the model is 
modeled more accurately.

•	 The results of superior models for each station show that 
in most stations, the simultaneous use of precipitation 
and NDVI variables has a better performance than the 
use of only one variable.

•	 Comparing the results of sub-scenarios that include 
stages of normalization and stationary (the first stage 
through normalization and the second stage through sea-
sonal differentiation) with sub-scenarios that have only 
one stage of stationary through seasonal differentiation 
shows that the use of normalization technique in some 
stations improved the modeling results while in other sta-
tions increased the model complexity and thus reduced 
the modeling accuracy. As a result, the use of modeling 
based on the definition of scenarios leads to more accu-
rate modeling.

In the last step, by calculating the residuals of MLSM 
and performing modeling using 16 different combinations 
based on the combination of different delay lags for all sta-
tions, the following general results were obtained.

•	 In most stations, delays (t-1) and (t-24) are identified 
as the most effective delays in the hybrid modeling of 
runoff in the study area.

•	 In most stations, as the number of input neurons 
increases, the complexity of the model increases, and 
as a result, modeling accuracy decreases.

A summary of the comparison of the results of the 
hybrid model with the results obtained from modeling 
through the MLSM and MNMLM methods as well as the 
results obtained from the work of Soltani et al. (2021) is 
given below:

•	 Comparison of the results shows that in terms of com-
plexity, which indicates the simplicity and accuracy of 
the model, the hybrid model performs much better than 
other methods in all stations. Also, this method creates 
better linear correlation in most areas of the region than 
other methods. But for error criteria, the Soltani et al. 
(2021) method works better than other methods.

•	 The results of comparing the predictions of the models 
through the Taylor diagram show that in almost all sta-
tions, the hybrid model performs better in the standard 
deviation index than the other methods. In index R and 
RMSD, the two methods of hybrid and Soltani et al. 
(2021) work better than other methods. In general, the 
weakest performance with the longest distance from 
the observed values was observed in MNMLM and the 
best performance, especially in predicting peak runoff 
values, was observed in the hybrid model.
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