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Abstract
Hydrologists rely extensively on anticipating river streamflow (SF) to monitor and regulate flood management and water demand 
for people. Only a few simulation systems, where previous techniques failed to anticipate SF data quickly, let alone cost-effectively, 
and took a long time to execute. The bat algorithm (BA), a meta-heuristic approach, was used in this study to optimize the weights 
and biases of the artificial neural network (ANN) model. The proposed hybrid work was validated in five different study areas in 
Malaysia. The statistical tests analysis of the preliminary results revealed that hybrid BA-ANN was superior to forecasting the 
SF at all five selected study areas, with average RMSE values of 0.103  m3/s for training and 0.143  m3/s for testing as compared 
to ANN standalone training and testing yielding 0.091  m3/s and 0.116  m3/s, respectively. This finding signifies that the imple-
mentation of BA into the ANN model resulted in a 20% improvement. In addition, with an R2 score of 0.951, the proposed model 
showed a better correlation than the 0.937 value of R2 of standard ANN. Nonetheless, while the proposed work outperformed 
the conventional ANN, the Taylor diagram, violin plot, relative error, and scatter plot findings confirmed the disparities in the 
proposed work’s performance throughout the research regions. The findings of these evaluations highlighted that the adaptability 
of the proposed works would need detailed investigation because its performance differed from case to case.
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Introduction

Water, renewable but limited, is vital for all lives on the 
planet Earth. Sustained, rapid population and economic 

growth add to the challenge of maintaining water availabil-
ity, raising questions about the continuous usage of reservoir 
water at unsustainable levels. Therefore, the importance of 
assessing and anticipating changes in water availability has 
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grown in recent years due to population increase, industry, 
and urbanization, particularly in extreme conditions (Osman 
et al. 2022). Water shortage is one of the most challenging 
difficulties encountered in predominantly semiarid locations, 
and it is most likely influenced by several variables, one 
of which is accessibility (Kordani et al. 2022). Streamflow 
(SF) is one of the components of water transport from the 
land to waterbodies that is significant for management. The 
importance of accurate and reliable SF forecasting includes 
timely and efficient water resource management (Fathian 
et al. 2019), irrigation management verdicts (Tongal and 
Booij 2018), flood risk assessment (Shafizadeh-Moghadam 
et al. 2018), and planning releases (Sapitang et al. 2020). 
Knowing the quantity and the duration in advance is there-
fore essential.

Nonetheless, characteristics of streamflow, such as non-
linearity, stochasticity, and non-stationarity, pose compli-
cated features that impair the effectiveness of contemporary 
hydrological models (Chabokpour et al. 2020). Also, given 
the complexities of modeling SF, particularly in the spa-
tial and temporal domain, a physically based model may 
oversimplify or underestimate the actual SF process when 
the underlying pattern is not comprehended thoroughly 
(Chong et al. 2020; Martina et al. 2011). Evidenced such a 
problem was highlighted in the study by (Staudinger et al. 
2011), where the minimum SF was poorly simulated using a 
hydrological model. Pellicer‐Martínez et al. (2015) noticed 
that the hydrological modeling process conducted was often 
without considering the groundwater aspect. They are also 
often designed to handle maximum SF circumstances. Thus, 
the application in low-streamflow conditions relies on the 
relevance of presented hydrological processes (Nicolle et al. 
2014). However, if a proper model calibration is conducted, 
a physically based model is remarkably excellent for obtain-
ing reliable predictions (Samarasinghe et al. 2022). Another 
technical difficulty with SF forecasting is real-time forecast-
ing and the resources required for continuous monitoring. 
Although most reservoirs have monitoring techniques to 
monitor river streamflow, they fail to use the data to produce 
a consistent database. Practically, machine learning tech-
niques, which use fewer computational resources to execute 
the same task, have been the focus of study and science.

Data-driven modeling has gained popularity over the past 
20 years in the hydrology and water resources industries. It 
is principally owing to their capacity to extract nonlinearity, 
stochasticity, and patterns from historical river flow data. For 
instance, Azamathulla et al. (2010) adopted support vector 
machine (SVM) to predict sediment transport. Apart from sed-
iment transport prediction, a number of studies have utilized 
machine learning in the associated sectors of water-related 
fields, such as rainfall prediction and side weir discharge pre-
diction. (Azamathulla et al. 2016; Chaplot 2021). Rashki Gha-
leh Nou et al. (2019) show that traditional ANN and SVM are 

inadequate in estimating scour depth near submerged weirs. 
They instead used a self-adaptive extreme learning machine 
(SAELM), which outperforms the classical machine learning 
model. Emadi et al. (2022) demonstrated that the integrated 
wavelet component in machine learning models can perform 
efficiently under water scarcity situations. The factors of cli-
matic classes, river morphology, hydrological factor, and 
land-use characteristics all play a significant part in the mod-
el’s accuracy. Despite the fact that these excellent studies have 
garnered widespread attention in the hydrological community, 
it is worth noting that the limits of AI-based models remain 
universal and a hot topic among academics. These drawbacks 
include problems such as over-fitting, model generalization, 
and local convergence rate (Nawi et al. 2017).

ANN, for example, is a traditional AI approach that 
employs gradient-based optimizers and is subject to the 
mentioned drawbacks. The time series complexity and the 
searchability of the training method are issues concerning 
the application of gradient-based optimizers. In a similar 
optimization process, researchers, on the other hand, have 
used meta-heuristic algorithms, a nature-inspired opti-
mization strategy, to solve combinatorial optimization 
approaches. Meta-heuristics are primarily employed to 
generate near-optimal solutions since they lack the power 
to provide optimal solutions but maintain properties that 
allow them to be utilized independently or in conjunction 
with conventional approaches on a wide range of issues 
(Chong et al. 2021; Pei et al. 2019). Despite its mathemati-
cal shortcomings and excessive time consumption, GA, for 
example, may be quickly modified and utilized to tackle the 
concerns of complicated situations (Beg and Islam 2016). 
The cuckoo optimization algorithm (COA) performs well 
in global convergence, contributes to research capabilities 
at both the local and global levels, and employs Lévy flights 
for global searching (He et al. 2018), but has a poor perfor-
mance, a low convergence rate, and a tendency to drop to 
the optimum local value (Qu and He 2015).

Yang (2010) developed a fast, adaptable, and user-friendly 
optimization model (BA) based on real-time challenges and 
reservoir systems, allowing them to move quickly from the 
exploration to the exploitation phase. BA theoretically com-
bined the advantages of modern optimization algorithms with 
more realistic technique formulations to provide a better out-
come. As of present, only a few researchers have used BA in 
forecasting or prediction tasks. In 2015, hybrid NN and BA 
were used to forecast stock prices (Golmaryami et al. 2015; 
Shahvaroughi Farahani and Razavi Hajiagha 2021). Aside 
from that, Banadkooki et al. (2020) used BA to evaluate and 
optimize the weight and structure of an ANN to forecast time 
series suspended sediment load. In a separate study, Xing 
et al. (2016) used BA to determine the parameters of SVM for 
monthly SF prediction at the Yichang station on the Yangtze 
River in China. They eventually claimed that the BA-based 
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SVM model outperformed the ANN and cross-validation-
based SVM models in terms of accuracy. However, as stated 
earlier in the paragraph, the uses of BA in forecasting river 
SF remain relatively restricted.

The main contribution of this work is to provide an opti-
mal approach through hybridization for forecasting upstream 
river SF in Malaysia. Various datasets were obtained from 
credible Malaysian authorities, and comprehensive statistical 
analysis and data pre-processing were performed through-
out the model development. The performance of the ANN 
method and its hybridization with a new bio-inspired opti-
mizer to supplement the regular ANN was validated using 
five selected study areas. Additional model validations were 
carried out employing various advanced analytics such as 
the Taylor diagram, violin plot, relative error, and scatter 
plot to analyze the model calculation inaccuracy. A multi-
time scale streamflow forecasting research was also carried 
out to forecast future SF in all study areas from 2021 to 
2025, a period of five years (60 months).

The proposed hybrid hydrological model

Artificial neural network (ANN)

As the name implies, ANN is built on the structural compo-
nents of neural networks inherent in all biological organisms, 
which are then translated into analogous computing systems. 
Because it is a calculus-based algorithm, ANN is a heuristic 
search algorithm (it takes numerous approximations to find 
non-optimal but adequate results). The basic architecture of 
ANN comprises three layers: the input layer, the hidden layer, 
and the output layer. The capacity of ANN to foresee and pre-
dict both short-term and long-term data that is often too com-
plicated to be appraised using standard modeling approaches 
has led to its widespread application. Furthermore, ANN has 
a high tolerance for errors, fast performance, and strong gen-
eralization skills when learning from historical data. Back 
propagation (BP) was employed to train the model. Figure 1 
depicts the flowchart of the adopted ANN model.

Nodes are necessary for the input and hidden layers. Each 
node in its respective layer is associated with its weight. The 
data is subsequently routed through hidden layers that include 
one or more activation function components (depending on 
the number of nodes in hidden layers). The forward propaga-
tion of the neural network can be computed using Eq. (1).

(1)Yj =

n∑

i

XiWij + b

(2)Oj = f
(
Yj
)

where Yj = hidden/final value derived from the summation 
of input data and its associated weights, Xi = data input/
previous input value, and Wij = weight associated between 
input/previous layer and output layer. Oj is referred to as the 
activation function, a vital component that introduces non-
linearity property to the ANN model. Once the information 
reaches the output layer, they will compute an error between 
the predicted and observed value using Eq. (2).

where Ek = computed error between observed, Yobs and pre-
dicted value, Yk and Oj
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Fig. 1  The flow of the standard ANN model
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Evolutionary artificial intelligence model (BA‑ANN)

Yang (2010) was the first to develop BA in 2010, using 
the behavior of a bat’s echolocation to uncover its prey as 
the foundation of the algorithm. As previously stated, BA 
depends on microbat echolocation patterns to manage pulse 
emission rates and loudness while recognizing prey and 
avoiding obstacles in the absence of light. It is accomplished 
by employing echolocation mechanisms to convert informa-
tion from sound waves emitted by prey and obstacles. In 
BA, the sole component will be used in echolocation, while 
time delay and loudness fluctuations will have no bearing 
on optimization difficulties. Figure 2 depicts the flow of 
the hybrid BA-ANN model, which was used in this inves-
tigation. BA is critical in the operations of random signal 
bandwidth adjustment via harmonics search. The theoretical 
fundamental of this algorithm is the assumption that the bats 
are soaring with velocity (pi) from an initial position ( si ) 
with a minimum frequency ( fmin ), fluctuating wavelength 
( � ), and loudness (L0) to seek out prey. They are equipped 

with the capability of regulating the frequencies ( fi ) as well 
as the rate of frequencies [r ∈ (0, 1)].

Case study

Study area

As illustrated in Fig. 3, for simplicity, the five major selected 
study areas in Malaysia were designated from A to E. The 
importance of such a study is that they are mainly in charge 
of the majority of energy-producing divisions in Malaysia. 
Besides, the benefits from flood control, irrigation supports, 
and clean drinking water are provided. Table 1 shows the 
specifics of the streamflow and rainfall study areas.

Data sources and pre‑processing

According to previous research, the primary contributing 
characteristics of river flow in the water resources field are 
rainfall, flow rate, temperature, water level, streamflow, and 
water consumption. The parameters are vital as they greatly 
influence the state and condition of the water source. However, 
based on the literature review conducted, only rainfall and 
streamflow had shown consistent significance in affecting the 
output data, whereas the effects of temperature, water level, 
and water consumption were still quite vague. Therefore, with 

Fig. 2  The flowchart of the proposed hybrid BA-ANN model Fig. 3  Location of the five selected study areas in Malaysia
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41 years (492 months) of historical data from the year 1980 
until 2020 retrieved from DID and DOE, the parameters to be 
used for analysis purposes of this study are historical rainfall 
(RF) data and historical streamflow (SF) data.

Data segmentation is critical in the ANN context for per-
formance and to minimize data contamination. By referring 
to the empirical analysis conducted by Gholamy et al. (2018), 
it was deduced that the best results were attained in 70–80% 
of the data allocated for training and the remainder, 20–30% 
for testing. Thus, for both ANN standalone and hybrid BA-
ANN models of this study, 70% of historical data are used 
for training (from January 1980 to August 2008), and the 
remaining 30% is used for testing the model (from the year 
September 2008 to December 2020). Apart from data parti-
tion, prior to training, data normalization was carried out to 
alter the existing raw data values to a range from 0 to 1. It is 
due to both forecasting models having an activation function 
that is bounded and susceptible to ranges that are not initially 
defined. The statistical tests were only then applied to the 
denormalized data, which was obtained through a reversion 
process to revert to the actual streamflow magnitude.

Model assessment and benchmark model 
comparison

In this work, ANN was used as a benchmarking model to 
BA-ANN to assess the accuracy of the forecast SF from 
the upstream river into the reservoirs of five selected study 
areas. Furthermore, several statistical tests were conducted 
using data from past and forecasted results to assess the 
validity of the forecasting model for all the selected study 
areas. The statistical tests comprise of root-mean-squared 
error (RMSE), coefficient of determination; often known as 
R-squared (R2), and mean absolute error (MAE). In general, 
the greater the predicting skill, the lower the derived statisti-
cal values. In contrast, a higher R2 value is preferable. RMSE 
calculates the average squared difference between estimated 

and actual values. The mean of the residuals in the dataset 
is calculated by MAE. To assess the forecasting model’s 
accuracy, R2 provides a fitted regression line. The employed 
statistical indices are defined below:-

In addition to the four criteria listed above, an uncertainty 
analysis using the Sequential Uncertainty Fitting algorithm ver-
sion 2 (SUFI-2) was performed to assess the model’s depend-
ability and consistency. The analysis was presented in the form 
of a Taylor diagram, violin plot, relative error, and scatter plot.

Results and discussion

Solution representations (architecture and input 
selection)

The input selection process is one of the most critical aspects 
of constructing a forecasting model for assessing the sig-
nificance of a model’s correlation between its inputs and 
outputs. The model-free technique was chosen to be applied 
to the model in this study, which leverages existing data for 
training, testing, and validation of the forecasting model. 
Table 2 displays the four streamflow vector input scenarios 
considered in this study as inputs for the AI-based model. 

(7)RSME =

√√√
√1

n

n∑

i=0

(
xi − xf

)2

(8)R2 = 1 −

∑�
xi − xf
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∑�
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�2
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1
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|||
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Table 1  Rainfall and streamflow 
data details of the five selected 
study areas in Malaysia

Study area ID Location State Latitude (N) Longitude (E)

Rainfall data details
 A 5610063 Sungai Rui, Hulu Perak Perak 05° 36′ 15ʺ 101° 04′ 50ʺ
 B 5007020 Larut & Matang, Sungai Kurau Perak 05° 00′ 43ʺ 100° 43′ 52ʺ
 C 5206032 Selama, Sungai Kerian Perak 05° 13′ 45ʺ 100° 41′ 20ʺ
 D 5128001 Hulu Terengganu Terengganu 05° 08′ 35ʺ 102° 50′ 40ʺ
 E 5710061 Sungai Tasek, Hulu Perak Perak 05° 42′ 30ʺ 101° 00′ 00ʺ

Streamflow data details
 A 5610401 Sg. Rui, Hulu Perak Perak 05° 36′ 10ʺ 101° 03′ 45ʺ
 B 5007421 Larut & Matang, Sg. Kurau Perak 05° 00′ 45ʺ 100° 43′ 55ʺ
 C 5206432 Selama, Sg. Kerian Perak 05° 13′ 45ʺ 100° 41′ 20ʺ
 D 5129438 Sg. Telemong, Hulu Terengganu Terengganu 05° 09′ 00ʺ 102° 55′ 00ʺ
 E 5610401 Sg. Rui, Hulu Perak Perak 05° 36.00′ 10ʺ 101° 03.00′ 45ʺ
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Aside from the input/output vector, a few parameters were 
considered when designing the architecture of the ANN 
standalone model. Different input scenarios and optimal 
network architecture for the proposed model are explored 
and discussed.

However, Scenario 1 is the baseline analysis using only Rt 
as the starting input value of historical RF data. In Scenario 
2, the model will investigate the relationship between Rt−1 
(the starting input value of historical RF data with lag-time 
1) and St−1 (the initial input value of historical SF data with 
lag-time 1). Scenario 3 is an extension of Scenario 2, in 
which additional St−2 and Rt−2, along with all the variables 
in Scenario 2, are analyzed. Finally, Scenario 4 took into 
account all possible input combinations. The preliminary 
step is conducted using only one study area.

The hyperbolic tangent function was used in this study 
through trial-and-error analysis to aid in comprehending 
the complicated large size of the network and reducing the 
time required during the learning process. This hyperbolic 
tangent function delivers output varying from − 1 to 1. A 
momentum (α) value of 0.3 and a learning rate (β) value 
of − 0.3 were utilized during the development process. The 
scale of architecture networks was also examined, includ-
ing the number of hidden nodes. Table 3 shows the simu-
lation results of the ANN standalone forecasting model in 
four scenarios. Based on the overall consideration, an ANN 
architecture was utilized to predict the one-step ahead of 
monthly streamflow forecasting, with input variable based 
on scenario 3.

Similarly, the BA parameters utilized to improve the 
ANN were acquired. In addition to the parameters required 
in the ANN model, several parameters must be put into 
consideration in an effort to regulate the bat’s echoloca-
tion wave that would allow it to find its prey. The optimal 
value of population size, iteration, pulse rate, and loudness 
was recognized by carrying out the trial-and-error method. 
Table 4 shows the simulation results of the hybrid BA-ANN 
forecasting model in four scenarios. Based on the overall 
assessment, a population size of 5, a pulse rate of 0.35, 
and a loudness of 0.2 were obtained. The best architecture 
for the proposed work is with an input variable based on 
scenario 3.

Statistical evaluation of proposed model at five 
selected study areas

Tables 5 and 6 summarize the reservoir performance indica-
tors based on the best input scenario, scenario 3. Notably, 
the hybrid BA-ANN models outperform the standard ANN 
model across all metrics. One of the comparison aspects 
is the computational time. The shorter time needed for the 
proposed work indicates that BA improves the searchability 
rate of the ANN model toward the global optimum. The 
sped-up convergence rate is essential in reservoir streamflow 

Table 2  Basis of the equations for all four scenarios of the forecasting 
models

Scenario Input Output

1 Rt S0

2 Rt−1 + St−1 S0

3 Rt−2 + St−2 + Rt−1 + St−1 S0

4 Rt−2 + St−2 + Rt−1 + St−1 + Rt S0

Table 3  Simulations of ANN standalone forecasting model in four 
scenarios

Scenario 1 2 3 4

Iteration 550 250 300 350
Hidden layer 2 2 2 2
Elapsed time (s) 54 29 33 47
RMSE  (m3/s)
 Train 0.129 0.116 0.093 0.091
 Test 0.134 0.121 0.121 0.117
R
 Train 0.783 0.900 0.973 0.978
 Test 0.642 0.820 0.962 0.951
R2

 Train 0.782 0.882 0.955 0.953
 Test 0.570 0.798 0.932 0.937

MAE  (m3/s)
 Train 0.035 0.014 0.003 0.005
 Test 0.047 0.015 0.006 0.007

Table 4  Simulations of hybrid BA-ANN forecasting model in four 
scenarios

Scenario 1 2 3 4

Population 5 5 5 5
Iteration 450 450 200 400
Hidden layer 1 1 1 1
Elapsed time (s) 44 46 21 39
RMSE  (m3/s)
 Train 0.135 0.098 0.085 0.089
 Test 0.138 0.117 0.113 0.115
R
 Train 0.780 0.856 0.980 0.977
 Test 0.641 0.746 0.974 0.963
R2

 Train 0.770 0.867 0.983 0.987
 Test 0.583 0.744 0.948 0.970

MAE  (m3/s)
 Train 0.035 0.022 0.004 0.004
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forecasting, particularly in real-time forecasting, as it can 
provide more time for the operator to make crucial decisions 
when an impeding shortage/overflow occurs. The results 
also indicated that the ANN standalone model has several 
limitations, particularly during local convergence, influenc-
ing the time-consuming speed convergence. The results 
are consistent with the findings in the study by Zaini et al. 
(2018). They did, however, anticipate the streamflow using 
additional meteorological characteristics as input, which 
were not included in this study. The additional parameter 
could have affected the accuracy of the model. The current 
study demonstrates that the proposed work might still per-
form effectively without the extra meteorological factors.

The proposed models can achieve higher accuracy of 
streamflow forecasting value than the standard ANN model 
while maintaining a faster convergence rate. For instance, 
from the result of the hybrid model simulation in Table 6, 
it can be deduced that at 200 iterations, the average testing 
value for RMSE of all five study areas is 0.116  m3/s, as 
opposed to 0.103  m3/s value of that standard ANN model. 
Study area D has the lowest RMSE for training among the 
study areas based on the proposed model, at 0.085  m3/s, 
while study area B has the highest, at 0.096  m3/s. Study area 
D maintains the lowest RMSE testing result of 0.113  m3/s, 
whereas study area C has the highest at 0.119  m3/s, trailing 
study area B. While the proposed hybrid approach decreases 
RMSE by 20%, the R2 measure only results in a minor mar-
ginal increase, revealing that the R2 metric might not be suf-
ficient to assess their effectiveness. As presented in Tables 5 
and 6, superior exploitation and exploration elements of BA 
improve the searchability of ANN by minimizing the risks 

of being caught in local optimums, resulting in increased 
streamflow forecasting accuracy.

To visualize the capability of ANN, whose works with-
out explicit knowledge of the underlying physical process, 
in forecasting the streamflow, the observed and forecasted 
streamflow for all five study areas were plotted and are 
shown in Fig. 4. The typical ANN model is unable to reli-
ably estimate low streamflow in all five locations, worsening 
the situation when there is water scarcity. Peak flow is regu-
larly overestimated or underestimated by the model, causing 
the reservoir to overflow, especially during periods of severe 
rain. With the addition of BA to ANN, the proposed model 
can accurately estimate whether the flow is at its peak or its 
minimum.

Supplementary analysis (all scenarios in each study 
area)

The preceding section emphasizes a single scenario, sce-
nario 3, as it was proven to be the best input scenario for 
ANN and hybrid models. However, as stated in Sect. 4.1, it 
was only applied to study area D as a preliminary stage for 
testing the various derived scenarios and model architec-
ture. With the optimized parameters tabulated in Sect. 4.1, 
the models were developed for other study areas, but only 
the 3rd scenario was adopted. The models were developed 
for additional study areas using the optimized parameters 
reported in Sect. 4.1. However, as the only adopted sce-
nario was the 3rd scenario, it poses the issue of whether the 
proposed paradigm applies to other cases. Therefore, it is 

Table 5  Statistical test 
performance of the ANN 
standalone model at five 
selected study areas

Study area Time taken (s) RMSE  (m3/s) R2 MAE  (m3/s)

Train Test Train Test Train Test

D 33.0 0.093 0.121 0.955 0.932 0.003 0.006
A 32.0 0.107 0.154 0.973 0.949 0.003 0.003
B 33.0 0.096 0.138 0.970 0.960 0.006 0.008
C 31.0 0.112 0.149 0.923 0.914 0.003 0.005
E 32.0 0.108 0.152 0.976 0.930 0.004 0.003
Average 32.2 0.103 0.143 0.959 0.937 0.004 0.005

Table 6  Statistical test 
performance of the hybrid 
BA-ANN model at five selected 
study areas

Study area Time taken (s) RMSE  (m3/s) R2 MAE  (m3/s)

Train Test Train Test Train Test

D 21.0 0.085 0.113 0.983 0.948 0.004 0.006
A 22.0 0.094 0.115 0.993 0.967 0.003 0.007
B 21.0 0.096 0.116 0.986 0.926 0.002 0.003
C 20.0 0.087 0.119 0.959 0.949 0.001 0.002
E 23.0 0.095 0.117 0.955 0.966 0.003 0.005
Average 21.4 0.091 0.116 0.975 0.951 0.003 0.005
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crucial to validate the findings further by applying them to 
the remaining study areas adopted in this study.

The findings tabulated in Table 7 and Fig. 5 demonstrate 
that scenario 3 remains the best scenario even when applied 

to the other four study areas, as evidenced by the lowest 
RMSE value compared to another scenario. Given that all 
of the analyses imply scenario 3, it is plausible to assume 
that the elements to be considered for the equation in SF 
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Fig. 4  Streamflow simulation and forecast for all study areas

Table 7  Results of trial and 
error for all scenarios in each 
study area

Scenario Parameter (testing) Study area

D A B C E

RMSE RMSE RMSE RMSE RMSE

1 Rt = S0 0.135 0.162 0.152 0.141 0.151
2 Rt−1 + St−1 = S0 0.138 0.171 0.151 0.141 0.170
3 Rt−2 + St−2 + Rt−1 + St−1 = S0 0.113 0.115 0.116 0.119 0.117
4 Rt−2 + St−2 + Rt−1 + St−1 + Rt = S0 0.131 0.166 0.146 0.152 0.173



Applied Water Science (2023) 13:30 

1 3

Page 9 of 16 30

forecasting should include: (1) Rt−1 (initial input value of 
historical RF data with lag-time 1), and (2) Rt−2 (initial input 
value of historical RF data with lag-time 2), (3) St−1 (initial 
input value of historical SF data with lag-time 1), (4) St−2 
(initial input value of historical SF data with lag-time 2), 
and (5) S0 (initial output value of forecasted SF data). In 
conclusion, identifying the best scenario equation to apply to 
the model is critical since insufficient input data frequently 
underperformed (scenario 1), while too much input has a 
detrimental impact (scenario 4).

Multi‑step ahead forecasting analysis

In real-time circumstances, being able to foresee each con-
ceivable event utilizing time series forecasting would be a 
great benefit. It would be highly motivating to be able to 
acquire exact, accurate time series, especially in the field of 
engineering. An iterative forecasting approach was used to 
forecast future SF in all research areas from 2021 to 2025, a 
total of five years, in order to assess the developed model’s 
capabilities in multi-step-ahead forecasting (60 months). 
However, it is worth noting that the cumulative error in the 
prediction is carried into the subsequent forecast in the itera-
tive forecasting process, resulting in an increased error in 
streamflow accuracy. The results of the multi-step forward 

forecasting are best represented graphically, as shown in 
Fig. 6.

Figure 7 depicts the likely maximum and lowest fore-
casted streamflow, which provides a discussion to clarify 
such results from Fig. 6. The value of SF for study area 
D, which served as the preliminary, ranges from 10.00 to 
70.00  m3/s. The highest value, 77.87  m3/s, was predicted to 
occur in May 2022, while the lowest value, 0.88  m3/s, was 
forecasted to occur in January 2021. The SF value in study 
area A ranged from 2.00  m3/s to 6.00  m3/s. May 2023 was 
anticipated to have the highest value, at 7.68  m3/s, while July 
2023 was predicted to have the lowest value, at 1.60  m3/s. 
The value of SF varied in study area B from 5.00 to 45.00 
 m3/s. The anticipated values were for the maximum value to 
occur in August 2021 at 53.10  m3/s and the lowest value to 
occur in April 2022 at 3.68  m3/s. Next, in study area C, the 
value of SF fluctuated from as low as 20.00  m3/s to as high 
as 65.00  m3/s. The estimated peak value for May 2023, 65.81 
 m3/s, is expected to fall to the anticipated minimum value for 
February 2024, 2.15  m3/s, around nine months later. Finally, 
the value of SF fluctuated from 2.00 to 5.00  m3/s for study 
area E. Forecasted SF data reveal that they will be at their 
highest in May 2023, as they will reach a value of 7.68  m3/s 
and at their lowest, in February 2025 as they will be at 1.57 
 m3/s.

Fig. 5  Summary of sensitiv-
ity analysis (SA) results for all 
scenarios in each study area
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Uncertainty assessment

A 95% confidence interval (95 CI) was established to exam-
ine the performance uncertainty in the developed model. 
The p-factor and r-factor, two essential statistical param-
eters, were computed to show the degree of uncertainty 
(Fig. 8). These two components have distinct interpretations 
of outcomes, with a better-trained model having a p-factor 
around one and an r-factor near zero. Numerically, study 
area A scores the highest p-factor value, at 0.996 (99.6%), 
followed by study area C, which scores 0.992 (99.2%). Study 
area E got the lowest value, with 0.986 (98.6%), while study 

areas D and B both have 0.990 (99.0%). The r-factors for the 
five reservoir study areas are 0.01, 0.017, and 0.013, with 
study area E being the best, study area D being the worst, 
and study areas A, B, and C being comparable. In general, 
p-factors larger than 0.7 and r-factors greater than 1.5 are 
considered statistically significant. Despite the worst p-fac-
tor value of 0.986 and r-factor value of 0.017, the models 
surpass the critical value significantly. The goodness-of-fit 
indices, such as the optimum average (dx) value being close 
to or equal to zero, may be used to quantify the uncertainty 
in streamflow forecasting. The lowest dx value in study areas 
A and E might indicate that the model captured a majority 

Fig. 6  Forecasted streamflow 
data of all five study areas for 
2021–2025
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of the underlying information in that streamflow time series. 
Meanwhile, study areas B, C, and D have dx values greater 
than 0.15. A notable observation here is that the p-factor 
and r-factor may have modest changes between study areas, 
necessitating the use of the dx as the variances in value were 
rather considerable and obvious.

Graphical representation of the proposed model 
proficiency

The inevitable concern is whether the same level of 
achievement will be maintained in subsequent years. To 
further compare the model performance, some graphical 

representations, including relative error, scatter plots, and 
Taylor and violin diagrams, were utilized to show the find-
ings gained from the best input combination.

Taylor diagrams based model performance The Taylor dia-
gram is a diagnostic metric through a simple visual repre-
sentation of model performances versus available data. The 
Taylor diagram for each of the five study areas is shown in 
Fig. 9. The terms R, RMSE, and SD demonstrate how com-
parable the observation records and prediction models are.

First and foremost, the placement of the developed model 
at each study area in the Taylor diagram shows a vital dis-
covery. As every model falls inside the black dashed line, 

Fig. 8  Summary of SUFI-2 
results for hybrid BA-ANN 
model in all five study areas
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they all tend to underestimate the variability of streamflow at 
their respective study area. Despite this, study areas B and E 
are relatively closer to their measured streamflow compared 
to the others. The fact that streamflow variability is gener-
ally underestimated may be due to the models’ inadequacy 
in capturing streamflow during peak flows. Study area E 
typically performs the poorest in all three statistics through-
out the validation period. Study area D did the best with an 
RMSE value of 0.113  m3/s and the highest value of R at 
0.974. It should be observed that the simulated pattern that is 
closest to the reference point fits the data well. The remain-
ing study areas performed averagely, with approximately an 
identical R correlation. Among the study areas with identical 
R correlation values, study area B is significantly closer to 
the observations and has a comparable standard deviation. 
In the meanwhile, study area A is less susceptible to spatial 
variability than study area B.

Violin diagrams based model performance A violin plot, 
as explained in the previous section, is a way of plotting 
numeric data to analyze the percentile ranking of accura-
cies, which includes the maximum and minimum value of 
the data, the median, and the interquartile range, together 
with the entire distribution of the simulated streamflow. 
Violin plot is another method used to compare the distribu-

tion of output models with reality. Violin plot is similar to 
a box plot with a more visible display and a more detailed 
description of the difference between the underlying distri-
butions. Each violin plot’s denser section demonstrates that 
the streamflow distribution is at its greatest in that range 
of values. The violin plots’ tips display the range of values 
without filtering outliers and background noise.

The findings are recorded in Table 8 and presented in 
Fig. 10. The shape of the density mass function is highly 
comparable to observations in all five study areas. Never-
theless, a deeper look revealed increased dispersion and 
skewness in the study area D streamflow, as indicated by 
the highest 23.86  m3/s generated. Accordingly, upstream 
regions of study area B models have the highest likelihood 
of streamflow values (higher density), with an error of 0.42 
 (m3/s) as opposed to 0.03  (m3/s) in study area A. Despite 
having an average error of 0.15  m3/s, there is a minor dif-
ference among such study areas; study areas D, A, and E 
all have comparable relative tails to recorded values at the 
upstream discharge, but B and C have longer tails. Except for 
the study area C model, which underestimated streamflow in 
the 25th percentile, other study area models overestimated 
streamflow in the 25th percentile. However, such variances 
are negligible, with a range difference between 0.41  m3/s 
at study area B and 0.12  m3/s at study area D. The 75th 

Table 8  Summary of violin plot at all five study areas

where His = observed streamflow, Sim = predicted streamflow

Study area Data Max.  (m3/s) Upper  (m3/s) Quad. 3  (m3/s) Med.  (m3/s) Quad. 1  (m3/s) Min.  (m3/s)

D His 172.74 19.82 10.25 5.96 3.82 0.40
Sim 148.88 19.75 10.40 6.33 3.94 0.40
Error 23.86 0.07 0.15 0.37 0.12 0.00

A His 9.68 5.52 3.59 2.80 2.25 0.40
Sim 9.75 5.55 3.80 2.97 2.41 0.52
Error 0.07 0.03 0.21 0.17 0.16 0.12

B His 90.52 48.52 26.39 17.05 11.11 2.52
Sim 89.99 48.94 26.96 17.52 11.52 2.42
Error 0.53 0.42 0.57 0.47 0.41 0.10

C His 95.94 63.26 35.34 22.68 15.03 0.98
Sim 96.96 63.10 35.34 22.98 14.98 1.38
Error 1.02 0.16 0.00 0.30 0.05 0.40

E His 9.68 5.52 3.59 2.80 2.27 0.40
Sim 10.11 5.46 3.64 3.01 2.40 0.40
Error 0.43 0.06 0.05 0.21 0.13 0.00

Avg. Error 5.18 0.15 0.20 0.30 0.17 0.12
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percentile found a similar result in all study areas as the 25th 
percentile, albeit with minor variance. For instance, a similar 
trend can be found in study areas D, A, and B, although with 
a worse outcome than the 25th percentile error. Besides, 
study area C is performing better at the 75th percentile than 
the 25th percentile, indicating that the model can forecast 
the peak flow relatively better than the low flow.

Scatter plots and  relative errors based model perfor-
mance The scatter plot of the estimated and observed 
streamflow was generated in this section. As seen in Fig. 11, 
shifting to the right raised both the X and Y values. As a 
result, all five sites showed a favorable association between 
historical and simulated data, with an R2 value of more than 
0.9. Furthermore, the computed relative error (RE) of the 
simulated data versus historical data for all five study areas 
revealed that the RE ranged from 1.39 to 2.51%. Study area 
A has the highest RE, at 2.51%, followed by E, at 2.49%. 
The RE is 1.57% at study area D and 1.44% at study area 
B, respectively. Finally, study area C scores the lowest, and 
hence the best, RE of 1.39%. The findings are shown in 
Fig. 12.

Conclusion and recommendation

In this study, an evolutionary AI-based model is developed 
and assessed for multi-time scale streamflow forecast-
ing, with bat algorithm (BA) adopted, as an optimization 
approach, to search for the optimal set of weights and biases 
of the artificial neural network (ANN). The superior explo-
ration and exploitation of BA can significantly improve the 
performance of ANN in achieving better forecasting accu-
racy. The effects of a few elements, including historical 
streamflow (SF) and rainfall (RF) data, were assumed to be 
significant contributors to the river’s upstream entry into 
the reservoir.

The experimental verification on five selected study areas 
offered substantial evidence of the proposed work’s appli-
cability and dependability in all the adopted performance 
indicators. It is validated using uncertainty analysis using 
SUFI-2 that the results produced from the proposed hybrid 
model exceeded 95% for the p-factor and the average dis-
tance values for all study regions were near zero. Besides, 
a further implication of the research is that BA as an 

Fig. 10  Violin plot for all study areas: a study area D, b study area A, c study area B, d study area C, and e study area E



 Applied Water Science (2023) 13:30

1 3

30 Page 14 of 16

optimization tool is well compatible with ANN in address-
ing nonlinear and complex time series. BA performs well in 
pure optimization, although it differs somewhat from how 
the ANN model learns. This research suggests that BA can 
train an ANN model with adequate generalizability, as indi-
cated by the reduced RMSE in the testing dataset (unfore-
seen). As this study may have indicated, the execution of the 
proposed work differed from case to case. It could provide 
valuable insight to other academic academics in their stud-
ies on regulating the discharge of hydroelectric water under 
different conditions using an effective streamflow forecast-
ing technique. Last but not least, the proposed work has the 
potential to be further extended to deep learning models, 
which are possibly more complex with the additional param-
eters to be optimized.

The work conducted for this research unquestionably 
necessitates additional research to be carried out in the 
future. For future work, the outcomes of this research deliver 
the insights as follows:-

(a) The association between existing data on climate, 
hydrology, and land use must be examined in more 
depth to investigate the components of SF forecasting.

(b) The proposed forecasting model of this study could be 
extended to additional study areas in diverse geographi-
cal locations, climate zones, and land-use activities.

(c) The hybrid BA-ANN model can be integrated with 
other deterministic models (i.e., Info Works RS) to 
enhance the management of SF.

(d) The hybrid BA-ANN model can be used with another 
expert system (for example, fuzzy approaches) to 
develop a more comprehensive SF short-term and long-
term monitoring strategy.
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Fig. 12  Results of relative error 
(RE) of hybrid BA-ANN for all 
five study areas
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