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Abstract
Groundwater is one of the most important natural resources in the world and is widely used for irrigation purposes. Ground-
water quality is affected by various natural heterogeneities and anthropogenic activities. Consequently, monitoring ground-
water quality and assessing its suitability are crucial for sustainable agricultural irrigation. In this study, the suitability of 
groundwater for irrigation was determined by using sodium adsorption ratio (SAR), residual sodium carbonate (RSC), Kelly 
index (KI), percentage of sodium (Na%), magnesium ratio (MR), potential salinity (PS) and permeability index (PI). The 
groundwater samples were collected and analyzed from 37 different sampling stations for this purpose. Along with suit-
ability analysis, artificial neural network (ANN) and adaptive neuro-fuzzy inference system (ANFIS) models were used to 
predict irrigation water quality parameters. The models were evaluated by comparing the measured values and the predicted 
values using the statistical criteria [coefficient of determination (R2), mean absolute error (MAE), root mean square error 
(RMSE) and Nash–Sutcliffe efficiency (NS)]. In the estimation of all irrigation water quality parameters, the ANN model has 
performed much higher compared with the ANFIS model. Spatial distribution maps were generated for measured and ANN 
model-estimated irrigation water quality indices using the IDW interpolation method. Spatial distributions of groundwater 
quality indices revealed that MR was higher than the allowable limits in most of the study areas and the other quality criteria 
were within the permissible limits. It has been determined that the interpolation maps obtained as a result of artificial intel-
ligence methods have appropriate sensitivity when compared with the observed maps. Based on the present findings, ANN 
models could be used as an efficient tool for estimating groundwater quality indices in unsampled sections of the study area 
and the other regions with similar conditions.

Keywords Artificial neural networks · Adaptive network-based fuzzy inference system · Irrigation suitability · Principal 
component analysis · Spatial distribution

Introduction

Groundwater is considered as the primary source of water in 
case of proper or insufficient surface water supply. For this 
reason, groundwater quality has emerged as one of the most 
critical environmental problems encountered in the last few 
decades (Ravichandra and Chandana 2006). Groundwaters 
are used for domestic purposes and as an irrigation water 

resource. Therefore, groundwater quality should be deter-
mined and evaluated regularly (Arslan 2017). Natural and 
anthropogenic factors significantly influence groundwater 
quality, and such effects may impair groundwater quality for 
domestic uses and irrigation (Mallick et al. 2018). Irrigation 
water quality is an essential issue since bad quality water 
destroys soils and thus plant cover (Barik and Pattanayak 
2019).

Irrigation water quality plays an important role in 
improving soil conditions, crop yields and the development 
of agricultural economics. Groundwater quality is mainly 
dependent on anion and cation concentrations. Various clas-
sifications are available for irrigation water quality. Electri-
cal conductivity (EC) and sodium adsorption ratio (SAR) 
are the most significant factors used in these classifications. 
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Besides these parameters, residual sodium carbonate (RSC), 
Kelly index (KI), percentage of sodium (Na%), magnesium 
ratio (MR), potential salinity (PS) and permeability index 
(PI) are also used in irrigation water quality assessments and 
classifications. Many studies have assessed the groundwa-
ter quality to investigate its suitability for irrigation (Bhu-
nia et al. 2018; Mokoena et al. 2020; Sarkar et al. 2022). 
Lanjwani et al. (2020) conducted a study in Pakistan with 
groundwater samples taken from 25 groundwater wells and 
investigated water quality parameters (SAR, Na%, KI and 
PI) to assess the suitability of groundwaters for irrigation. 
The results of water quality for irrigation indicated that 
60–80% of the samples were suitable for irrigation.

It is crucial to investigate the groundwater quality of any 
region to determine its suitability for drinking, agricultural 
and industrial purposes (Todd 1959). However, various 
challenges are encountered during assessing water quality 
in a region, such as large-scale sample collection and data 
processing, which is often time-consuming and expensive 
in terms of equipment, chemicals and human resources 
(Tiyasha et al. 2020). Therefore, there is an urgent need to 
develop a model for estimating the water quality parameters 
of groundwater (Awadh et al. 2020). In this sense, artifi-
cial intelligence techniques can be an effective and reliable 
approach for estimating groundwater quality. Various stud-
ies based on the use of artificial intelligence models such as 
ANN (Al-Waeli et al. 2022; M'nassri et al. 2022), ANFIS 
(Banadkooki et al. 2020; Elzain et al. 2021) and machine 
learning (ML) (El Bilali et al. 2021; Yu et al. 2022) in the 
field of groundwater quality modeling have been conducted 
by different researchers in parts of the world in recent years. 
The results of previous research have shown that artificial 
intelligence (AI) methods are powerful tools for modeling 
groundwater quality parameters. Still, the models’ accuracy 
depends on the input data used and an appropriate model 
structure.

Another important requirement in the assessment of 
groundwater quality is to create a map to identify the areas 
where groundwater is not suitable for irrigation. These maps 
are useful tools for the spatial distribution of groundwater 
quality indices and comparative analysis (Ghazaryan et al. 
2020). Geographical information system (GIS) is largely 
used to gather, analyze and display spatial data and to use 
these data in decision-making processes in various disci-
plines, including geology, geo-environment, etc. (Adimalla 
and Taloor 2020). GIS is a strong technology in the dis-
play of distribution models and assessing the behavior of 
groundwater quality parameters of a basin. The inverse dis-
tance weighted (IDW), ordinary kriging (OK) and empirical 
Bayesian kriging (EBK)-like several deterministic and statis-
tical interpolation methods have been developed to facilitate 
the estimation of unknown points and to form a continuous 
dataset for spatial assessment of the place (Hossain et al. 

2020). In addition, artificial intelligence-based models have 
been successfully used to model the spatial and temporal 
variation of groundwater quality by combining with geo-
graphic information systems (Gholami et al. 2022). Sahour 
et al. (2020) compared statistical (multiple linear regres-
sion (MLR)) and machine learning (deep neural networks 
(DNN), extreme gradient boosting (EGB)) techniques to 
map the spatial distribution of groundwater salinity on the 
Caspian coast. The results showed that the combination of 
field sampling and machine learning techniques is useful for 
modeling and mapping groundwater salinity.

In order to ensure sustainable water management in 
agricultural production in the study area, it is necessary to 
determine the suitability of groundwater for irrigation pur-
poses and to take required precautions in a timely manner. 
Therefore, the main objectives of this study were i) to evalu-
ate the suitability of groundwater quality for agricultural 
purposes in the study area with various quality indices such 
as sodium adsorption ratio (SAR), residual sodium carbon-
ate (RSC), percentage of sodium (Na%), potential salinity 
(PS), magnesium ratio (MR), permeability index (PI) and 
Kelly index (KI), (ii) to estimate the irrigation water quality 
indices using ANN and ANFIS models, (iii) to evaluate the 
performance of each model using accuracy measures and 
(iv) to model the spatial distribution of irrigation water qual-
ity indices using an integrated GIS approach with artificial 
intelligence-based techniques. These techniques will assist 
in the implementation of site-specific remedial measures for 
sustainable irrigation water management.

Materials and methods

Study area

The study area is located within the boundaries of Bozyazi 
town of Mersin province on the south of the Central Medi-
terranean Region between 33°3′–33°7′ east longitudes and 
36°6′–36°8′ north latitudes and covers 6.3  km2 of agricul-
tural lands (Fig. 1). A typical Mediterranean climate is 
dominant in the study area; summers are hot and dry, and 
winters are warm and rainy. According to long-term aver-
ages for Mersin province, December is the rainiest month 
(139.6  mm) and August is the driest month (6.9  mm). 
Annual total precipitation is 615.8 mm. The greatest aver-
age temperature is recorded in August (31.5 °C) and the 
lowest in January (6.2 °C) (Anonymous 2020). Besides 
banana, peanut, citrus species and early vegetable produc-
tion are common in the region. There are not any irrigation 
and drainage facilities in the study area, and irrigations are 
performed only with groundwaters. It is also the first study 
to investigate the hydrochemical properties of groundwater 
in this region.
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The geology of the study area is constituted by the rocks 
ranging in age from Cambrian to Recent or Quaternary 
deposits (Fig. 2). These rocks consist of Early Paleozoic 

carbonates and clastics and platform carbonates from Meso-
zoic to Early Tertiary. The quaternary formations are repre-
sented by undifferentiated quaternary, while the Ordovician 

Fig. 1  Location of the studied area

Fig. 2  Geologic map of the study area (modified from geologic map of MTA, 1/500 000 scale)
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and the Eocene sediments are represented by clastic and 
carbonate rocks. The aquifer systems are developed in the 
clastic and carbonate rocks (such as dolomites) and undif-
ferentiated quaternary deposits (Fig. 2).

Sampling and data

Water samples were taken from 37 deep wells before the 
irrigation season (June 2018). According to the central 
limit theorem (CLT), as the sample size (n) increases, the 
sampling distributions will approach the normal distribu-
tion. This should be true regardless of whether the source 
population is normal or skewed, provided the sample size 
is sufficiently large (usually n ≥ 30) (Kwak and Kim 2017). 
Therefore, considering this theorem and the total size of the 
study area, the number of samples was determined as 37. 
The locations of all sampling points are illustrated in Fig. 1.

Wells were operated for 10 min, and then, the samples 
were taken into polyethylene bottles and preserved at + 4 °C 
until the analyses. Before the analyses, the samples were 
filtered through 0.45-µm acetate cellulose filter papers. To 
determine the characteristics of groundwaters, the sam-
ples were subjected to EC (dS/m), pH,  Na+ (meq/L),  K+ 
(meq/L),  Ca2+ (meq/L),  Mg2+ (meq/L),  CO3

2− (meq/L), 
 HCO3

− (meq/L),  SO4
2− (meq/L) and  Cl− (meq/L) analyses. 

All analyses were performed according to the standard pro-
cedures given in the American Public Health Association 
manual (APHA 2005). Groundwater pH values were meas-
ured with a pH meter (Jenway-3510), and EC was measured 
with a conductivity meter (Jenway-4510).  Ca2+ and  Mg2+ 
concentrations were determined with EDTA titration.  Na+ 
and  K+ concentrations were determined with the use of a 
flame photometer. Sulfuric acid titration was used to deter-
mine carbonate  (CO3

2−) with phenolphthalein indicator and 
bicarbonate  (HCO3

−) with methyl orange indicator. Sulfate 
 (SO4

2−) content was determined by the UV spectrophoto-
metric method. Chloride  (Cl−) was determined with the use 
of potassium chromate indicator and silver nitrate titration.

Irrigation water quality parameters

To assess the suitability of groundwaters for irrigation, SAR, 
RSC, Na%, PS, MR, PI and KI values were calculated using 
anion and cation concentrations. The following equations 
were used to calculate the relevant parameters [Eqs. (1)–(7)]:

Richards (1954)

Raghunath (1987)

(1)
SAR =

Na+√
(Ca2++Mg2+)

2

Wilcox (1955)

Delgado et al. (2010)

Szabolcs and Darab (1964)

Doneen (1964)

Kelly (1940)

In Eqs. (1)–(7), the concentration of all parameters was 
expressed in meq/L.

Modeling of irrigation water quality parameters

In this study, two artificial intelligence methods are applied 
for the estimation of irrigation water quality parameters, 
namely artificial neural networks (ANN) and adaptive neuro-
fuzzy inference system (ANFIS). The optimal structure of 
the models was determined using a trial-and-error proce-
dure. Both methods were tested by comparing the predicted 
quality parameters values to the measured values in the test-
ing subset using five statistical coefficients. These methods 
are briefly detailed in the following sections.

Artificial neural network

Feedforward–backpropagation artificial neural network 
architecture was used in this study to estimate ground-
water quality parameters. Multilayer perceptron (MLP) is 
a common ANN approach used in estimation studies. A 
multilayer perceptron network comprises an input layer, 
one or more hidden layers and an output layer. MLP may 
have more than one hidden layer. Theoretical studies con-
firm that a single hidden layer is sufficient for the MLP 
model (Hornik et al. 1989). Therefore, a single hidden 
layer was used in the present study for MLP. A three-layer 

(2)RSC =
[
HCO−

3
+ CO2−

3

]
−
[
Ca2+ +Mg2+

]

(3)Na% =
Na+ + K+

Ca2+ +Mg2+ + Na+ + K+
× 100

(4)PS =

[
Cl− +

1

2
SO2−

4

]

(5)MR =

[
Mg2+

Ca2+ +Mg2+

]

(6)PI =

�
Na+ +

√
HCO−

3

Ca2+ +Mg2+ + Na+

�

(7)KI =

[
Na+

Ca2+ +Mg2+

]
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MLP architecture generated within the scope of the present 
study is presented in Fig. 3. A series of neurons and nodes 
were arranged in each layer. Neurons of each layer are con-
nected to neurons of the subsequent layer with weights.

The training algorithm is a mathematical formulation 
optimizing error functions to change connection weights 
(Dinkar 2017). Although there are many different train-
ing algorithms in the literature, it is not always easy 
to determine which training algorithm will give more 
accurate results for a particular problem (Haykin 1999; 
Saraçoğlu 2008). The long training time and the need for 
many iterations of the gradient descent technique used in 
most backpropagation applications are the disadvantages 
of this method. Another backpropagation technique, Lev-
enberg–Marquardt’s (LM) weight optimization approach, 
offers a solution to overcome this problem (Cigizoglu and 
Kişi 2005). In the present study, Levenberg–Marquardt 
backpropagation (LM) training algorithm was used to train 
ANN. As a transfer function, tansig was used in the input 
layer and purelin was used in the output layer. The math-
ematical function of the ANN is given by:

where iw, lw and b1, b2 are the connection weights and 
the bias of the networks, respectively; x is the number of 

(8)Output =

m�
k=1

⎛⎜⎜⎜⎝

⎡⎢⎢⎢⎣
2

1 + exp
�
−2

�∑m

j=1

∑n

i=1

�
(iw(i, j)x(i) + b1(j)

��� − 1

⎤⎥⎥⎥⎦

⎞⎟⎟⎟⎠
lw(k)b2

input variables; and n and m are the number of neurons in 
the input and hidden layers, respectively. ANN construc-
tion parameters (iw, lw, b1 and b2) obtained for each water 
quality parameter after adequate data training are given in 
S-Tables 1–7 (Online Resource 1–7).

The optimum number of neurons and training itera-
tions in the hidden layer is an essential indicator of ANN 
modeling (Yıldız and Karakuş 2020). In the present study, 
empirical equations of Wanas et al. (1998) and Mishra and 
Desai (2006) were used to determine the number of neu-
rons in the hidden layer and trials were conducted between 
log (N) and (2n + 1), where N is the number of samples in 
dataset and n is the number of input neurons. Then, the 
optimum number of hidden neurons was selected through 
the trial-and-error method. Separation of data into training 
and testing datasets may have significant effects on model 
outcomes. Therefore, the measured dataset was divided 
into two subgroups: 70% of the data for training and 30% 
of the data for testing were used. The training and testing 
data were divided randomly.

Adaptive neuro‑fuzzy inference system (ANFIS)

Adaptive neuro-fuzzy inference system (ANFIS), introduced 
for the first time by Jang (1993), is a combination of an 
adaptive neuro-fuzzy inference system. The ANFIS used in 

Fig. 3  Three-layer MLP archi-
tecture
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the present study is a first-order Sugeno fuzzy model (Jang 
1993). ANFIS takes advantage of a feedforward network 
to investigate the better performing fuzzy decision rules. 
ANFIS uses a specified input–output dataset and forms a FIS 
in which membership functions are arranged using either 
a backward propagation algorithm alone or a combination 
of a backward propagation algorithm and the least-squares 
method (Abdulshahed et al. 2015). Such a case allows the 
fuzzy systems to learn from the modeled data. The Sugeno 
fuzzy structure of the ANFIS model is composed of five 
layers (Fig. 4). ANFIS is designed with the use of various 
model definition approaches of the Sugeno model, including 
grid partition (GP) or subtractive clustering (SC). In the pre-
sent study, GP method was used. In the ANFIS–GP model, 
the input section was divided into rectangular subsections 
using various local fuzzy regions. In the present study, 
three–four variables were used as input variables to esti-
mate water quality parameters and thus ANFIS-GP could be 
applied efficiently. Detailed information about ANFIS model 
could be found in Jang (1993). MATLAB (MathWorks, ver. 
R2015b) was used for ANN and ANFIS analysis.

Input combinations and data normalization

The ANN and ANFIS methods were used to estimate irri-
gation water quality parameters (MR, SAR, KI, PS, RSC, 
Na% and PI). Identifying the input variables is the first stage 
in creating a prediction model. In this study, suitable input 
combinations were determined by correlation analysis (Asa-
dollah et al. 2021). AI-based models are highly sensitive to 
strong correlations between input variables, and principal 
component analysis was used to solve this potential problem. 

Accordingly, for the estimation of each irrigation water qual-
ity parameter, physicochemical properties that have a strong 
correlation with the irrigation water quality indices were 
determined as input and are summarized in Table 1.

Table 1. Input combinations used to model irrigation 
water quality parameters.

The normalization was done for all datasets to improve 
the modeling performance. The normalization equation is 
defined as follows:

where Xi is the observed value, Xn is the normalized value 
of Xi and Xmax and Xmin are the maximum and minimum 
values, respectively.

Figure 5 shows the flow chart of the artificial intelligence 
models used.

(9)Xn =
Xi − Xmin

Xmax − Xmin

Fig. 4  Adaptive neuro-fuzzy inference system (ANFIS) structure

Table 1  Input combinations used to model irrigation water quality 
parameters

Model abbreviation Variable Input parameters

ANN ANFIS SAR EC, pH Na, K
ANN ANFIS RSC EC, K, Mg, Cl
ANN ANFIS Na% pH, Na,  HCO3, Cl
ANN ANFIS PS EC, K, Mg, Cl
ANN ANFIS MR pH, Ca,  CO3

ANN ANFIS PI EC, Na, Cl
ANN ANFIS KI pH, Na, Ca, Cl
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Spatial distribution maps

LI and Heap (2011) reviewed the studies comparing differ-
ent interpolation methods in environmental sciences and 
indicated inverse distance weight (IDW), ordinary kriging 
(OK) and ordinary co-kriging (OCK) methods as the most 
common methods used. In the present study, ArcGIS 10.2 
software and the IDW method were used to generate spa-
tial distribution maps of measured and estimated irrigation 
water quality parameters. This method assumes that the 
value of an unsampled point was the weighted average of 
the values of sampled points surrounding that unsampled 
point (neighborhood) (Longley et al. 2010). Estimated val-
ues are a function of the distance and size of neighboring 
points, and the influence on estimation points decreases 

with increasing distances. For IDW, the power function 
was selected as 2, which is the most common and assumed 
in ArcGIS, and interpolation maps were generated using a 
maximum 15 neighboring points.

Performance criteria

Five different statistical parameters were used to assess the 
performance of ANN and ANFIS models: coefficient of deter-
mination (R2), root mean square error (RMSE), mean absolute 
error (MAE) and Nash–Sutcliffe efficiency coefficient (NS). 
Coefficient of determination [Eq. (10)] defines the correlation 
degrees between the estimated and observed values (Jahani 
et al. 2016):

Fig. 5  Flowchart for artifi-
cial intelligence methods and 
selection of the best model for 
estimation of groundwater qual-
ity parameters
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Root mean squared error (RMSE) (Chai and Draxler 
2014) can be calculated as follows [Eq. (11)]:

The mean absolute error (MAE) (Chai and Draxler 
2014) can be calculated as follows [Eq. (12)]:

Nash–Sutcliffe efficiency coefficient (NS) (Nash and 
Sutcliffe 1970) can be calculated as follows [Eq. (13)]:

where Oi is the observed value, Pi is the estimated value, O 
is the mean of observed value, P is the mean of estimated 
value, N is the number of observations and k is the number 

(10)R2 =

⎛⎜⎜⎜⎝

∑N

i=1

�
Oi − O

��
Pi − P

�
�∑N

i=1

�
Oi − O

�2 ∑N

i=1

�
Pi − P

�2

⎞⎟⎟⎟⎠

2

(11)RMSE =

�∑N

i=1

�
Oi − Pi

�2
N

(12)MAE =

∑��Oi − Pi
��

N

(13)NS = 1 −

∑N

i=1

�
Oi − Pi

�2
∑N

i=1

�
Oi − O

�2

of free parameters used in those models. The best compli-
ance between the estimated and observed values is achieved 
at R2 = 1, RMSE = 0, MAE = 0 and NS = 1.

Results and discussion

Physical and chemical characteristics of irrigation 
water

Physical and chemical characteristics of groundwaters and 
minimum, maximum, mean and standard deviation of irri-
gation water quality parameters are provided in Table 2 
for training and testing datasets. Mean values of randomly 
selected training and testing data were close to each other.

Electrical conductivity (EC) values at 25 °C ranged from 
433 to 1975 dS/m with an average value of 938.54 dS/m for 
the training dataset and 842.18 dS/m for the testing data-
set. The pH is an important indicator of water nature and is 
closely related to the other chemical parameters (Adimalla 
and Wu 2019). The pH of groundwater samples varied 
between 7.23 and 7.92.

Table 2  Descriptive statistics of 
input and output parameters

a Min minimum value
b Max maximum value
c SD standard deviation

Groundwater characteristics Training Testing

Mina Maxb Mean SDc Mina Maxb Mean SDc

Input
EC (µS/cm) 433.00 1975.00 938.54 280.27 435.00 1173.00 842.18 215.20
pH 7.23 7.92 7.65 0.15 7.44 7.84 7.67 0.14
Na+ (meq/L) 0.74 8.74 1.76 1.50 0.87 1.96 1.26 0.35
K+ (meq/L) 0.01 0.15 0.04 0.03 0.01 0.06 0.03 0.01
Ca2+ (meq/L) 1.57 7.06 4.36 1.32 1.72 5.43 3.62 1.09
Mg2+ (meq/L) 2.02 10.00 5.93 1.71 5.09 7.87 6.52 0.99
CO3

− (meq/L) 0.00 1.92 0.73 0.47 0.20 1.44 0.75 0.38
HCO3

− (meq/L) 2.00 6.64 4.62 1.26 1.68 6.96 4.07 1.25
Cl− (meq/L) 1.83 15.55 6.62 2.40 4.27 7.72 6.30 1.08
SO4

2− (meq/L) 0.03 0.55 0.12 0.12 0.02 2.09 0.31 0.59
Output
MR 39.19 79.37 57.47 9.80 52.83 74.69 64.82 6.98
SAR 0.33 3.40 0.79 0.60 0.38 0.82 0.56 0.15
KI 0.06 0.66 0.18 0.14 0.08 0.22 0.13 0.04
PS 1.88 15.62 6.68 2.40 4.35 7.82 6.46 0.98
RSC − 7.87 − 0.96 − 4.95 1.58 − 6.44 − 3.43 − 5.32 0.89
Na% 5.88 40.27 14.71 8.08 7.99 18.34 11.37 3.11
PI 21.97 55.21 32.68 7.95 24.69 33.83 28.69 2.73
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Hydrochemical classification

Piper trilinear diagrams (Piper 1944) have been com-
monly used to understand the hydrogeochemical regimes 
of research areas (Wu et al. 2018). The present study used 
the Piper diagram to determine the hydrochemical types of 
groundwater in the study area. As shown by the Piper dia-
gram (Fig. 6), in all groundwater samples taken from the 
study area, the anions were dominated by  Cl− and the cations 
were dominated by  Mg2+. Chloride is found in almost all 
waters and is obtained from a number of sources, including 
natural mineral deposits, seawater intrusion, agricultural or 
irrigation discharges and industrial effluents (Malcolm et al. 
2007). In the studies, it was concluded that the groundwater 
might be under the influence of seawater in cases where the 
Cl amount is above 250 mg/L (Andreasen et al. 1997). The 
major source of  Mg2+ in groundwater is due to ion exchange 
of minerals in rocks and soils by water (Boateng et al. 2016). 
The majority of the samples fell in mixed Ca–Mg–Cl which 
indicated ion exchange and also reverse ion exchange, 
interactions of rock–water, unsaturated zones reactions and 
anthropogenic influences.

Processes ınfluencing groundwater chemistry

Gibbs diagrams are widely used to demonstrate the relation-
ships between the water composition and the lithological 
features of the aquifer (Gibbs 1970). In general, precipita-
tion, evaporation and rock weathering are the three major 
natural mechanisms determining the water chemistry in the 
study area (Fig. 7). Gibbs plot shows that the rock–water 
interaction and secondly evaporation largely control ground-
water in the study area. This indicates that the dissolution of 
minerals is the most important process controlling ground-
water hydrogeochemistry in the study area.

Correlation analysis

One of the most important steps in developing a data-based 
model is the selection of significant model input variables 
(Muttil and Chau 2007). Correlations analysis (Pearson or 
spearman) could be conducted to select the input param-
eters used in such models. The correlation coefficient 
is a numerical value indicating the statistical relation-
ships between two or more variables (Rauf et al. 2018). 
In the present study, such correlations were investigated 
between 10 input and 7 output parameters. Data normal-
ity was checked with the use of the Kolmogorov–Smirnov 
test. The present data did not have a normal distribution; 
therefore, Spearman’s correlation analysis was used. The 

Fig. 6  Piper diagram of ground-
water samples
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correlations between irrigation water quality parameters 
and physicochemical characteristics of groundwater are 
provided in Table 3. MR had negative correlations with 
EC (− 0.417) and  Ca2+ (− 0.720) and positive correlations 
with pH (0.456) and  Mg2+ (0.536). SAR had highly sig-
nificant positive correlations with  Na+ (0.967) (p < 0.01). 
KI had positive correlations with  Na+ (0.899) and nega-
tive correlations with  HCO3

− (− 0.344). PS had highly 
significant positive correlations with  K+ (0.485),  Mg2+ 
(0.694) and  Cl− (0.988) (p < 0.01) and significant positive 
correlations with EC (0.328) (p < 0.05). RSC had nega-
tive correlations with EC (− 0.365),  Mg2+ (− 0.738) and 

 Cl− (− 0.869). Na% had highly significant positive corre-
lations with  Na+ (0.900) (p < 0.01) and significant nega-
tive correlations with  HCO3

− (− 0.347) (p < 0.05). PI had 
highly significant positive correlations with  Na+ (0.656) 
(p < 0.01) and negative correlations with  Mg2+ (− 0.565) 
and  Cl− (− 0.365). According to Table 2, the parameters 
with the greatest effect on irrigation water quality indices 
were identified as  Na+, EC,  Cl−,  Mg2+,  Ca2+,  HCO3

− and 
pH and the parameters with the least effect were identified 
as K,  CO3 and  SO4.

Fig.7  Gibbs diagram for groundwater samples

Table 3  Spearman correlation coefficients of water quality parameters

*Significant at p < 0.05
**Significant at p < 0.01

EC pH Na+ K+ Ca2+ Mg2+ CO3
− HCO3

− Cl− SO4
2−

MR − 0.417* 0.456** 0.107 0.288 − 0.720** 0.536** 0.060 − 0.315 0.243 − 0.060
SAR − 0.097 − 0.078 0.967** 0.184 − 0.219 − 0.198 − 0.111 − 0.247 0.070 0.099
KI − 0.232 − 0.086 0.899** 0.134 − 0.306 − 0.294 − 0.178 − 0.344* − 0.026 0.093
PS 0.328* 0.111 0.195 0.485** 0.256 0.694** − 0.114 0.146 0.988** 0.096
RSC − 0.365* − 0.100 0.111 − 0.313 − 0.298 − 0.738** 0.042 − 0.165 − 0.869** − 0.099
Na% − 0.235 − 0.078 0.900** 0.147 − 0.306 − 0.292 − 0.180 − 0.347* − 0.020 0.093
PI − 0.289 − 0.208 0.656** − 0.019 − 0.304 − 0.565** − 0.237 − 0.211 − 0.365* 0.059
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Principal component analysis

Factor analysis has been successfully used to obtain sig-
nificant correlations among hydrochemical characteristics 
of groundwater samples (Chen et al. 2006; Mondal et al. 
2010). Jahin et al. (2020) applied multivariate analysis 
to improve the irrigation water quality index (IWQI) in 
Egypt. The results have shown that using principal com-
ponent analysis (PCA) and factor analysis (FA) can con-
trol water quality quickly and inexpensively. In the present 
study, principal component analysis was used to determine 
the input parameters of the artificial intelligence-based 
models to be generated for the estimation of irrigation 
water quality indices. Physical and chemical character-
istics of EC, pH,  Na+,  K+,  Ca2+,  Mg2+,  SO4

2−,  CO3
−, 

 HCO3
− and  Cl− and irrigation water quality indices of MR, 

SAR, KI, PS, RSC, Na% and PI were used in the principal 
component analysis. The results of principal component 
analysis conducted with 37 groundwater samples and 17 
parameters are provided in Table 3. There were five fac-
tors with eigenvalue of greater than 1. These five factors 
explained 88.13% of the total variation. The first eigen-
value explaining 32.83% of total variance constituted the 
first and the main factor. The second, third, fourth and fifth 
eigenvalues were calculated as 4.71, 2.96, 1.57 and 1.27 

and explained 24.81, 15.57, 8.27 and 6.66% of the total 
variation, respectively. The magnitude of eigenvalues was 
used as a criterion to interpret the relationship between 
the groundwater quality parameters and the factors. Liu 
et al. (2003) classified factor loads as: “strong” for > 0.75, 
“medium” for 0.50–0.75 and “poor” for 0.30–0.50. The 
input parameters to be used in the estimation of each 
quality index were determined with the use of correlation 
analysis results and factor loads, as indicated with bold 
values in Table 4.

Artificial neural network (ANN) models 
for groundwater quality

The input parameters used in estimating quality parameters 
to assess the suitability of groundwaters for irrigation and 
the best number of neurons used in the hidden layer and the 
number of iterations are summarized in Table 5. The input 
parameters used in the estimation of irrigation water qual-
ity indices were selected based on the results of principal 
component analysis and correlation analysis. The number 
of neurons in the hidden layer was determined with the use 
of the trial-and-error method. The number of iterations was 
tried to be between 20 and 50 in 10 increments, and resultant 
outcomes were compared to get the best number of itera-
tions. The parameters used in selecting the optimum number 
of neurons in the hidden layer and the best number of itera-
tions have the greatest  R2 and the lowest RMSE and MAE 
values. The performance criteria calculated for each quality 
parameter in the testing dataset are presented in Fig. 8. The 
performance parameters yielding the best outcomes for the 
ANN model are summarized in Table 5.

For estimation of SAR, the greatest  R2 and the lowest 
RMSE and MAE values were achieved with the model with 
five neurons in the hidden layer and 50 iterations (Fig. 8a). 
The model with the best network architecture of 4–5–1 
had R2, RMSE, MAE and NS values of 0.97, 0.05, 0.04 
and 0.97, respectively (Table 6). For RSC with four input 
parameters, five–nine hidden neurons were tried and the best 

Table 4  Rotated factor structure matrix

*Strong (p > 0.75)
**Medium (0.50–0.75)

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5

Na% 0.93* 0.13 0.24 − 0.19 0.01
KI 0.93* 0.20 0.20 − 0.19 0.03
PI 0.90* − 0.21 0.19 − 0.25 − 0.01
SAR 0.89* 0.42 0.08 − 0.09 0.02
Na+ 0.80* 0.56 − 0.03 − 0.01 0.02
PS 0.28 0.95* − 0.08 − 0.01 − 0.03
Cl− 0.29 0.94* − 0.08 − 0.02 − 0.10
RSC 0.35 − 0.87* 0.09 − 0.01 − 0.05
Mg2+ − 0.27 0.76* 0.07 0.53 0.01
K+ 0.59 0.63** 0.10 0.10 − 0.06
EC 0.26 0.63** − 0.60 0.23 0.21
Ca2+ − 0.19 0.23 − 0.94* 0.05 0.06
MR − 0.04 0.32 0.83* 0.34 − 0.06
HCO3

− − 0.11 0.18 − 0.74* 0.39 − 0.02
CO3

− − 0.06 0.05 − 0.07 0.84* 0.10
SO4

2− − 0.12 0.00 0.01 0.15 0.93*
pH − 0.46 0.08 0.35 0.11 − 0.56
Eigenvalue 6.24 4.71 2.96 1.57 1.27
% Total variance 32.83 24.81 15.57 8.27 6.66
Cumulative % 

variance
32.83 57.64 73.21 81.48 88.13

Table 5  Input parameters used in estimation model, number of hid-
den neurons and number of iterations

Variable Input parameters Best number of 
hidden nodes

Iteration

SAR EC, pH,  Na+,  K+ 5 50
RSC EC, K,  Mg2+,  Cl− 5 50
Na% pH,  Na+,  HCO3

−,  Cl− 9 40
PS EC,  K+,  Mg2+,  Cl− 7 30
MR pH,  Ca2+,  CO3

− 4 20
PI EC,  Na+,  Cl− 6 30
KI pH,  Na+,  Ca2+,  Cl− 6 50
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Fig. 8  Effects of number of hidden neurons and iterations in testing dataset of developed ANN models on performance criteria: a SAR, b RSC, c 
Na%, d PS, e MR, f PI and g KI
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Fig. 8  (continued)

Table 6  Performance criteria 
for ANN models

Parameters Network structure Training Testing

R2 MAE RMSE NS R2 MAE RMSE NS

SAR (4–5–1) 1.00 0.01 0.02 1.00 0.98 0.02 0.03 0.97
RSC (4–5–1) 0.97 0.17 0.25 0.97 0.88 0.24 0.3 0.88
Na% (4–9–1) 1.00 0.04 0.07 1.00 0.90 1.20 1.64 0.69
PS (4–7–1) 1.00 0.01 0.02 1.00 0.99 0.07 0.11 0.99
MR (3–4–1) 0.71 3.80 5.14 0.71 0.83 2.95 3.28 0.76
PI (3–6–1) 0.99 0.46 0.67 0.99 0.89 0.88 1.19 0.79
KI (4–6–1) 1.00 0.01 0.01 1.00 0.92 0.01 0.02 0.86
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performance criteria were achieved with five hidden neurons 
and 50 iterations (Fig. 8b). Then, for RCS estimated in the 
testing dataset, R2, RMSE, MAE and NS values were cal-
culated as 0.88, 0.30, 0.24 and 0.88, respectively (Table 6). 
For the models developed for estimation of Na%, the greatest 
R2 was calculated as 0.90 and the lowest RMSE and MAE 
values were calculated as 1.64 and 1.20, respectively, and 
such performance criteria were achieved with nine hidden 
neurons and 40 iterations (Table 6, Fig. 8c). According to 
the four-input model developed for estimation of PS param-
eter, the model with the best performance criteria had the 
network structure of 4–7–1 and such a best performance 
was achieved with 30 iterations (Fig. 8d). For PS model, R2 
was 0.99, NS was 0.99, RMSE was 0.11 and MAE was 0.07 
(Table 6). For the model used in the estimation of MR in 
the testing dataset,  R2, RMSE and MAE values were calcu-
lated as 0.83, 3.28 and 2.95, respectively, and such criteria 
were achieved with 3–4–1 network structure and 50 itera-
tions (Fig. 8e). The model used in the estimation of PI trait 
in which EC,  Na+ and  Cl− were used as input parameters 
had the best network architecture of 3–6–1 and the best per-
formance was achieved with 30 iterations (Fig. 8f). In this 
model, R2 was 0.86, NS was 0.83, RMSE was 1.08 and MAE 
was 0.81 (Table 6). The model developed for estimation of 
KI, in which four input parameters were used, had the best 
network structure of 4–6–1 and the best performance was 
achieved with 50 iterations (Fig. 8g). In this KI model, R2, 
RMSE and MAE values were calculated as 0.92, 0.02 and 
0.01, respectively (Table 6). It was observed that a different 
number of hidden neurons were effective in the estimation 
of various parameters. The models developed had a high 
coefficient of determination and thus yielded more accurate 
estimations. Figure 8 shows the accuracy and reliability of 

the present models developed for parameter estimation. El 
Bilali and Taleb (2020) estimated irrigation water quality via 
using exchangeable sodium percentage (ESP), percentage of 
sodium (Na%), residual sodium carbonate (RSC), perme-
ability index (PI), Kelly index (KI), chloride  (Cl−), magne-
sium ratio (MR) and total dissolved solids (TDS) parameters 
in 300 samples from taken nine stations on four main rivers 
using eight different machine learning methods. EC and pH 
were used as inputs in models. The artificial neural network 
model has performed much higher compared with the sup-
port vector machine.

Adaptive neuro‑fuzzy inference system (ANFIS) 
models for groundwater quality

Model structures of ANFIS-GP models developed for esti-
mation of irrigation water quality indices with ANFIS with 
the different number of membership functions and Gauss-
ian membership function types are compared in Table 7. 
The models developed for SAR estimation yielded better 
performance with 3*3 number of membership functions. In 
the testing dataset of this model, R2, RMSE and NS values 
were calculated as 0.65, 0.12 and 0.29, respectively. In the 
model developed for RSC estimation, better performance 
was achieved with 3*3 number of membership functions 
and R2, RMSE and NS values of this model were calcu-
lated as 0.16, 0.77 and − 0.81, respectively. In the model 
developed for the estimation of Na%, better performance 
was achieved with 3*3 number of membership functions 
and the performance criteria of this model were measured 
as: R2 = 0.63, RMSE = 1.83 and NS = 0.33 (Table 7). The 
model with the best performance for PS parameter had 3*3 
number of membership functions and  R2, RMSE and NS 

Table 7  Performance criteria 
for ANFIS-GP models

Parameters Number of 
membership 
functions

Membership 
function type

Training Testing

R2 MAE RMSE NS R2 MAE RMSE NS

SAR 3*3 gaussmf 1.00 0.00 0.00 1.00 0.65 0.04 0.12 0.29
4*4 gaussmf 1.00 0.00 0.00 1.00 0.63 0.07 0.09 0.60

RSC 3*3 gaussmf 1.00 0.00 0.00 1.00 0.16 1.14 0.77 − 0.81
4*4 gaussmf 1.00 0.00 0.00 1.00 0.08 1.77 0.99 − 3.35

Na% 3*3 gaussmf 1.00 0.00 0.00 1.00 0.63 1.83 2.43 0.33
4*4 gaussmf 1.00 0.00 0.00 1.00 0.78 2.40 3.14 − 0.12

PS 3*3 gaussmf 1.00 0.00 0.00 1.00 0.90 0.22 0.3 0.90
4*4 gaussmf 1.00 0.00 0.00 1.00 0.86 0.33 0.49 0.73

MR 3*3 gaussmf 1.00 0.00 0.00 1.00 0.54 9.74 13.64 − 3.20
4*4 gaussmf 1.00 0.00 0.00 1.00 0.01 10.84 14.54 − 3.77

PI 3*3 gaussmf 1.00 0.52 0.32 1.00 0.52 2.40 1.94 0.15
4*4 gaussmf 1.00 0.29 0.15 1.00 0.09 13.25 5.74 − 24.94

KI 3*3 gaussmf 1.00 0.00 0.00 1.00 0.01 0.06 0.08 − 2.83
4*4 gaussmf 1.00 0.00 0.00 1.00 0.65 0.05 0.06 − 1.75
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values of this model were calculated as 0.90, 0.30 and 0.90, 
respectively. For MR variables, the best performance was 
achieved with 3*3 number of membership functions and R2, 
RMSE and NS values of this model in the testing dataset 
were calculated as 0.54, 13.64 and -3.20, respectively. For 
the models developed to estimate PI parameter, more accu-
rate estimates were achieved with 3*3 number of member-
ship functions and R2, RMSE and NS performance criteria 
of this model were calculated as 0.52, 1.94 and 0.15, respec-
tively. Finally, for the models developed for estimation of KI 
variable, better performance was achieved with 4*4 number 
of membership functions and the performance criteria of 
this model were calculated as: R2 = 0.65, RMSE = 0.06, and 
NS = − 1.75 (Table 7).

Comparison of ANN and ANFIS models

Groundwater quality indices were estimated using ANN and 
ANFIS techniques, and the performance of these methods 
is compared in Table 8. In the testing stage, the  R2 values of 
ANN and ANFIS models for SAR parameters were calcu-
lated as 0.98 and 0.65 and RMSE values as 0.03 and 0.12, 
respectively. For RSC parameter in the testing stage, R2 
values of ANN and ANFIS models were measured as 0.88 
and 0.16 and RMSE values as 0.30 and 0.77, respectively 
(Table 8). For Na% in the testing stage, the ANN model 
had an R2 value of 0.90 and the ANFIS model had an R2 of 
0.63 (Table 8). For PS parameter in the testing stage, the 
ANN model had a greater R2 (0.99) than the ANFIS model 
(R2 = 0.90); the ANN model had a lower RMSE (0.11) value 
than the ANFIS (0.30) model (Table 8). For the MR param-
eter in the testing stage, the ANN model had an R2 of 0.83 
and RMSE of 3.28 and the ANFIS model had an R2 of 0.54 

and RMSE of 13.64. For PI parameter, the greatest R2 (0.89) 
and the lowest RMSE (1.19) were obtained from the ANN 
model. For KI in the testing stage, R2 values of ANN and 
ANFIS models were calculated as 0.92 and 0.65, respec-
tively, and RMSE values were calculated as 0.02 and 0.06, 
respectively. In the testing stage, ANN models had lower 
RMSE values than the ANFIS models, and such cases indi-
cated that ANN models had better calibration capacities for 
relevant data than the ANFIS models. Our findings agreed 
with the results of Singh et al. (2021). MR is the worst pre-
dictive parameter. This may be related to the significant cor-
relation between the input and output variables (Mokhtar 
et al. 2022). The more significant the correlation between 
the input and output variables, the higher the performance of 
the models (Trabelsi and Ali 2022). El Bilali (2021) reported 
that ANN models are less sensitive to input variables. As a 
result, it is important to investigate artificial smart models 
for irrigation water quality index estimation using only phys-
icochemical parameters as input variables.

A Nash–Sutcliffe efficiency coefficient (NS) value of 1 
indicates perfect estimations of that model. Normally, NS 
of greater than 0.8 indicates that the model yielded accurate 
estimations (Shu and Ouarda 2008). The NS values of ANN 
and ANFIS models in the testing stage were, respectively, 
calculated as 0.97 and 0.29 for SAR, as 0.88 and -0.81 for 
RSC, as 0.69 and 0.33 for Na %, as 0.99 and 0.90 for PS, 
as 0.76 and − 3.20 for MR, as 0.79 and 0.15 for PI and as 
0.86 and − 1.75 for KI (Table 8). In the testing stage, the 
majority of NS values of ANN models were greater than 0.8 
and such a case indicated that ANN models yielded reliable 
estimations. The ANN models used to estimate water quality 
parameters yielded greater NS values than the ANFIS mod-
els, and such a case indicated that ANN models had better 

Table 8  Comparison of ANN 
and ANFIS models in training 
and testing stages

Best statistical indicators among all models are marked in bold

Parameters Methods Training Testing

R2 MAE RMSE NS R2 MAE RMSE NS

SAR ANN 1.00 0.01 0.02 1.00 0.98 0.02 0.03 0.97
ANFIS 1.00 0.00 0.00 1.00 0.65 0.04 0.12 0.29

RSC ANN 0.97 0.17 0.25 0.97 0.88 0.24 0.30 0.88
ANFIS 1.00 0.00 0.00 1.00 0.16 1.14 0.77 − 0.81

Na% ANN 1.00 0.04 0.07 1.00 0.90 1.20 1.64 0.69
ANFIS 1.00 0.00 0.00 1.00 0.63 1.83 2.43 0.33

PS ANN 1.00 0.01 0.02 1.00 0.99 0.07 0.11 0.99
ANFIS 1.00 0.00 0.00 1.00 0.90 0.22 0.30 0.90

MR ANN 0.71 3.80 5.14 0.71 0.83 2.95 3.28 0.76
ANFIS 1.00 0.00 0.00 1.00 0.54 9.74 13.64 − 3.20

PI ANN 0.99 0.46 0.67 0.99 0.89 0.88 1.19 0.79
ANFIS 1.00 0.52 0.32 1.00 0.52 2.40 1.94 0.15

KI ANN 1.00 0.01 0.01 1.00 0.92 0.01 0.02 0.86
ANFIS 1.00 0.00 0.00 1.00 0.65 0.05 0.06 − 1.75
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general estimation quality than the ANFIS models. Artifi-
cial intelligence models such as artificial neural networks 
(ANN) and adaptive neuro-fuzzy inference (ANFIS) sys-
tems can model complex and nonlinear variables sufficiently 

accurately (Adamowski et  al. 2012). Numerous studies 
conducted in various disciplines have shown that ANN can 
produce predictions with higher accuracy than traditional 
statistical techniques (Sreekanth et al. 2011; Abyaneh et al. 

Fig. 9  Scatterplot of measured 
versus predicted values for 
training and testing datasets for 
a SAR, b RSC, c Na%, d PS, e 
MR, f PI and g KI
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2011). The results showed that the ANN and ANFIS models 
provide high accuracy for estimating groundwater quality 
parameters, but the ANN model provides more accuracy 
than the ANFIS model on average. The possible reason for 
the better performance of ANN may be because of its ability 
to learn and recognize linear, nonlinear and complex rela-
tions between input and output variables (Mallik et al. 2022). 
It has been confirmed by El Bilali and Taleb (2020), Yıldız 
and Karakuş (2020), Ahmed et al. (2019) that artificial intel-
ligence techniques predict water quality with high accuracy.

Scatter plots of measured and ANN model-estimated 
values of water quality indices in training and testing data-
sets are presented in Fig. 9. The y = x line indicates the 
ideal results. The nearer the data points to that line, the 

better the model outcomes (Ji et al. 2017). Almost all data 
points have a close position to y = x line of all scatter plots. 
The present findings revealed almost a perfect compliance 
between measured and estimated values.

The result of the present study is in agreement with 
the findings by M'nassri et al. (2022), Maroufpoor et al. 
(2020). The methodology used in this study improves the 
prediction of irrigation water quality parameters. In addi-
tion, the use of principal components analysis in the selec-
tion of input parameters increases the prediction reliability 
of the models used (ANN and ANFIS) (Tizro et al. 2021). 
However, this approach should be tested with water quality 
data from different regions and at different periods for the 
same study area.
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Fig. 9  (continued)



 Applied Water Science (2023) 13:15

1 3

15 Page 18 of 23

Fig. 10  Spatial distribution of measured and ANN model-estimated optimum values of groundwater quality parameters: a SAR, b RSC, c Na%, 
d PS, e MR, f PI and g KI
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Spatial distribution of groundwater quality indices

SAR is an important criterion for assessing the suitability 
of water for irrigation since it is the fingerprint of alkaline/
sodium threat on crops (Richards 1954; Todd 1959). SAR 
values of greater than 18 may adversely affect soil struc-
ture and plant development (Richards 1954). The spatial 
distribution of measured and ANN model-estimated SAR 
values is presented in Fig. 10a. The measured and esti-
mated SAR values had similar distributions, and greater 

values were seen in the southeastern section of the study 
area than the other section. SAR values of the study area 
varied between 0.33 and 3.4, and since none of the sam-
ples had a SAR value of greater than 10, the groundwaters 
of the study area were found to be suitable for irrigation.

RSC was calculated to determine the harmful effects of 
carbonate and bicarbonate. High RSC values have highly 
negative impacts on plant growth and development (Kumar 
et al. 2009). Tiwari and Manzoor (1988) indicated that nega-
tive RSC values emerged when the calcium and magnesium 

Fig. 10  (continued)
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ions did not precipitate fully. Additionally, negative (−) RSC 
values indicate the absence of sodium hazard (Eaton 1950). 
The spatial distribution of measured and ANN model-esti-
mated optimum RSC values is presented in Fig. 10b. The 
measured and estimated RSC values exhibited quite similar 
distributions, and greater values were observed locally in the 
middle of the study area. Since RSC values of the study area 
were lower than 1.25 meq/L, the present groundwaters were 
found to be suitable for irrigation.

The sodium of irrigation waters is generally expressed 
in the percentage of sodium (Na%). It is among the most 
common parameters used to assess the suitability of ground-
waters for irrigation. Sodium cation of water reduces soil 
permeability; thus, it is not desired in irrigation waters. 
According to Wilcox (1955), Na% values of up to 60% indi-
cate the suitability of water for irrigation. The present ANN 
model was the most suitable model for Na%. The spatial dis-
tribution of measured and estimated Na% values is presented 
in Fig. 10c. The measured and estimated Na% maps were 
almost identical (Fig. 10c). The Na% values of all samples 
were below 60%. Since the majority of the samples taken 
from the study area had Na% values less than 20%, they were 
classified as “perfect” for irrigation. The Na% values were 
between 20 and 40% within a small section the southwest 
of the study area, and these waters were classified as “good” 
for irrigation.

Potential salinity (PS) may increase the osmotic poten-
tial of soil solution when the soil moisture is below 50%. It 
estimates the hazard of high salt concentrations induced by 
 Cl− and  SO4

−2 (Güngör and Arslan 2016). The spatial distri-
bution of measured and estimated PS values is presented in 
Fig. 10d. The measured and estimated PS maps were almost 
identical. In the majority of the study area, PS values varied 
between 3 and 10 meq/L; thus, the salinity level was con-
sidered as moderate. PS values increased in a small portion 
of the west of the study area, and potential hazards were 
expected in future when these waters are used in irrigation.

Magnesium ratio (MR) is also used to assess the suit-
ability of groundwaters for irrigation. Raghunath (1987) 
indicated that the high magnesium ratio of irrigation water 
increased soil alkaline levels and negatively influenced crop 
yield. Thapa et al. (2017) suggested that excessive  Mg2+ 
concentrations in irrigation waters reduced soil available 
 K+ content and had toxic effects on plants. Therefore, MR 
was used in the present study to assess groundwater qual-
ity. Increasing MR values reduce the suitability of waters 
for irrigation. MR of irrigation waters should be less than 
50% (Szabolcs and Darab 1964). The spatial distribution of 
measured and estimated MR values is presented in Fig. 10e. 
Despite minor differences, maps were similar primarily with 
each other. The calculated MR values of the study area var-
ied between 39.2 and 79.4%. The majority of the study area 
had an MR value of less than 50%. However, the rest had 

MR values of greater than 50%; thus, these waters were not 
considered suitable for irrigation (Fig. 10e).

The permeability index (PI) was developed by Doneen 
(1964) to assess the suitability of water for irrigation. Soil 
permeability is influenced by the long-term use of irrigation 
waters rich in  Na+,  Mg2+,  Ca2+, and  HCO3

−. The waters 
with a PI value of greater than 75 are classified as “Class-1” 
and considered as the most suitable waters for irrigation; 
the waters with PI values of between 25 and 75 are classi-
fied as “Class-2” and considered as moderately suitable for 
irrigation; and the waters with a PI value of less than 25 are 
classified as unsuitable for irrigation (Doneen 1964). The 
spatial distribution of measured and estimated PI values is 
presented in Fig. 10f. Spatial distribution maps of meas-
ured and estimated PI values were almost identical. In a 
small portion of the study area, PI values were less than 25 
and the groundwaters of these sections were not found to 
be suitable for irrigation. The rest of the study area had PI 
values of between 25 and 75 and thus classified as suitable 
for irrigation.

Kelly (1940) introduced an important parameter, “Kelly 
Index—KI” to assess the irrigation water quality based on 
 Na+ level measured against  Ca2+ and  Mg2+. Water  Na+, 
 Ca2+ and  Mg2+ concentrations represent the alkaline haz-
ard (Dhembare 2012). The waters with a KI value of greater 
than 1 are unsuitable for irrigation because of excessive  Na+ 
concentrations and the risk of dispersing soil. On the other 
hand, KI values lower than 1 are accepted as suitable for irri-
gation. The spatial distribution of measured and estimated 
KI values is presented in Fig. 10g. Spatial distribution maps 
of measured and estimated KI values were similar to each 
other. KI values of the present groundwaters were lower than 
1 and thus considered to be suitable for irrigation. KI values 
were greater in the southern sections of the study area as 
compared to the other sections.

Conclusions

In this study, the suitability of groundwater for irrigation 
purposes was evaluated by using seven different water qual-
ity indices. In addition, ANN and ANFIS models were 
developed and compared to estimate SAR, RSC, %Na, 
PS, MR, PI and KI parameters by using some physical and 
chemical properties of groundwater as input. Finally, spatial 
distribution maps were prepared using GIS for irrigation 
purpose assessments of the groundwater. Four different sta-
tistical parameters  (R2, RMSE, MAE and NS) were used to 
compare the performance of ANN and ANFIS models. The 
input variables to be used in the models were determined 
according to the results of the correlation analysis and prin-
cipal component analysis. In the estimation of all irrigation 
water quality parameters, the ANN model has performed 
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much higher compared to the ANFIS model. It was observed 
based on  R2, RMSE, MAE and NS values that models had 
better estimation capacity for SAR, RSC, PS, and KI than 
for Na%, MR, and PI. According to the spatial distribution 
maps, it was determined that MR was above the allowable 
limit in the majority of the study area, while PS was high in 
a small area in the west of the study area. Groundwater in 
these regions needs to be monitored and managed for irriga-
tion purposes. As a result, the proposed ANN method can be 
used as an effective tool for groundwater quality assessment 
in the current study area. The fact that water quality parame-
ters were collected from groundwater wells in the study area 
and analyzed in the laboratory is a concern and limitation of 
this study. To improve or validate the findings of the current 
study, it is recommended to increase the number of sampling 
points, sampling at different periods, and estimate quality 
indices with other machine learning models. It should be 
kept in mind that the present findings were valid for the 
present study area and should be tested for the other regions.
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