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for predicting anaemia. A systematic assessment of algo-
rithms is performed in terms of accuracy, sensitivity, speci-
ficity, F1-Score, and Cohen’s k-Statistics. Having achieved 
the receiver operating characteristic value of over 70% in 
training and accuracy of above 64% while testing, it can be 
safely asserted that factors like mother’s anaemic status, age 
of the child, social status, mother’s age, mother’s education, 
religion are important in identifying the child as anaemic.

Keywords  Anaemia · Elastic net · LASSO · Machine 
learning · Penalized regression · Ridge

1  Introduction

Anaemia is a serious global health problem that specifically 
affects young children and pregnant women (Jiahong et al. 
2021; Chaparro and Suchdev 2019; WHO 2015; Gutema 
et al. 2014). It may result from several factors, the iron 
deficiency is the main contributor, but the proportion prob-
ably varies among population groups in different areas or 
according to the local conditions (Steven et al. 2013; Stoltz-
fus 2004). Other causes of anaemia include micronutrient 
deficiencies (e.g., folate, riboflavin, vitamin A and B12), 
acute and chronic infections (e.g., malaria, cancer, tuber-
culosis, and HIV), and inherited or acquired disorders that 
affect haemoglobin synthesis, red blood cell production or 
red blood cell survival (e.g., hemoglobinopathies) (Dey et al. 
2013; Balarajan et al. 2011; Tolentino and Friedman 2007).

Iron deficiency anaemia is considered one of the ‘Top Ten 
Risk Factors’ causing death (Dubey 1994). People suffering 
from anaemia lack red blood cells that are responsible to 
carry oxygen to the body’s tissues. Its symptoms may include 
fatigue, skin pallor, shortness of breath, light-headedness, 
dizziness or fast heartbeat, low body weight, etc. (Cho et al. 
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2021). If untreated it can lead to severe complications among 
children and adults, either in the short or long term. As far 
as the children are concerned, especially children below 
5 years of age, anaemia affects them with behavioural delay, 
low cognitive development and intelligence, difficulty with 
concentration, low learning outcomes, low immunity, and 
susceptibility to frequent infections, increased mortality, and 
disability (Agaoglu et al. 2007; Katzman et al. 1972; Zou 
and Hastie 2005). It also affects adults, especially women, 
in the form of pregnancy complications such as premature 
birth, abortion, and low birth weight of babies, and the same 
is for adolescents too (Lokeshwar et al. 2011; Qiaoyi et al. 
2009). Finally, untreated anaemia also results in heart attack 
and heart failure (Shah et al. 2013). Recent studies suggest 
that anaemia is associated with poor outcomes for patients 
hospitalized with COVID-19 infections (Faghih et al. 2021; 
Rajanna et al. 2021).

According to the World Health Organization (WHO), 
children of 6–59 months of age, and women in the child-
bearing age group, especially those who are pregnant, are 
prone to anaemia. WHO (2021) further states that the preva-
lence of anaemia among 6–59-month-old children across 
the world in 2019 was around 40% while the same in the 
case of pregnant women was around 36.5%. Thus, anaemia 
among the 6–59 age group of children is a matter of serious 
concern in the world.

However, the prevalence of anaemia1 varies widely across 
the regions and countries in the world. It is as high as 60% 
in Africa and as low as 7% in North America. And within 
Africa, it is as high as 69% in western and central Africa, 
the poorest regions of the continent. As far as the individual 
countries are concerned, Yemen records the highest rate 
(around 79.5%), and the lowest in the USA (around 6%). 
Owing to internal conflict and infighting, Yemen suffers 
from the worst humanitarian crisis—nearly three fourth 
of its population, especially women, suffer from extreme 
poverty (World Bank 2021), whereas, the USA is one of 
the richest countries in the world. In fact, going by strict 
economic criteria, the prevalence of anaemia in low-income 
countries is as high as 74% whereas the same in the case of 
high-income countries is around 13% (Fig. 1).

Clearly, the pattern of anaemia prevalence in the world 
indicates its possible negative correlation with income. 
However, impressively no such pattern is apparent in the 
context of South Asia in general and India in particular.

Despite being one of the poorest regions of Asia, South 
Asia has anaemia prevalence to an extent of 52%. Most of 
the countries in the region do not show a similar pattern. 

Countries like Afghanistan, Bangladesh, Nepal, and Pakistan 
exhibit a lower prevalence of anaemia than India (Fig. 2).

As per the National Family Health Survey (NFHS)-4 
(2015–16) survey report, anaemia prevalence rate is 58.5%, 
which of course is higher than the WHO figures for 2019. 
It also suggests that the economically developed regions, 
states, and UTs in the country have a higher prevalence of 
anaemia than their poorer counterparts, both in terms of 
its severity and proportion. Economically sound regions 
in North and South India have a higher and more severe 
prevalence of anaemia than economically weak regions like 
North-East India. Similarly, the proportion and severity of 
anaemia are higher in the richer states like Punjab, Haryana, 
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Fig. 1   Prevalence of anaemia in children (6–59 months) in the world. 
Source: Authors’ calculations based on data published by Our World 
in Data (https://​ourwo​rldin​data.​org)
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Fig. 2   Prevalence of anaemia in children (6–59 months) in SAARC 
countries. (Arranged in descending order of GDP (PPP)). Source: 
Same as Fig. 1

1  Henceforth throughout the paper, anaemia will refer to prevalence 
among children in 6-59 months age group.

https://ourworldindata.org
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Delhi, Gujarat, Maharashtra, Andhra Pradesh, Telangana, 
etc. whereas, it is the opposite in the case of economically 
less well-off states like Arunachal Pradesh, Assam, Manipur, 
Meghalaya, etc., All the states in North-East India are hav-
ing a lesser prevalence than the national average, with Sik-
kim (55.1%) having the highest followed by Arunachal 
Pradesh (54.2%), while the rest of the states in the region 
have reported a prevalence of less than 50%. The available 
factsheets of the NHFS-5 (2019–21) survey report also sug-
gests a similar pattern in a more alarming situation (Fig. 3).

The national prevalence rate has gone up drastically from 
58.6 in NFHS-4 to 67.1% in NHFS-5 and across the states 
and UTs barring the state of Kerala, there has a been rise in 
child anaemia during the same period. However, on the one 
hand, high prevalence of anaemia in India compared to its 
South Asian neighbours, and on the other hand within India, 
relatively low prevalence of anaemia in some North-Eastern 
states, Himachal Pradesh, Uttarakhand, and Sikkim, more or 
less counter the global scenario of anaemia that depicts its 
negative correlation with the income.

1.1 � Broad research question and review of literature

The major research question that arises is ‘Do factors other 
than income matter in the prevalence of anaemia among 
the children in the 6–59 months age group?’ The present 
study seeks to explore an answer to the aforesaid research 
question in the context of North-East Indian states. This is 
because, as mentioned earlier, the region is relatively less 
well-off in terms of economy, child and woman welfare, 
and has a lower prevalence of anaemia. Besides, North-East 
India is home to a large chunk of tribal population whose 
living environment, social norms, culture and consumption 
pattern, etc., vary markedly from the economically well-off 
states in India. Further, the region is usually considered an 

economically less developed region of India and hence since 
2014, it has been the focus of the central government. The 
gross budgetary support of the central government for the 
North-East has gone up from Rs. 36,108 Crores in 2014–15 
to Rs. 76,040 Crores in 2022–23, an increase of 110%. Perti-
nently, there can’t be economic development without human 
development.

As far as the available literature is concerned, although 
there are a plethora of studies on the prevalence of child 
anaemia in India, there is hardly any specific study con-
ducted in the context of North-East India. In this respect, 
however, we could trace one direct study and a couple of 
related studies.

Dey S et al. (2013), examined the factors that influence 
the occurrence of anaemia among children of 0–6 years in 
North-East India. They used a data set of 10,317 children 
from the Reproductive and Child Health-II (RCH-II) survey 
conducted between 2002 and 2004. Using the chosen data, 
the authors attempted to predict the probability of anaemia 
occurrence among the target group by fitting a multinomial 
logistic model. They found that the geographical loca-
tion (rural or urban), religion, fertility and literacy of the 
mother, and age of the mother at marriage are significant 
determinants for the prevalence of anaemia among children 
of 0–6 years in North-East India. Meshram I. et al. (2020) 
assessed the prevalence of anaemia and vitamin A deficiency 
(VAD) among women and pre-school children in North-East 
India through a small sample survey. The study found the 
prevalence of anaemia to be low among pre-school children. 
The authors however suggest that Anaemia and VAD are 
important public health problems among the tribal popula-
tion of North-East India, despite their rich biodiversity. Bez-
boruah et al. (2021) conducted a cross-sectional study of 104 
HIV-positive children in one of the tertiary care centers in 
North-East India. According to their study, compared to the 

Fig. 3   Heat map of child 
anaemia as per NFHS-4 and 
NFHS-5. Source: Authors’ 
Compilations Based on NFHS-4 
and NFHS-5, Published by 
MoHFW, Govt. of India
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older age group preschool children had a higher prevalence 
of anaemia. Further, the authors put forth that those rural 
children are more affected both in terms of prevalence and 
severity of anaemia. And in their study malnutrition is found 
to be an important risk factor for anaemia. Accordingly, the 
authors prescribe nutritional programs for improving the 
quality of life among HIV-infected children, especially those 
belonging to rural India.

De M et al. (2006) studied the prevalence of anaemia and 
hemoglobinopathies in the tribal population of North-East 
India through a sample survey of 1726 cases. Out of the 
total number of cases, approximately 73% were from the 
tribal population, collected from three states in the region, 
namely, Arunachal Pradesh, Assam, and Tripura, and the 
rest were non-tribal populations, collected from the state 
of West Bengal, as a control group. The incidence of anae-
mia among the tribal population of North-East states was 
significantly different from that of West Bengal. In particu-
lar, the study found the incidence of anaemia in Arunachal 
Pradesh, Assam, and Tripura were around 54%, 60%, and 
57% respectively. Finally, the authors opined that the pres-
ence of hemoglobinopathies and thalassemia accounted for 
anaemia in a sizeable population of certain tribes in North-
East India and urgent public health programmes were needed 
to address the issue.

Thus, the available literature suggests that the demo-
graphic variables like tribal and rural inhabitations, nutri-
tional deficiency, literacy of mother, age of the mother dur-
ing the marriage, fertility of women, etc., are responsible for 
anaemia in children of 6–59 months age group in North-East 
India. However, over the years there has been a rapid stride 
in the collection of family health statistics in India—we have 
moved from RCH to NHFS. Compared to RCH data used 
in Dey S et al. (2013), the NHFS-4 is a large database both 
in terms of sample size and variables. Moreover, the sta-
tistical techniques applied to analyze the survey has gone 
up tremendously—from multinomial logistics used in Dey 
S et al. (2013) to machine learning (ML) techniques like 
penalized regression. Of course, there has been a number of 
studies on child anaemia using NHFS-4 data and applying 
ML techniques but not in the context of North-East India. A 
few important of them are worth highlighting in this context.

Meena et al. (2019) applied data mining techniques such 
as decision tree and association rule mining to NHFS-4 to 
predict child anaemia in India. Similarly, Jain et al. (2021) 
analyzed the NHFS-4 data for child malnutrition. Using mul-
tilevel analysis, the authors found households as an impor-
tant source of clustering and variation in child malnutri-
tion outcomes. In predicting anaemia and malnutrition in 
children, ML techniques have also been used outside India 
at a global level. Talukder and Ahammed (2020) also com-
pared various ML algorithms to predict malnutrition sta-
tus for children under the age of five using the Bangladesh 

Demographic and Health Survey (BDHS). Similarly, Wall-
ner et al. (2022) tried to predict the occurrence of anaemia 
among children in the UK through CART analysis and ML 
techniques. Qusay and Emrullah (2022) have compared the 
performance of different ML techniques for aneamia predic-
tion among children using various social factors. The authors 
viewed that the ML techniques like Multilayer Perceptron 
(MLP) and Decision Tree (DT) better predict the prevalence 
of anaemia among children than the traditional statistical 
methods. Bitew et al. (2022) using the data from the Ethio-
pian Demographic and Health Survey of 2016 compared 5 
different ML algorithms to predict the socio-demographic 
risk factors for undernutrition. Dukhi et al. (2021) have 
reviewed the studies pertaining to the use of artificial intel-
ligence in analyzing the prevalence of anaemia among chil-
dren and adolescents in India, South Africa, and Russia. 
The authors opined that although the use of ML approach 
for the study of child anaemia is at a nascent stage, it could 
be used as a potential tool in identifying the risk associated 
with child anaemia at preliminary levels.

Thus, in recent years ML techniques have been widely 
used, as an improvement over the traditional methods, in 
predicting child anaemia and related health issues of chil-
dren. However, we could not find a single study that has 
used either NHFS-4 data or any of the ML techniques in pre-
dicting child anaemia in North-East India, given the central 
government’s focus on it in recent years.

Nevertheless, taking the aforesaid gaps in literature into 
consideration, the present study intends to evaluate the 
prevalence of anaemia among children (6–59 months) and 
examine the role of a wide variety of factors in it, using 
a sufficiently large set of the latest available demographic 
data i.e., NHFS-4 data. For this purpose, we have used one 
of the important ML techniques known as penalized logis-
tic regression methods with the help of classification and 
regression training (CARET) (Kuhn M 2008) package in R. 
Thus, the present study is distinguished from the previous 
studies in terms of a wide variety of factors/determinants, 
a large sample size from the latest available data and use of 
sophisticated analytical methods.

The study is organized as follows. Apart from the cur-
rent introductory section which includes research question 
and literature review, there are 4 more sections. The Sect. 2 
is devoted to a threadbare discussion of methodology. In 
Sect. 3, we outline the nuance of the data, select the inde-
pendent variables and evaluate the appropriate model suit-
able for the analysis. The results are discussed in the Sect. 4. 
Finally, we summarise and conclude the entire discussion by 
highlighting the limitations of the study.
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2 � Methodology

Machine Learning (ML) is an emerging analytical technique 
in quantitative research (Donepudi 2017). Being a data-cen-
tric technique, ML follows a large number of algorithms and 
widely used among them is supervised ML. Some of the 
popular supervised ML algorithms are decision tree, random 
forest, support vector machine, k nearest neighbourhood, 
penalised regression, etc. Penalised regression is widely 
used in analysing health and demographic data.

2.1 � Penalized regression: the supervised ML algorithm

Traditionally, logistic regression is one of the most popu-
lar linear classification methods in the field of healthcare, 
banking, and other related areas. It has been found useful 
for binary classification wherein the dependent variable is 
known to have only 2 classes. One of the major limitations 
of using logistic regression is the high dimensionality of the 
data under investigation, especially in those cases where the 
sample size is less than the number of variables, in areas 
such as genomics, fMRI data, etc. Further, the use of too 
many predictive variables makes the regression exercise 
complex, and it even affects the predictive accuracy of the 
model. Also, it encounters the problems of multi-collinearity 
and over-fitting. These problems are well addressed when we 
use penalized regression methods (Greenwood et al. 2020, 
Abram et al. 2016, Aitor and Juan 2011). Penalized regres-
sion is an improvement over binary logistic regression as it 
allows us to handle complex regression problems and attain 
higher predictive accuracy. Penalized regression models 
impose a penalty on the logistic regression coefficients for 
having many explanatory variables. This in turn results in 
the shrinking of the regression coefficients of less impor-
tant variables towards zero. This process is also known as 
‘Regularization’.

The prominent penalized regression methods are ridge, 
LASSO (Least Absolute Shrinkage and Selection Opera-
tor), and elastic-net. The ridge regression (Arthur and 
Robert 1970) also known as the ‘Quadratic Regulariza-
tion’ approach is the oldest penalized regression method. 
The ridge regression shrinks the regression coefficients 
by imposing l2-norm penalty for having a large value. It 
is also known to shrink the coefficients of the correlated 
explanatory variables towards each other by acquiring 
strength from each other (Friedman et al. 2010). However, 
one important drawback of ridge regression is its inability 
to select the important variables. An improvement over a 
ridge could be LASSO, purposed by Robert (1996) using 
the l1-norm penalty. It eliminates the least important 
variables by forcing their coefficients to be exactly zero. 
Hence, LASSO is otherwise known as the variable selec-
tion method. In fact, it not only improves the accuracy of 

the classification but also makes the interpretation of the 
model easier (Pourahmadi 2013). Although this method 
demonstrated encouraging results, Zou and Hastie (2005) 
pointed out some shortcomings. The LASSO method is 
known to have problems when the explanatory variables 
are correlated and variables more than the size of the sam-
ple. Hence, we use elastic-net proposed by Zou and Hastie 
as an improvement over LASSO. Basically, elastic-net is a 
combination of the ridge and LASSO that overcome their 
individual drawbacks.

Penalised regression technique, as an improvement over 
classical logistic regression can be seen though its various 
functional forms.

here logit−1 is the inverse of the logit transformation, 
� = (�0, �1, �2,… , �m) are the regression coefficients and 
x = (x1, x2, x3,… , xm) are the explanatory variables. These 
coefficients are obtained by maximizing the log-likelihood 
function, l(�) over the total given observations n.

Then the penalized logistic regression, l(�)p can be 
defined as below:

� ≥ 0, is the tuning parameter and controls the shrink-
age of the coefficients of the explanatory variables of the 
model. The larger the value of this tuning parameter the 
more the weight to the penalty term P(�). When this pen-
alty term is replaced by l2-norm penalty, we have ridge 
regression;

And the solution to the likelihood Eq. (4) is

In the ridge regression, the tuning parameter � only 
controls the amount of shrinkage in the regression coef-
ficient but never takes them exactly equal to zero. When 
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And the solution to the likelihood Eq. (6) is

Unlike the ridge, in LASSO, the tuning parameter will 
make some of the regression coefficient equal to zero, and 
thus eliminating the least important variable from the model.

When l1-norm and l2-norm penalties are used simultane-
ously we have the elastic net regression;

here the l1-norm is responsible for variable selection by set-
ting coefficients some of the variables exactly zero and l2
-norm does the job of shrinking the coefficient of the cor-
related variables with each other. In this way, the elastic net 
automatically handles the problem of multicollinearity in 
the model.

In (8), if � = 0 , then the elastic net will give ridge, and if 
� = 1 then it will give LASSO regression. Thus �

2
 is equiva-

lent to the tuning parameter of the ridge and � is the LASSO 
tuning parameter.

Packages like CARET can handle both classification and 
regression models.

3 � Data

We have used the data from National Family Health Sur-
vey-4 conducted by the International Institute for Popu-
lation Science during 2015–2016 under the Ministry of 
Health and Family Welfare, Government of India. In the 
NFHS-4, haemoglobin testing was conducted on the chil-
dren (6–59 months) using the capillary blood for identifation 
and categorisation of aneamia. The anaemia was catego-
rised as: severely anaemic (i.e., > 7.0 g/dl Hb level), mod-
erate anaemic (i.e., 7.0–9.9 g/dl Hb level), and mild anae-
mic (10–10.9 g/dl Hb level). In the survey, total number 
of eligible children in North-East India was 29,312, out of 
which 10,504 children were found to be anaemic.2 A total 
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of 17 demographic variables were identified for our study 
and basis on it, we dropped all the rows with any missing 
observation. As a result, we were left with 10,460 anaemic 
and 18,725 non-anaemic children. Further, to make the data 
symmetric in terms of child anaemic status, 10,540 non-
anaemic children are selected using the simple random sam-
pling technique from 18,725 making the total dataset into 
21,000 children.

3.1 � Independent variables

The set of sixteen independent variables considered is based 
on child-mother, household and socio-economic characteris-
tics. Child characteristics include Sex (male, female), Child 
Age (in months) (6–23, 24–59), Child’s Size (large, aver-
age, small), Breastfeeding (no, yes). Mother’s characteristics 
have Mother’s Age (in years) (15–19, 20–29, 30–39, 40–49), 
Mother’s Education (no education, primary, secondary, 
higher), Mother’s Anaemic Status (severe, moderate, mild, 
no). Household characteristics include Place of Residence 
(urban, rural), Sanitation (Hygienic, No-Hygienic), Disposal 
of Youngest Child Stool (safe, unsafe), Safe Drinking Water 
(yes, no), Household Size (< = 4, 5–7, >  = 8) and Number 
of Living Child (1, 2, 3, >  = 4). The socioeconomic infor-
mation includes Wealth Quintile (poorest, poorer, middle, 
richer, richest), Religion (Hindu, Muslim, Others), Social 
Status (Schedule Caste, Schedule Tribe, OBC, and Others). 
Thus, in the aggregate 48 independent variables have been 
considered comprising aforesaid sixteen variables along 
with their subclasses. Table 1 gives the complete list of vari-
ables and their associated acronym.

3.2 � Model evaluation

The performance of the models is evaluated based on 
receiver operating characteristic (ROC) curve, sensitiv-
ity, and specificity for the training outcomes whereas 
accuracy, sensitivity, specificity, precision (positive pre-
dictive value), negative predictive value F1 score, and 
Cohen’s Kappa value will be used for testing evaluation. 
The ROC curve is one of the best methods of access-
ing the performance of a classification algorithm. The 
area under the ROC curve (AUROC) is used as a basis 
for checking the discriminative adeptness of the model. 
AUROC or simply ROC value of a test is categorized 
as: 0.5–0.6 (fail), 0.6–0.7 (poor), 0.7–0.8 (fair), 0.8–0.9 
(good) and 0.9–1.0 (very good). Accuracy is the degree 
of closeness to the true value of the population param-
eters. It is used for evaluating classification models to 
measure the proportion of cases of reproducibility (i.e., 
repeating the same value) of the measure set. Sensitiv-
ity is the proportion of true positives predicted as true 2  All the children with mild, moderate and severe anaemic conditions 

are identified as anaemic in this study.
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by the classifier whereas specificity is the proportion 
of true negative cases predicted as negative by the clas-
sifier. Precision, also known as the positive predictive 
value, gives the proportion of the true positive out of 
the total predicted positive while negative predictive 

value is the proportion of true negative out of the total 
predicted negative. The harmonic mean of accuracy and 
precision is defined as the F1 score or F-value. It evalu-
ates the overall model’s accuracy. F-measure affects the 
false positives and false negatives. A good F-measure 

Table 1   List of independent variables. Source: Authors’ contribution

Original variables Sub-division Original variables Sub-division

Child age (CA) 6–23 months (CA.1) Sanitation (SNI) Hygienic (SNI.0)
24–59 months (CA.2) Non-hygienic (SNI.1)

Child sex (SEX) Male (Sex.1) Disposal of youngest child stool 
(DYCS)

Safe (DYCS.0)
Female (Sex.2) Unsafe (DYCS.1)

Child size at birth (CS) Large (CS.1) Safe drinking water (SDW) No (SDW.0)
Average (CS.2) Yes (SDW.1)
Small (CS.3) House hold size (HHSIZE)  ≤ 4 (HHSIZE.1)

No. of living child (LC) 1 (LC.1) 05–07 (HHSIZE.2)
2 (LC.2)  ≥ 8 (HHSIZE.3)
3 (LC.3) Wealth index (WI) Poorest (WI.1)
 >  = 4 (LC.4) Poorer (WI.2)

Breastfeeding (BF) No (BF.0) Middle (WI.3)
Yes (BF.1) Richer (WI.4)

Mother anaemic status (MAS) Severe (MAS.1) Richest (WI.5)
Moderate (MAS.2) Religion (REL) Hindu (REL.1)
Mild (MAS.3) Muslim (REL.2)
No (MAS.4) Others (REL.3)

Mother education (ME) No education (ME.0) Social status (SS) SC (SS.0)
Primary (ME.1) ST (SS.1)
Secondary (ME.2) OBC (SS.2)
Higher (ME.3) Others (SS.3)

Mother age (MAGE) 15–19 years (MAGE.1) Place of residence (PR) Urban (PR.1)
20–29 years (MAGE.2) Rural (PR.2)
30–39 years (MAGE.3)
40–49 years (MAGE.4)

Table 2   Bivariate results of 
child characteristics. Source: 
Author’s Estimates

Level of significance: *p < 0.05, **p < 0.01, ***p < 0.001

Child characteristics Anaemic Non-anaemic % of Anaemic 
child

�2

Child age 6–23 months 4514 2644 63.06 762.944***
24–59 months 5946 7896 42.96

Child sex Male 5449 5411 50.17 1.201
Female 5011 5129 49.42

Child size at birth Large 1882 1947 49.15 11.399**
Average 7377 7238 50.48
Small 1201 1355 46.99

Breastfeeding No 3086 3569 46.37 46.072***
Yes 7374 6971 51.4



2956	 Int J  Syst  Assur  Eng  Manag (December 2022) 13(6):2949–2962

1 3

means the model has low false positives and low false 
negatives. For a model, an F1 score of 1 is considered 
as a perfect model whereas a value of 0 is a total failure. 
And finally, Cohen’s k Statistics measures are useful in 
those problems where the data is imbalanced or involves 
a multiclass classification or both. This metric gives 
information about the agreement between predicted and 
estimated values.

4 � Results and discussions

4.1 � Bivariate analysis

A bivariate analysis is conducted before applying the ML 
techniques. In child characteristics, out of 21,000 children, 
7,158 have come under the age group of 6–23 months having 
63.06% (4514) prevalence of anaemia, the remaining chil-
dren are under 24–59 months with 42.96% (5946) prevalence 
and p-value < 0.001 indicating that there is a highly signifi-
cant relationship between CAS and CA. The data have a total 
of 10,860 male children with a prevalence rate of 50.17% 
(5449) and females have a prevalence of 48.88% (5,011) 
and the p-value, in this case, is greater than 5%, highlighting 
that there is no significant relationship between CAS and 
Sex. The average-sized children have the highest prevalence 
of 50.48% (7377) followed by large-sized children 49.15% 
(1882) and the small-sized children have 46.99% (1201). 
The prevalence rate of breastfeed children is 51.4% (7374) 
than the children without breastfeeding 46.37% (3086). The 
p-values for the CS and BF indicate that there are significant 
relationships of CAS with both CS and BF (Details can be 
seen from Table 2). 

Mothers with moderate anaemic status have the highest 
prevalence of anaemic child 66.43% (1,304) followed by 

severely anaemic mothers 63.72% (72) and then mothers 
with mild anaemia 55.66% (4,090). Non-anaemic mothers 
have the lowest prevalence of 43.14% (4994). The p-value 
for the chi-square test also indicates a strong significance 
between CAS and MAS. The prevalence rate of child anae-
mia is highest among secondary educated mothers, 53.59% 
(1896), and lowest among illiterate mothers, 41.03% (556). 
In the meanwhile, there was a prevalence of 53.22% (2484) 
and 48.29% (5524) among the mothers with primary and 
higher educational backgrounds. In the different age groups 
of mothers, 348 children were found to be anaemic with a 
prevalence rate of 56.4% for mothers under the age group 
of 15–19 years, followed by a prevalence rate of 51.20% 
(6252) among the mothers in the age group of 20–29 years, 
48.09% (504) for the age group of 40–49 years and finally, 
47.10% (3356) for mother in the age group of 30–39 years. 
The p-values of ME, and MAGE are all less than 0.001, indi-
cating a strong relationship between CAS and ME, MAGE 
(Details can be seen from Table 3). 

In household characteristics, households with non-
hygienic sanitation facilities have a higher prevalence of 
50.66% (7145) than hygienic sanitation facility households 
with 48.07% (3315). The prevalence is higher among the 
children with access to safe drinking water 50.66% (7145) 
than unsafe 48.07% (3315). In the disposal of the young-
est child stool, unsafe disposal has 52.63% (7316) whereas 
safe disposal has 44.28% (3144). The household size less 
than 4 has the highest prevalence of 51.22% (3478) and the 
greater than 8 has the least 48.48% (1836). In the case of 
number of living children, families with more than 4 living 
children have the highest prevalence 53.64% (2240) and the 
least in those families with 2 living children, 48.38% (3302). 
Children who live in rural areas have a higher prevalence of 
49.97% (8618) as compared to the children in urban areas 
49.05% (1842). The chi-square values in Table 4 indicate 

Table 3   Bivariate results of 
mother’s characteristics. Source: 
Author’s Estimates

Level of significance: *p < 0.05, **p < 0.01, ***p < 0.001

Mother’s characteristics Anaemic Non-anaemic % of Anae-
mic child

�2

Mother’s anaemic status Severe 72 41 63.72 532.189***
Moderate 1304 659 66.43
Mild 4090 3258 55.66
No 4994 6582 43.14

Mother’s education No education 556 799 41.03 94.356***
Primary 2484 2183 53.22
Secondary 1896 1642 53.59
Higher 5524 5916 48.29

Mother’s age 15–19 years 348 269 56.4 42.356***
20–29 years 6252 5958 51.2
30–39 years 3356 3769 47.1
40–49 years 504 544 48.09
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that except for a place of residence, CAS is showing a strong 
relationship between sanitation, disposal of the youngest 
child stool, safe drinking water, household size and the num-
ber of living children.

In the wealth quintile, the middle-class has the highest 
prevalence 51.39% (2558), followed by the poorer and poor-
est class which have an almost similar prevalence of 49.52% 
(3631) and 49.88% (2411). Richer people have a prevalence 
of 49.02% (1372) while the richest people have the lowest 
prevalence of 46.21% (488). In religion, Hindu and Muslims 
have prevalence 42.16% (3327) and 36.99% (1419) respec-
tively, while others have the highest prevalence of 61.62% 

(5714). Among the social strata, ST has the highest prevalence 
of 61.23% (6212) followed by OBC, others and SC with 43.19% 
(612), 39.84% (1159) and 37.94% (24,477) respectively. The 
chi-square values in Table 5 indicate there is a good degree of 
association between CAS and WI, REL, SS.

4.2 � Training reports

Before we develop the machine learning models, the hot encod-
ing process is used to convert all the (categorical) variables into 
multiple variables, each with a value of 1 or 0. The whole data 
is randomly partitioned into 80:20 as commonly practiced in 
ML techniques (Gholamy et al. 2018). Eighty percent as train-
ing (16,800) and twenty percent as testing (4200) datasets. The 
method of repeated cross-validation is considered to avoid the 
problem of overfitting.

The training outputs are then compared based on ROC, sensi-
tivity, and specificity. Table 6 presents these performance meas-
ures and the best values of alpha and lambda on the training 
dataset. We can see from the table that the ROC values of the 
three models are almost the same with LASSO having a slightly 
higher value of average ROC and closely followed by elastic 
net and ridge respectively. LASSO also has the highest average 
values of both sensitivity and specificity. When it comes to the 
best median values, elastic net has the best ROC and specificity. 
LASSO again has the best median value for sensitivity. Figures 4 
and 5 also give the model comparison based on box plots and 
95% confidence intervals (CI).

The models depicted in Figs. 6, 7 and 8 are ridge, LASSO 
and elastic net models respectively. These figures repre-
sent the plotting of penalized variables as a function of the 

Table 4   Bivariate results of 
household characteristics. 
Source: Author’s Estimates

Level of significance: *p < 0.05, **p < 0.01, ***p < 0.001

Household characteristics Anaemic Non-Anaemic % of Anae-
mic child

�2

Sanitation Hygienic 3315 3581 48.07 12.408***
Non-hygienic 7145 6959 50.66

Disposal of youngest 
child stool

Safe 3144 3956 44.28 131.111***
Unsafe 7316 6584 52.63

Safe drinking water No 3315 3581 48.07 12.409***
Yes 7145 6959 50.66

House hold size  ≤ 4 3478 3312 51.22 8.892**
05–07 5146 5277 49.37
 ≥ 8 1836 1951 48.48

No. of living child 1 3035 3189 48.76 32.814***
2 3302 3523 48.38
3 1883 1892 49.88
 >  = 4 2240 1936 53.64

Place of residence Urban 1842 1913 49.05 1.042
Rural 8618 8627 49.97

Table 5   Bivariate results of socio-economic characteristics. Source: 
Authors’ Estimates

Level of Significance: *p < 0.05, **p < 0.01, ***p < 0.001

Socio-economic 
characteristics

Anaemic Non-
anaemic

% of 
Anaemic 
child

�2

Wealth 
index

Poorest 2411 2423 49.88 11.380**
Poorer 3631 3702 49.52
Middle 2558 2420 51.39
Richer 1372 1427 49.02
Richest 488 568 46.21

Religion Hindu 3327 4564 42.16 954.080***
Muslim 1419 2417 36.99
Others 5714 3559 61.62

Social 
status

SC 2477 4051 37.94 1.0e + 03***
ST 6212 3934 61.23
OBC 612 805 43.19
Others 1159 1750 39.84
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regularisation parameter. Each colour represents a different 
variable in the plots.

In Fig. 6, we can see that all variables are shrinking 
towards zero because of the property of ridge regression in 
which correlated variables shrink towards each other. The 
variables that shrink initially are the least important whereas 
the most important variables shrink at last. In Fig. 7, vari-
ables follow the LASSO property of selecting only one vari-
able among the correlated variables and eliminating others 

Table 6   Comparison of 
training results. Source: 
Authors’ Estimates

Min Q1 Q2 Mean Q3 Max

ROC
Ridge 0.6878 0.6985 0.7035 0.7059 0.7144 0.7195
LASSO 0.6884 0.6996 0.7065 0.7065 0.7147 0.7250
Elastic 0.6889 0.7018 0.7077 0.7062 0.7121 0.7263
Sensitivity
Ridge 0.6153 0.6338 0.6390 0.6391 0.6464 0.6613
LASSO 0.6081 0.6278 0.6434 0.6393 0.6467 0.6601
Elastic 0.6219 0.6318 0.6384 0.6391 0.6455 0.6575
Specificity
Ridge 0.6408 0.6509 0.6568 0.6587 0.6661 0.6763
LASSO 0.6414 0.6530 0.6609 0.6609 0.6702 0.6762
Elastic 0.6343 0.6542 0.6631 0.6603 0.6673 0.6773

Fig. 4   Accuracy comparison in terms of ROC, Sensitivity and Speci-
ficity

Fig. 5   Accuracy comparison in terms of 95% confidence intervals

Fig. 6   Final ridge model, lambda = 0.0232

Fig. 7   Final LASSO model, lambda = 0.0020
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by making them equal to zero. In Fig. 8, the plotting pattern 
follows both shrinking and selection of variables as it is the 
generalised case of ridge and LASSO regression.

4.3 � Testing reports

The models are now tested with the test data. All the models 
are giving almost the same level of accuracy. LASSO with 
an accuracy of 0.6429 and Kappa 0.2856 is the best. LASSO 
is closely followed by ridge and elastic net with an accuracy 
of 0.6419 and 0.6417 respectively. LASSO also has the high-
est values of sensitivity, positive predictive value, negative 
predictive value and F1, whereas ridge has the highest value 
of specificity. Detailed values of the performance metric of 
the three models can be seen in Table 7.

After having a detailed investigation about the prevalence 
of anaemia through bivariate analysis and predicting it with 
acceptable levels of accuracy with the help of penalized 
regression models using ML techniques, we now turn to 
a brief discussion on major outcomes. Figure 9 gives VIP 
plots of the top 25 variables for ridge, LASSO and elastic 
net respectively.

The results also suggest that gender, wealth index, and 
place of residence are not the most important variables for 
the prevalence of anaemia which is in contrast to that of 
Dey S et al. (2013). The VIP plots (Fig. 9) across the mod-
els reveal that the variables such as mother anaemic status, 
age of the child, social status, mother’s age, mother’s edu-
cation, and religion are important factors in predicting the 
prevalence of anaemia. However, there is a little variation in 
the degree of their respective importance across the models. 
For example, mother’s anaemic status of moderate grade 
is the most important predictor in elastic and ridge mod-
els whereas in the case of LASSO, age of the child below 
2 years is the most important one.

Now, as far as the social status is concerned, it is the ST 
category that dominates the prediction. As for maternal age, 
the mothers in the age group of 15–19 years are identified 
as the most important factor. In the mother’s education cat-
egory, mothers with low education contribute more to the 
prediction than those with high education. This corrobo-
rates the findings of NFHS-4 reports and other studies (Dey 
S et al. 2013). In religious categories, it is the non-Hindu 
and non-Muslim, levelled as others (Table 1) appears to be 
prominent across the models. This could be because of the 
fact that a large proportion of the population belongs to the 
ST category and many of them do not follow either Hindu or 
Muslim religion. Apart from important variables, the models 
have identified a group of variables that moderately contrib-
ute to the prediction of anaemia, viz. disposal of youngest 
child’s stool, access to safe drinking water and wealth index.

Finally, the remaining variables like gender of the child, 
size of the child, number of living children, breastfeeding, 
household size, sanitation facility, and place of residence are 
identified by the models as least or unimportant variables for 
predicting anaemia.

5 � Conclusion

We analysed NFHS-4 data in context of North-East India 
through penalized regression with three different mod-
els, namely, ridge, LASSO and elastic net. Of the 3 mod-
els, LASSO is giving the best results but the difference is 
negligible. We have achieved a ROC value of above 70% 
with training data and accuracy of above 64% with test-
ing data, which is a reasonably acceptable outcome when 
working with the survey data. This study demonstrates the 
efficiency of ML algorithms in analysing and drawing infer-
ences from demographic data. The major finding suggests 
that the prevalence of anaemia depends on various factors 
such as mother’s anaemic status, age of child, social status, 
mother’s age, religion, etc. which are important in predict-
ing the prevalence of anaemia. Hence, the aforesaid factors 
should be taken into consideration in designing any affirma-
tive action program in controlling anaemia among children 
(6–59 months).

Certainly, there are some limitations of this study that 
need to be specified to bring the complete aspects of accu-
racy. Firstly, the data of the study, which is based on NFHS-4 
(2015–16), can have limitations in the consistency of the 
survey questionnaire as per demographic requirements. 
Responses to the questionnaire may not be correct or truth-
ful, because of the number of missing entries in the data, and 
the chances of biasness by respondents or interviewers. Sec-
ondly, it could be due to the lack of the availability of related 
literature. As per our knowledge, there is scant literature on 
the application of machine learning techniques in general 

Fig. 8   Final elastic model, lambda = 0.030 and alpha = 0.02
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and penalized logistic regression in particular for predict-
ing anaemic children using demographic data. Thirdly, there 
might be some important variables that are missing in the 
analysis due to the unavailability of appropriate data sets. 
However, a detailed investigation is necessary for specific 
socio-ethnic communities who are more prone to anaemia 
using different datasets.

Future research should focus on applying alternate ML 
techniques and using different data sets in predicting child 
anaemia and assess their relative efficacies. As far as differ-
ent data sets are concerned, predicting child anaemia using 
medical image processing data could be another potential 
research direction that can be explored. Further, since ML 
algorithms are capable of identifying trends and patterns 
easily, the future research can look at applying those in 
predicting other disease such as heart disease, lung cancer, 
etc. Nevertheless, in spite of its limited scope, the present 
study aims to draw the attention of the Indian policy makers 

towards the various socio-economic factors in the fight 
against the child anaemia.
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Table 7   Predictive 
performance of the three 
classification methods. Source: 
Authors’ Estimates

Metric Elastic Ridge LASSO

Kappa 0.2832 0.2837 0.2856
95% CI (0.254, 0.312) (0.257, 0.313) (0.257, 0.315)
Accuracy 0.6417 0.6419 0.6429
95% CI (0.627, 0.6562) (0.6272, 0.6564) (0.6282, 0.6574)
Sensitivity 0.6190 0.6190 0.6224
95% CI (0.598, 0.64) (0.598, 0.64) (0.601, 0.643)
Specificity 0.6641 0.6646 0.6632
95% CI (0.644, 0.684) (0.644, 0.685) (0.643, 0.683)
Positive predictive value 0.6465 0.6469 0.6471
95% CI (0.625, 0.667) (0.62.5, 0.668) (0.626, 0.668)
Negative predictive value 0.6372 0.6374 0.6389
95% CI (0.617, 0.657) (0.617, 0.658) (0.618, 0.659)
F1 value 0.6325 0.6326 0.6345

Fig. 9   VIP plots of ridge, LASSO and elastic net
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