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Abstract
There is a growing concern for the proper role of science within democratic socie-
ties, which has led to the development of new science policies for the implemen-
tation of social responsibility in research. Although the very expression ‘social 
responsibility of science’ may be interpreted in different ways, many of these emerg-
ing policy frameworks define it, at least in part, as a form of anticipative reflection 
about the potential impacts of research in society. What remains a rather under-dis-
cussed issue is the definition of the bearer of the social responsibility of science. 
In other words, it is not clear who is supposed to engage in such an anticipative 
reflection, whether individual researchers or research groups. In the past few years, 
philosophers of science have begun to use qualitative research methods to fill the 
gaps between normative models of the organisation of ideal scientific communities 
and the reality of actual scientific practices. In this article, I follow this approach to 
discuss the issue of the collective dimension of the social responsibility of science. 
I rely on a qualitative study conducted on an interdisciplinary research group and I 
describe how group dynamics position individuals and distribute duties and roles, 
including social responsibility. Qualitative descriptions of the distribution of duties 
within actual research groups should inform the formulation of general prescriptive 
theories on the collective responsibility of science.
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1 Introduction

Scientists must produce reliable knowledge and avoid the spread of false informa-
tion: they have, in other words, epistemic responsibilities (Kornblith, 1983). They 
also have other responsibilities. For instance, they must not harm society. For this 
reason, committees and professional integrity codes, both at the national and at 
the international level, regulate and put legal and ethical constraints to research.

However, scientists also have a kind of responsibility that is different from the 
production of reliable knowledge and harm prevention, and which goes under the 
name of social responsibility. Not only scientists are expected to ‘do the right 
things’, by not causing harm and by respecting integrity codes, they also have to 
align their research to the needs of society and to democratically held values.

In the past few decades, debates about the social responsibility of science have 
become prominent among philosophers and STS scholars (Longino 1990, 2002; 
Funtowicz & Ravetz 1993; Gibbons et  al. 1994; Intemann & de Melo-Martín, 
2010; Intemann, 2015; Kitcher, 2001, 2011; Douglas 2009; Kourany, 2010). 
They are also central in science policy. For example, one of the work programs 
of the EU 7-year funding scheme Horizon2020 was ‘Science with and for Soci-
ety’ (SwafS) (European Commission, 2014; Figueiredo Nascimento et al., 2014). 
Among other things, this work program supported projects devoted to the devel-
opment and institutionalisation of a new science policy, called ‘Responsible 
Research and Innovation’ (RRI) (Von Schomberg, 2013; Owen et al., 2013). RRI 
and similar policies are not limited to the introduction of new top-down struc-
tural and institutional rules, such as the requirement of publishing Open Access, 
of engaging with societal stakeholders, of finding new avenues for dissemination 
of results, and so on. They also aim at bringing forth a shift in research culture 
through a series of interventions targeting the so-called ‘mid-stream’ stage of sci-
ence and involving researchers themselves (Fisher et al., 2006). This is motivated 
by the idea that, for science to be socially responsible, scientists ought not be pas-
sive recipients of other societal actors’ needs and perspectives. Rather, they ought 
to learn how to discuss and assess social concerns explicitly, and to reflect upon 
their own moral and social stances. To say it like feminist philosopher Donna 
Haraway, responsibility requires the ability to respond, or ‘response-ability’ (Har-
away, 2016:130).

In this article, I address a rather under-discussed philosophical problem, 
namely the definition of the bearer of social responsibility in science. Scientific 
research is carried out by different individuals, with different skills, attitudes, and 
perspectives. Perhaps it would be unrealistic to expect from every single one of 
them the same level of social responsibility. One may even wonder whether, for 
a research group as a whole to be socially responsible, it is even necessary that 
every single one of its members carries the duty of being socially responsible in 
the same way, at the same time, and with the same degree. A normative theory of 
the social responsibility of science should specify whether such a responsibility 
is individual or collective; and, in the latter case, it should specify which kind of 
group structure ensures that science can be collectively responsible.
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Instead of proceeding in an armchair fashion, I propose that such a normative 
theory should be grounded on, and developed from, the description and analysis of 
actual research groups. This is why, as a first step towards the development of a 
theory of the social responsibility of science, in this article I present the results of 
a qualitative study on an interdisciplinary research group complying with RRI. The 
research questions driving the study were: Who are the ‘socially responsible’ mem-
bers of the research group? Does their engagement in social responsibility make the 
whole group socially responsible? Is the research group a collective agent?

After defining the social responsibility of science as a form of collective remedial 
responsibility (Section 2 and Section 3), I discuss the results of the case study (Sec-
tions 4 and Section 6), from which I will draw some philosophical lessons concern-
ing the distribution of duties within research groups (Section 7). Finally, I will return 
to some methodological issues to explain how my specific case study works as a first 
step towards a more general social epistemology of responsible science (Section 8).

2  Defining the social responsibility of science

‘Social responsibility of science’ is a rather polysemous expression (Timmermans & 
Blok, 2021; de Melo-Martín & Intemann, 2023). Nevertheless, it is possible that the 
different definitions of the social responsibility of science share some commonali-
ties. For instance, the need to anticipate the potential implications of research at the 
social and cultural level is central not only to RRI (Fisher & Rip, 2013; Owen et al., 
2013; Von Schomberg, 2013), but also to frameworks such as Technology Assess-
ment (TA) or the Ethic, Legal, and Social Implication research in innovative sci-
ences (ELSI). In short, many science policies that seek the implementation of social 
responsibility in scientific research conceptualise it as including a form of anticipa-
tive reflection as one of its central components.

Moral philosophers distinguish between backward-looking and forward-looking 
responsibility. So-called backward-looking responsibility amounts to either account-
ability or blameworthiness, and it is at the root of the legislative views on the post 
hoc evaluation of wrongdoings and eventual assignment of punishment.

Forward-looking responsibility, instead, is the moral obligation to begin a course 
of action to improve the current situation. It can be either preventionist (responsi-
bility as avoiding future harms) or remedial (responsibility as the commitment to 
bring forth positive changes). Following a famous example made by Parfit (1984), 
an agent who is responsible in a preventionist sense avoids leaving a piece of bro-
ken glass in the park in order to avoid harming an unfortunate child in the future. 
‘Harm’, in a sense, is time indifferent: what counts as harmful today would count 
as harmful anytime. This is why, qualitatively speaking, the future of preventionist 
responsibility is an extension of the present. What Parfit does not consider is reme-
dial responsibility that amounts to reflecting upon values (to use his own example, 
reflecting upon child safety and environmental protection), considering necessary 
transformations (like putting baskets for separate waste collection in the park), and 
acting accordingly (by starting a petition to ask the municipality to install such bas-
kets in the park). The outcome of the responsible action may even alter the standards 
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for assessing what is valuable. Because of the responsible action of our example, 
the landscape of the park will be modified, or the closing hour will be anticipated to 
allow for the collection and segregation of waste. In the future, however, the beauty 
of the park and its accessibility could be considered less important than they are 
today.

General accounts of responsibility typically involve both backward- and forward-
looking aspects. The emerging science policies mentioned in this article are not con-
cerned with the mechanisms for blaming or punishing scientists for misconducts or 
wrongdoings in an after-the-fact fashion. Rather, they aim at promoting the culti-
vation of anticipative reflection among researchers, with the idea that such a form 
of reflection is necessary to make science socially responsible. This is not to say, 
of course, that RRI and similar policies are ‘dismissing’ the crucial importance of 
backward-looking responsibility, but only that they aim at filling a gap in the gov-
ernance of science by attempting to institutionalise forward-looking responsibility.

That science ought not to be harmful, moreover, is commonsensical. Besides, 
committees and professional integrity codes are already in place to prevent harm, 
by regulating and putting legal and ethical constraints to research. The potential 
implications of scientific and technological research, however, are not always clear-
cut and somehow quantifiable harms (as in the case, for example, of technological 
devices that may clearly compromise the health of end-users). Science and technol-
ogy, in fact, may also involve so-called ‘soft impacts’ (as in the case of technologies 
transforming how people interact, socialise, and perceive themselves; see van der 
Burg, 2009). Not only may they have unintended practical consequences, but sci-
ence and technology may also transform a currently held value system in unintended 
and unexpected ways (Ratti & Russo, 2024). Although necessary, quantitative risk/
benefit analyses for preventing harms may not be sufficient for socially responsible 
research, which also requires a critical reflection on the transformative and disrup-
tive power of innovation (Jasanoff, 2016).

From these considerations, it follows that the social responsibility of science that 
the newly emerging policies seek to implement within research groups is a form of 
forward-looking remedial responsibility. As such, it requires the ability of imagining 
the transformative future impacts of science and technology.

Finally, it is important to mention that not everybody agrees with the idea that 
social responsibility involves anticipative reflection. Both Nordman (2014) and 
Carrier (2021) discuss the impossibility of knowing the future pathways of scien-
tific and technological developments. Even though, to some extent, it is possible 
to anticipate what could happen in the world as we know it, science and technol-
ogy may transform and reshape reality in unexpected ways. Carrier and Nordman 
point out that while the unpredictability of innovative science and technology is pre-
cisely the reason that has led to the need of formulating new policies, such policies 
end up requiring the impossible, that is predicting the future impacts of innovative 
research. As several commentators argue, however, the issue here is what one means 
by ‘anticipating the future’ and what one expects from such an activity (Selin, 2014; 
van der Burg, 2014; Wildson, 2014; Urueña, 2021). Obviously, anticipative reflec-
tion is not an exercise in ‘fortune telling’. Cultivating imagination about desirable 
future scenarios and how to bring them about, however, may drive research towards 
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specific directions, while also taking into consideration social values. That the 
future is unknowable as a matter of fact does not preclude scientists to be ‘oriented’ 
towards some possible future scenarios rather than others.

3  Collective responsibility

When we talk about the social responsibility of science, we are not talking about the 
responsibility of any one scientist in particular. This is so because scientific research 
is not (and cannot be) carried on by lone individuals, but by groups of collaborat-
ing researchers. Moreover, as argued by Wilholt (2016), the public trust on science 
is not directed towards individual researchers, but rather towards collective bod-
ies, which are therefore to be considered as the responsible agents of science. This 
means that the social responsibility of science, which in the previous section has 
been defined as a kind of remedial forward-looking responsibility, should also be 
defined as a kind of collective responsibility.

The concept of collective responsibility is highly debated in moral and political 
philosophy (Smiley, 2022). To be responsible, a moral agent ought to meet (at least) 
three conditions: the epistemic condition (possessing the right kind of knowledge 
and awareness), the freedom condition (the ability to act free from external con-
straints), and the intentionality condition (responsible agents must intend to do the 
right thing, meaning that responsibility is not attributed to someone who ends up 
doing the right thing unintentionally, let alone out of sheer luck). Supporters of the 
concept of collective responsibility argue that, in some cases, responsibility can be 
attributed not only to individual people, but also to groups of people. The idea that 
a group may know more than the sum of the pieces of knowledge possessed by its 
individual members, and that a group may do and accomplish things that individuals 
alone would not be capable of, lay the ground for the viability of the concept of col-
lective responsibility.

One of the main issues is whether groups also possess agency. Traditional argu-
ments against collective responsibility reject the existence of collective intentions 
and affections, necessary for the ascription of moral agency to groups (Lewis, 1948; 
Watkins,  1957; Goldman,  1970; Sverdlik,  1987; Corlett, 2001). Contemporary 
defenders of collective responsibility, however, do not make controversial meta-
physical claims about the existence of a ‘collective mind’. In their views, collective 
agency does not require the existence of such a mysterious entity, but only of spe-
cific group structures that facilitate the so-called ‘we-reasoning’, that is distinct from 
the aggregation of many ‘I-reasonings’ (Schwenkenbecher, 2019).

For example, Gilbert (1990, 2000, 2013) argues that a plural subject is estab-
lished when different individuals are unified by a ‘joint commitment’, that is when 
they all have the same objective and act accordingly. For Bratman (1992, 1993, 
2013), collective intentionality requires something more than joint commitment. 
Individuals acting in the same way towards the same goal may lack mutual com-
munication and cooperation: in such a case, they would be united by a joint com-
mitment but disjointed under many other respects. The group they form, there-
fore, could hardly be considered as a collective agent. This is why, for Bratman’s, 
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collective intentionality can be attributed only to collective subjects, whose mem-
bers are engaged in a ‘shared cooperative activities’.

Other philosophers, like French (1984), Rovane (1997), List and Pettit (2011), 
and Collins (2019) argue not any group displaying shared intentionality and coor-
dination can be collectively responsible. For example, Collins (2019) develops a 
‘tripartite model’ of groups, that consists of: collectives, “constituted by agents that 
are united under a rationally operated group-level decision-making procedure that 
has the potential to attend to moral considerations”; coalitions, formed by “agents 
who each hold a particular goal and are disposed to work with the others to real-
ise the goal, while lacking a group-level decision-making procedure that has the 
potential to attend to moral considerations”; and combinations, formed by “any col-
lection of agents that do not together constitute either a collective or a coalition” 
(Collins,  2019:4). In her view, collective responsibility can be attributed only to 
collectives. Collins expands on the literature on so-called corporate responsibility 
(French, 1984, Rovane, 1997, List & Pettit, 2011).

Without entering in too many details, Collins and other authors focus on the level 
of internal organisation a group ought to display in order to be attributed collective 
responsibility. For example, collectives may distribute different duties to different 
individuals. Another characteristic of collectives is not only their ability to reach a 
goal, but also to set new goals and, in case, even to change them.

On the one hand, the idea that scientific communities can be regarded as collec-
tive agents is becoming increasingly popular in philosophy of science. Social episte-
mologists have even developed formal models of the social organisation of science 
in order to solve the “mismatch between the demands of individual rationality and 
those of collective (or community) rationality” (Kicher, 1990:6). The problem is that 
the debate in social epistemology seems to be limited to the consideration of the sci-
entific community as a collective epistemic agent. For instance, little or no attention 
is paid to the potential mismatch between the demands of individual responsibility 
and those of collective responsibility.

On the other hand, the philosophical debate about the responsibility of science 
often revolves around the analysis of the roles of non-epistemic values in research, 
but with no further specification of who, within a research group, holds such values. 
Saying that ‘the scientist qua scientist makes value judgements’ (Rudner, 1953) may 
amount to a discussion of ‘the responsible scientist’, a rather idealistic individual 
that represents no actual scientist. Philosophers who focus on the communitarian 
dimension of the social responsibility of science (i.e., Longino, 1990, 2002; Kitcher, 
2001, 2011), by contrast, often end up talking about ‘the responsible scientific com-
munity’, which is no less idealised than its individualistic counterpart and which 
does not help understanding how different individuals, with different attitudes and 
skills, may contribute to group-level decisions.

In short, while social epistemology misses a ‘moral dimension’, the philosophical 
debate about values and responsibilities in science appears to miss a ‘social dimen-
sion’. This gap could be filled by a social epistemology of responsible science. In 
this paper, I take one of the first steps towards such a project by reporting the results 
of a qualitative study on an actual research group and by then analysing whether 
such a group does possess collective moral agency.
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4  The case study

I will present and discuss some of the results of a qualitative case study to analyse: 
whether and how the individuals of a research group engage with anticipative reflec-
tion, or fail to do so; what kind of potential future impacts they are able to anticipate 
and reflect upon; and how the duties of thinking about the future impacts of research 
are (implicitly) distributed within the group.

The study has been conducted on PINpOINT (PP), a 3-year project in precision 
medicine at the University of Oslo (UiO, Norway). The aim of PP is to identify the 
most effective individual treatments for some types of blood cancers (specifically, 
multiple myeloma and some forms of leukaemia) and to develop an AI-based diag-
nostic tool capable of forecasting how specific treatments would work in different 
individuals.

The PP team includes clinicians from the Department of Haematology at the 
Oslo University Hospital (OUH), molecular biologists and bioinformaticians from 
the Institute for Cancer Research (ICR), and biostatisticians from the Oslo Centre 
for Biostatistics and Epidemiology (OCBE). The PP working pipeline unfolds as 
follows:

• The clinicians from OUH extract genetic material (cancer cells and bone mar-
row) from consenting patients, and send it to ICR.

• At ICR, molecular biologists specialised in multiple myeloma and in various 
forms of leukaemia run ex-vivo experiments, consisting in administering dif-
ferent drug combinations in varying doses to the genetic material. Considering 
the number of possible drug combinations and dose variations, the amount of 
data generated after each experiment is huge. The data are first visualised and 
‘cleaned’ by bioinformaticians at ICR, and then sent to the biostatisticians.

• At OCBE, one group of biostatisticians works on statistical models to estimate 
the so-called ‘synergistic effect’ (Berenbaum, 1989; Greco et  al., 1995) of the 
drug combinations from the experiments. Another group develops an AI-based 
mechanistic model (Barbolosi et  al., 2016) to forecast the evolution of specific 
drug therapies on individual patients.

The pipeline is in its experimental phase, meaning that the experiments and data 
analyses are not concluded, and that the mechanistic model is not fully developed 
yet. Moreover, for the results of PP to be fully validated, after the experimental 
phase it will be necessary to make in vivo experiments on animal models and, even-
tually, to run the appropriate trials on human subjects.

PP is supported by the Centre for Digital Life Norway (DLN), a national centre 
which facilitates innovative projects combining biotechnologies with digital tech-
nologies in fields such as health, aquaculture, and agriculture. DLN is in turn funded 
by the Research Council of Norway (RCN), which requires each grant proposal to 
include an account of how the research is conducted according to RRI. As concep-
tualised by DLN, RRI aims at fostering a scientific culture where “anticipating and 
reflecting upon the known, as well as unknown, desirable as well as undesirable 
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impacts of said research is the norm rather than the exception” (https:// www. digit 
allif enorw ay. org/ compe tence- areas/ rri/). In complying with this requirement, PP 
includes an RRI work-package (which the present study is a part of).

5  Methodology

From September 2020 to March 2022, I conducted a qualitative study on the mem-
bers of the PP research group to uncover their level of anticipative reflection for the 
potential impacts of their project. The sources of data have been: field observations 
and guided visits at the laboratories; participation to the monthly PP meetings; one-
on-one meetings (either in person or on Zoom) with some of the PP members, who 
explained in more details the research conducted by the various sub-teams of the 
pipeline; document analysis (articles written by PP members, the PP project pro-
posal, the work packages plan, and so on); field notes and a personal journal; the 
organisation and participation of a public engagement event; and qualitative semi-
structured interviews on some members of PP.

Although in the present article I mainly discuss the results of the interviews, it is 
important to stress that the other sources of data were necessary for a number of rea-
sons. As a philosopher entering an interdisciplinary research group working on pre-
cision oncology, it was crucial for me to socialise with the other members of PP. The 
socialisation process allowed me, on the one hand, to gain some level of trust with 
the scientists and, on the other, to acquire at least a very basic understanding of the 
methods, aims, and theoretical vocabulary of PP. Socialisation through participant 
observation, therefore, was necessary to formulate the right kind of questionnaire 
and to understand the answers of the interviewees. Moreover, field observations, 
document analysis, and other activities were not conducted only before the develop-
ment of the questionnaire and did not end with the interviews. These activities were 
conducted in parallel with the qualitative interviews and they were used to triangu-
late my findings and help refine my analysis.

The sample for the interviews consisted of 13 PP members. Of these, 8 work at 
ICR (4 of them belong to the sub-group studying multiple myeloma, 4 to the sub-
group studying leukaemia) and 5 work at OCBE (2 of them belong to the sub-group 
developing statistical models of drug synergy effect, 3 to the sub-group developing 
the AI-based mechanistic predictive model). As for the level of seniority of the par-
ticipants, 3 of them are principal investigators, 6 are permanent researchers at UiO, 
2 are postdoctoral researchers, 1 is a PhD student and 1 is an MA student who has 
recently obtained her degree and who is going to start a PhD within PP. The interna-
tional research culture at the University of Oslo is also reflected in the sample: 5 of 
the interviewees are from Norway, while 8 are from abroad. The male/female ratio is 
60–40%. Participants were suggested by the project PIs, who picked up volunteering 
members of their subteams. Interviews were carried in English, either face-to-face 
or on Zoom; in the first case, at the interviewees’ workplace (i.e., office or labora-
tory), in the second case from their homes. Apart from me and the participant, no 
one else was present at the time of the interview.

https://www.digitallifenorway.org/competence-areas/rri/
https://www.digitallifenorway.org/competence-areas/rri/
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The interviews were recorded, anonymised, and then thematically analysed 
with the N-Vivo software and by following the method of Grounded Theory, which 
involves the application of inductive reasoning to derive themes from data interpre-
tation (Charmaz, 2014). This means that the data collected through the interviews 
were not used to test a hypothesis but, rather, to develop new ones. ‘Inward’ and 
‘outward impacts’, the way they relate to epistemic or social responsibility, and all 
the other concepts discussed in the next section were not formulated before this 
study, but through this study. Whenever this article directly cites some of the inter-
viewees, pseudonyms have been used. I presented and discussed the results of this 
study in some of the PP monthly meetings, to make sure that all the participants felt 
comfortable with how the study was presented and to further consolidate my inter-
pretation of the data.

Even though this study was not carried on with the specific aim of stimulat-
ing a change in researchers’ anticipative reflection, so-called ‘reactivity’ cannot 
be excluded, especially considering that, during the interview, participants were 
asked to focus on, and start thinking about, the societal impacts of their own work. 
Clear cases of reactivity were indeed observed. For example, ‘Charlotte’ (senior 
researcher) claimed that, as she was answering the questions, she was beginning to 
think about modifying her protocol to take into consideration new parameters which 
may facilitate the future application of her results. ‘Emily’ (senior researcher) dis-
cussed with me how she began thinking about how to contribute to the implementa-
tion of the results of parts of PP. (Since both Charlotte and Emily spoke about tech-
nical aspects of their ongoing research, what they said will not be reported here.) 
These are only the most striking observed examples of shifts in the interviewees’ 
reflection about their own work. Other ‘micro-shifts’ were also observed. In fact, 
one of the main themes that emerged in the data analysis, the ‘Good Question-
theme’, is about all the instances in which researchers answered by exclaiming “This 
is a good question!”, or with similar expressions. Such exclamations were followed 
by moments in which researchers appeared to reflect about particular questions or 
issues.

In general, while it must be acknowledged, reactivity in qualitative studies does 
not necessarily affect the quality of data (Zahle, 2023). In this research in particular, 
that some answers or behaviour were interpreted as being caused by an individual 
shift in anticipative reflection is not particularly problematic. The aim of this study, 
it is worth reminding, is to study how anticipative reflection is distributed across 
the research group. At least in the short term, individual increasing in anticipative 
reflection does not alter its distribution at the group level. In any case, unfortunately 
repeat interviews could not be carried on, due to the end of my appointment at UiO.

6  Results

6.1  Intentions

Seven PP members are driven by a preoccupation with contributing to society and 
they appear to have chosen a career in scientific research because they are driven by 
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the desire of bringing positive social changes. They regard science as embedded into 
a much larger social context and they see the attempt of making a valuable contribu-
tion as one of their chief duties. This does not mean, of course, that one can infer 
that the other six interviewees do not see their research as aiming to benefit society. 
It may be the case that they are also driven by similar motivations, but they have not 
expressed them explicitly. The Socially-Oriented-theme, in fact, emerged inductively 
from the answers to general questions about their career path or their role within PP.

Julie (mid-level researcher): “I like the translational character of this field. It 
is more connected to patients, to really delivering something that society or 
the public can [use]... I would not say it’s ‘more useful’, I think it is just more 
translational”.
Mark (PI): “I have been interested in the ethical aspects [of science] all my 
life [...]. I have always been interested in understanding the long term effects of 
science, and what to do”.
Angel (postdoc): “I wanted to do something that had a more direct impact. I 
wanted to work on research that has a more immediate impact”.

While one may expect an interest for translationality from biomedical researchers 
working to fight cancer, biostatisticians, who perhaps could be more easily regarded 
as interested in analysing numerical data rather than in ‘real world’ problems, also 
show a strong desire to contribute to society. One biostatistician recalled how scientific 
research and political activism have been strongly intertwined in his life since his years 
as an undergraduate studying pure mathematics. Another one explained that, like many 
graduates in statistics, he could have opted for a more lucrative career in fields such as 
finance. Instead, he deliberately chose a different path because he values the potential of 
contributing to the well-being of people more than personal financial gains.

As mentioned in Secion 3, one of the conditions for the attribution of responsibil-
ity is intention: an agent is responsible for something if she has (or has had), among 
other things, the intention to do that. However, it is worth stressing that intention 
is only one of the necessary conditions for responsibility. It is therefore crucial to 
understand whether PP researchers are also able to translate their positive intentions, 
motivations, and social orientation into a socially responsible way of approaching 
their scientific activity.1

1 An anonymous referee, whom I thank, notices a tension between having a developed theoretical frame-
work for analysing responsibility and then pursuing a grounded theory approach. For example, the ref-
eree argues, the relevance of intentions is given by the theoretical framework and then it is used to ana-
lyse the data. Two things must be stressed. First, the Socially Oriented theme emerged inductively from 
the answers given to general questions about the researchers’ scientific trajectory or about their role at 
PP, at what could be defined as the ‘first level’ of analysis. None of the questions mentioned terms such 
as ‘intention’, ‘responsibility’, ‘ethics’, ‘social orientation’, and the likes. It is only at a ‘second level’ 
of analysis that the Socially Oriented theme is interpreted as akin to one of the necessary conditions of 
responsibility. In other words, intention became relevant not because of a theoretical framework about 
responsibility, but because of the data. Second, even the second level of data analysis does not involve 
the interpretation of data through a developed theoretical framework. By definition, a responsible agent 
must meet some conditions, one of which is intentionality. Such a basic definition does not correspond to 
a fully developed theory of responsibility.
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6.2  Impacts and futures

To understand whether they engage with anticipative reflection, and of which kind, 
PP researchers were asked a number of questions about the potential impacts of the 
results of their research. The answers suggest that PP researchers reflect upon two 
different kinds of impact, that I associate with two different kinds of responsibility.

Eight researchers anticipated what I define as inward impact, that is the impact 
that scientific results may have on scientific research itself. Inward impact is talked 
about in a matter-of-fact fashion: researchers assume that they will obtain some 
results that the scientific community will eventually find useful and applicable. 
They also know which kind of results they need to produce, and how, in order to 
make a relevant inward impact. Even though they cannot know exactly when such 
results will be reached, researchers expect to make an inward impact sometimes in 
the medium-term future, that is, by the end of PP or of a follow-up project. The 
medium-term future researchers anticipate is not qualitatively different from the pre-
sent: the kind of knowledge produced today will still be regarded as a valuable piece 
of knowledge in the future.

Inward impact is the result of present efforts, it amounts to the production of 
shareable knowledge the value of which, in the future, will be measured by current 
standards. For this reason, I associate inward impact with epistemic responsibility. 
Internal impact is made only if researchers act in an epistemically responsible way 
towards their colleagues and peers: that is, only if they produce and share robust, 
scientifically sound, and non-trivial results.

Outward impact, by contrast, is the impact a research may have in the world out-
side the laboratories and the specialists community. It belongs, in short, to the kind 
of societal implications that emerging science policies such as RRI require research-
ers to anticipate. A total of eight researchers talked about outward impact. However, 
references to outward impact are not only less frequent, but also characterised by a 
sort of ‘wishful thinking’. Researchers ‘hope’ that their work will make an outward 
impact (i.e., that it will be useful, that it will improve the quality of life of cancer 
patients, and so on), but they are not able to anticipate whether, when, how, and by 
whom such an impact will be made.

Alice (master student): “[PP] will have an impact of course on other research-
ers who are doing the same work like us, because we provide new knowl-
edge. And hopefully it can also impact on how we, in the future, decide how 
to treat the patients: if we can show that our approach can somehow predict 
the response in the patients, then in the longer term maybe we can implement 
it in the clinic and can have an impact for the treatment of the patients. But 
then it’s... But then this will take several years and we have to show it in clin-
ical trial studies that it is actually working, that it can predict the treatment 
response, and also we need to communicate with the clinicians, so that they 
have trust on what we are doing so they want to use it also”.
Anthony (mid-level researcher): “[PP can affect] the [research] community, us 
as a project first. It has an impact on the community at large, like the interna-
tional community [of researchers]. The question we are trying to answer could 
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be useful to others to build on. And of course we are aiming to make an impact 
on patients, right? So, we want to improve the way patients are treated at the 
moment. That’s the ultimate goal, I would say, for this kind of project, and 
whether you will reach it, with this project or with some others later on, it’s 
difficult to say. It’s very difficult to say yet. But we have hopes, of course”.
I: Who do you think this research project will affect?
Sten (PhD student): “[Sighs] Who is going to benefit from it? I mean, the hope 
is always that we are able to deliver better treatment, right?”
I: Who do you think this project is going to have an impact on?
Emily (senior researcher): “I hope cancer patients will get benefits from it, at 
some point”.

Outward impact, if any, is achieved in a vague long-term future. The more dis-
tant and vague it becomes, the less researchers see themselves as agents capable of 
contributing to it. This suggests that many researchers do not see themselves as play-
ing a prominent role in making an outward impact. Some of them explicitly claim, 
for example, that the successful implementation of the results of PP depends on 
the clinicians and on their willingness to adopt an AI-based tool they may not fully 
understand or even trust. Yet, they do not always see themselves as being responsi-
ble to contribute to clinicians’ awareness, appreciation, and understanding of such 
an innovative healthcare tool. Others consider that the implementation of innovative 
healthcare tools may face financial barriers, which need to be tackled by politicians, 
by the National Health System, and maybe by patient associations as well. In short, 
it appears that PP researchers tend to delegate the responsibility for making an out-
ward impact to other societal actors, despite the fact that, as seen in 6.1, many of 
them claim that the possibility of contributing to society is one of their main motiva-
tions for pursuing scientific research.

It must be said that several interviewees do not exclusively think about only one 
kind of impact. When asked to consider ‘consequences’, ‘impacts’, ‘implications’, 
‘potential barriers to implementation’ and ‘who will be affected’, the answers of four 
researchers clearly referred to a mix of inward and outward impact. What is impor-
tant to stress is how differently these two impacts are anticipated and assessed. They 
are in fact imagined as happening in two different kinds of future: a well-defined 
medium-term future for inward impact, in which researchers see themselves as play-
ing an active role, and a rather vague and undefined long-term future for outward 
impact, for which researchers feel less responsible. (Table 1 summarises the rela-
tions of the concepts emerged from the data).

6.3  Deviations

Four individuals stood out from the rest of the PP research group.
One of them, Thomas (postdoc), talked about personal impact, that is, the impact 

research may have on one’s own future as a researcher.

Thomas (post-doc): “Of course I’m worried about [things going wrong with 
the project], because my academic livelihood depends on it. [...] My success in 
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being able to finish my PhD depended on whether I could finish that (project), 
and I was worried about it every day. And now that I have a PhD, whenever 
I get something which I do not expect from the simulation I still panic, and I 
reach out to check whether I am correct or not”.

Thomas considers the short-term future of the project, because he is wor-
ried about getting wrong results, as well as his own future in research, because he 
is worried about the effects of errors or dead-ends for his academic career. While 
Thomas also discusses the internal and the external impact of PP, he is the only one 
among the interviewees to talk openly about personal impact. However, it cannot be 
excluded that the others also consider personal impact simply because they did not 
talk about it explicitly.

The other three individuals are PIs. ‘Mark’ is a questioning researcher. Like the 
well-intentioned researchers discussed in 6.1, he is driven and motivated by the 
desire of bringing a positive change into society, and has chosen a career in aca-
demic research accordingly. What distinguishes him from the others is that his firm 
commitment to social and political values leads him to be deeply self-reflective and 
to question his own activity. The questioning researcher does not have answers, 
because he is aware of the complexity of the ethical and social issues arising in inno-
vative biomedical research. Such a critical (and self-critical) reflection, however, 
does not appear to translate into a change on how research is conducted. When talk-
ing about the role of scientists in society, and despite his commitment to social and 
political values, the questioning researcher actually seems to support a rather tradi-
tional conception of science. In his view, scientists have to provide data to policy-
makers, who will then have the responsibility of choosing what to do.

I: Apart from giving results and data, do you also give any suggestions? Any 
policy suggestions? Why not?
Mark (PI): “No, because this is another type of... So, we describe the situa-
tion now and we make a prediction of how it will continue in [the near future], 
if nothing is changing... But to ask the question ‘What would happen if I 
[did this]?’ is something that I cannot do in my models, because I don’t have 
that macroscopic... It’s a little bit like, ‘What would happen in my model if I 
change the gene?’, I cannot answer this question, because I do have that gene 
in my model”.

Claims like this show how complex forward-looking remedial responsibility 
is. The questioning researcher is indeed driven by moral and social values, but he 
also believes that the best way for serving social aims is the production of rather 
‘value-free’ models, without engaging in the kind of future-oriented counterfactual 

Table 1  Inward and outward impacts anticipated by the members of PP

Future Mode Responsibility Based on Agent

Inward Impact Short/Medium Definite Epistemic Knowledge, Expertise ‘We’
Outward Impact Long Vague Social/ Remedial Hopes, Intuitions Others
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reasoning necessary to the kind of social responsibility promoted by some of the 
emerging science policy frameworks. Taking a step back from the abstract ideals of 
science, it is possible to see a more complicated reality in which different kinds of 
scientists occupy different places in the varied spectrum between value-freeness and 
value-ladenness.

As said above, most PP-researchers think only about the potential inward impacts 
of the research outcome of their own sub-team, but do not seem to have a bird-eye 
view of PP as a whole. Such a bird-eye view can be however found among senior 
researchers, especially PIs. This is a rather expected result: since they designed it to 
begin with, it does not come as a surprise that PIs are also able to look at the project 
pipeline in its wholeness. ‘Matthew’ is defined here as a forward-looking researcher 
because he anticipates and discusses both the inward and outward impacts in the 
long-term future of PP as a whole, as well as the possible follow up projects and the 
clinical implementation of the results of research in precision medicine. He is able 
to do so because he possesses a deep knowledge not only of the biomedical research 
field, but also of the political and institutional context in which research is embed-
ded. Matthew describes his own work as the struggle to constantly “think big, raise 
up, look further toward the horizon and make plans”.

Another person, ‘Luke’, was able not only to discuss the project pipeline as a 
whole, but also to look at the whole field of precision medicine from a wider per-
spective and to critically discuss it in the context of current and even future biomedi-
cal research. Since he puts the whole PP into a wider perspective, thus surpassing 
even the forward-looking researchers in terms of anticipative reflection, I defined 
him as possessing an eagle-eye view. For Luke, in the medium to long-term future, 
other approaches to oncology will be more fruitful than precision medicine. At the 
same time, he is also able to provide a convincing pragmatic argument for the need 
of continuing to do research in precision medicine now.

I: Why have you chosen to work in a project about precision medicine if you 
think there is a better alternative available?
Luke (PI): “The reason for that is that these immunotherapy approaches, they 
will be better, but it will take ten, or twenty, or maybe even thirty years before 
they are fully operational. Until then, we have to make tools with what we have 
and we have all these drugs that are approved for various cancers and they 
probably work for certain patients, but then we need to find out who are these 
patients, who benefits from these compounds, who benefits from combinations 
of compounds and who does not. So in the medium long term I think precision 
medicine can fill the gap until we have developed better tools for cancer treat-
ments”.

An actual scientist as reflective as Luke does not fit neatly with the abstract idea 
of a socially responsible scientist. While he is indeed capable of engaging with 
future-oriented reasoning, and even more so than Matthew, he does not regard 
being engaged with the public and other stakeholders as one of his duties, nor he 
appears to be particularly driven by moral and social concern, apart from being a 
‘good researcher’ (which involves the production of reliable knowledge). Under this 
respect, Luke’s attitude seems specular to Mark’s, who is driven by moral and social 
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values but who does not engage in anticipative reflection (and, moreover, thinks that 
it is responsible not to engage in it).

Thomas, on the one hand, and Mark, Matthew, and Luke, on the other hand, 
occupy the opposite extremes of the spectrum of the degrees of reflection about the 
future implications of their research. They are also at the two extremes of the aca-
demic hierarchy: as already said, while Thomas is a junior scientist without a per-
manent position, the other three are tenured PIs.

6.4  We‑reasoning

The results analysed so far concern individuals within PP: whether they are able to 
anticipate the future impacts of their research, and of which kind, and whether some 
of them deviated from the others in their engagement with anticipative thinking. The 
answers of nine PP researchers, however, signal the presence of the form of ‘we-
reasoning’ that, as explained in Section 2, is necessary to collective agency.

Two specifications are in order. First, the We-reasoning-theme mostly emerged 
in relation to questions about methodological choices: how they are made and who 
makes them. This means that PP-researchers consider themselves involved in the 
‘we-reasoning’ mainly when it comes to make decisions aimed at reaching their 
epistemic goals. Second, by going more in depth into these issues and by asking 
them to clarify their answers, interviewees were able to distinguish how different 
individuals contributed to the collective decision-making process. The collective 
‘we’ is not an abstract entity that goes above and beyond the members of a sub-
team, and the decisions it takes are the outcome of deliberative processes in which 
different individuals contribute differently.

Julie (mid-level researcher): “We analyse things and, if there are mistakes, 
then we need to repeat, or maybe if it’s not possible to repeat we need to find... 
we need to analyse a bit better to, kind of, say... we need to trust this, or maybe 
it can be used in another way?, or... so... depends. There are many different 
types of interpretations of your results, I think”.
I: And who decides.? Who does the interpretation work? Who interprets the 
results?
Julie (mid-level researcher): “That is primarily done by the person who is 
doing the experiment. In this type of project you really work together with the 
biostatisticians, because I don’t process the raw data coming directly from the 
machine, so you get numbers that I need to reinterpret and then again I do my 
interpretation that I show in the group meeting, to Matthew and other research-
ers, so that the interpretation is done together with him. So, yeah. I’m not tak-
ing, you know, the responsibility alone to publish something, but I discuss”.

‘Charlotte’, a senior researcher, was able to distinguish the different roles that she 
and the other members of her sub-team play in making decisions, based on their 
level of competence and seniority. Even if she makes some of the ‘final’ decisions, 
the ways in which she arrives at such decisions is heavily informed by discussions 
with all the other individuals working with her.
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I: You and your group are developing the software and also thinking about the 
underlying mathematical approach [...]. Try to explain to me, as someone from 
the outside, how would you choose the right mathematical approach? How 
many alternatives do you have? And how difficult is it to make such a choice?
Charlotte (senior researcher): “That is a good question!”
I: I often have this reaction in these interviews. Thank you.
Charlotte (senior researcher): “Do you? Well, this is not an obvious ques-
tion. So, there are some obvious types of models which lend themselves to this 
task, and that we have more than others, and maybe [we] make the decision 
that we use one of them, and we try to write down the specifications that the 
model needs to fulfil, right? One thing that we know, for example, is that a lot 
of the relationships are highly non-linear, they are kind of complex relations, 
so the model needs to be able to deal with that. Then we need to be able to 
scale to a large dimension, kind of a bigger scene, so it’s also a computational 
issue, because we cannot go... we are forced to look at the higher level, because 
we look at the big screens so it’s computational and feasible, otherwise. And 
then there is, yes, we just follow the literature and actually try to follow the 
literature in different fields, which is also challenging. So, the machine learn-
ing field, which is just coming from the computer science side, then also the 
statistical field, and these recent developments in both fields... and these com-
munities overlap, but they publish in different journals, so we have to follow 
them two. Yeah. And then try to kind of make an ‘educated guess’, formulate a 
project based on that. We are also updating and learning over time, right?, but 
it’s also…”
I: You said: “We try to make an educated guess”, but who is ‘we’? Who is 
making the guess?
Charlotte (senior researcher): “[laughing] It depends. When I write the project 
description for a PhD student, I would probably usually decide what we are 
going to look at. Then there will be a refinement in the project, but the main 
approaches are given at the beginning. But for a postdoc like F., for example, I 
have been keeping that quite open, we discuss things together. I make sugges-
tions based on the experiences we’ve had with Sten’s project, and A.’s projects, 
and also another PhD student who was working in another related area, and so 
on with all the experiences we’ve had... But actually, in the end, probably a lot, 
it’s a lot my decision”.

When it comes to the attribution of responsibility, however, the collective nature 
of research may pose some dilemmas. For example, ‘Sten’ seemed to maintain that 
blame for something going wrong should go to someone in particular, whereas 
praise for something good should go to the whole team.

I: In these long projects there are always people coming and going. In your 
view, if anything goes wrong, who should be held responsible for the mistake?
Sten (PhD student): “I don’t know. It’s a difficult question. Depends on what 
you mean by ‘going wrong’, so... We do as much as we can to test the software 
to make sure that it’s functioning in the reasonable data cases, and we pro-
vide help files, and vignettes, and we write papers to explain how the package 
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works and how to fix errors. We use a very particular probabilistic language, 
which is the software the package is built on, which is heavily developed and 
supported, it has an active community. Everything is open source, so you can 
see all the files, how the model is set up and everything. In the end who can be 
held responsible... It depends on what goes wrong”.
I: You told me about things going wrong, about the tool and the biostatistical 
models, but something can go wrong with the project, which involves different 
people. If anything in general, with the project, goes wrong do the biostat-
isticians say: ‘Ah, we only do numbers, we develop the models, it’s not our 
responsibility’.
Sten (PhD student): “I don’t know. It’s a package deal. We are all trying to do 
the best we can”.
I: Sure, mine is not a comment about the intentions. Of course, the intentions 
are always very good, and the efforts as well.
Sten (PhD student): “I am sure there is probably a correct answer here, 
because there is a pot of money that’s given to someone under some agree-
ment, under some deliverables. If we don’t do anything, we just sit back and 
get paid and don’t do any experiment, don’t do anything, someone will be held 
responsible for that.
I: Let me put the question from another side: if everything goes perfectly right, 
who is going to be responsible for the success of the project? One or two peo-
ple, or the whole team?
Sten (PhD student): “[thinking about it] The whole team, but maybe in differ-
ent ways”.

When he was made aware of this asymmetry, ‘Sten’ added that responsibility 
should be distributed in different ways across the group, but he was not sure of how 
such a distribution should proceed.

I: So, in the case of success everybody is good? I’m not even sure there is a 
right answer, there’s not even this assumption here. But so, if everything goes 
ok, everybody is good and everybody’s is a success story, but if anything goes 
wrong then the responsibility is just of someone… Then you said there’s a pot 
of money given to do the research, but part of that money went to your pocket 
as well, because you are also at the end line of the money.
Sten (PhD student): “Definitely yes”.
I: So, it’s not like a one person thing.
Sten (PhD student): “I think we are all involved, but we have different levels 
of responsibility. But of course if you do your job and the project is success-
ful because of my little piece of input, then I’m happy of course. If things go 
wrong and it’s maybe my fault for building a tool that is terrible and doesn’t 
work, I would be sad of course”.

The discussion with ‘Sten’ mainly revolved around accountability, that is 
about backward-looking responsibility. However, the same difficulties in deciding 
who is supposed to be the responsible agent of PP, whether the group as a whole 
or some individuals in particular, also arose in discussions about forward-looking 
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responsibility. ‘Matthew’, the forward-looking PI of Section 6.3, would like a major 
involvement of every member of PP in the kind of anticipative reflection he is 
already conducting. He also hopes to encourage such a reflective attitude by leading 
through examples. Despite his optimism, when asked whether the other members of 
PP are actually starting to ‘look towards the horizon’, ‘Matthew’ realises that antici-
pative reflection is not easy to be taught by example.

Matthew (PI): “I do think the default way that I would like to lead people in 
research is by ‘charismatic leadership’. You sell a vision to the other members 
of the project and you set up the goal a little bit further up in the horizon as 
something which would be a good place, a goal. And if it’s difficult to get there 
you also start groundbreaking projects, you know. [...] You sell a vision and 
you get other people to buy into your vision, because that involves setting up 
something towards the horizon”.
I: It seems to me that, as a PI, you have a very wide outlook on things, you 
think forward and very much so. You are already thinking about what will 
come next, the main problems with implementation, who needs to integrate 
what. You have these problems very clearly in mind. Do you think that [the 
other members of your team] have also got this wide view on research, or is 
their view a bit more on the ‘here-and-now’?
Matthew (PI): “[with hesitation] I think they are a bit more on the here-and-
now”.

7  Discussion: Distributing responsibilities

PP members appear far from the ideal (or stereotype) of the ‘disinterested scientist’. 
As discussed in 6.1, many of them are driven by a desire to improve society and 
to have a positive impact on cancer patients. However, intention is only one of the 
necessary conditions for the attribution of responsibility. One of the most striking 
results of this study is the evident gap between researchers’ value-drivenness and 
good intentions, on the one hand, and their little propensity to think about the poten-
tial outward impacts of their work, or to see themselves as the agents operating such 
kinds of transformative impacts.

This does not mean that no one, at PP, is engaging with the kind of anticipa-
tive reflection that is considered necessary to the social responsibility of science. 
This is the case of some of the individuals displaying deviations from the rest of the 
group. In short, while the majority of PP members, especially junior and mid-level 
researchers, carry on the epistemic responsibility of producing justified and relia-
ble information, and therefore of thinking about the inward impacts of the project, 
the more experienced PIs seem to carry the duty of ‘thinking about the future’ and 
reflecting about the wider social and institutional context of their research.

The qualitative data collected during the study, however, resist the over-simplis-
tic explanation based on power dynamics within the academic hierarchy. On the 
one hand, some parts of the PP pipeline (that is, some of its sub-teams) are actu-
ally characterised by a rather ‘horizontal’ structure in which research is conducted 
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in a strongly collaborative and mutually respectful spirit. ‘Mark’, the questioning 
researcher, actively encourages the members of his team to be reflective about the 
value and impact of research. ‘Matthew’, the forward-looking researcher, would pre-
fer social responsibility to be equally shared among all the members of PP and, more 
than a decision-maker, he regards himself as someone who leads by example. Yet, 
at the same time, he recognizes the difficulties of inculcating a sense of anticipative 
reasoning in his collaborators.

On the other hand, many PP-researchers do have real concerns about social and 
moral issues. When explicitly asked why they do not think more, and more deeply, 
about the social implications of their work, despite their own motivations and good 
intentions, some of them replied that they were not ‘qualified’ or ‘prepared enough’ 
for undertaking such a task. They felt that their PIs were far better suited to think 
about ‘big issues’. What seems to regulate the distribution of responsibilities in PP, 
in short, is the feeling of inadequacy perceived by many researchers. It is for this 
reason that they prefer to delegate the engagement with the reflection on the moral 
and social implications of their research to the more experienced PIs.

This is not a problem per se because, following some theories on collective 
responsibility, for a group to be collectively responsible it is not necessary that every 
single one of its members carries the same duties in the same way at the same time. 
Theories such as those developed by List and Pettit (2011) or Collins (2019) allow 
the assignment of special duties to those individuals who, within a group, are the 
most capable of carrying them. Such individuals, in turn, represent the group they 
are part of, meaning that their decisions ought to reflect its collective ‘ethos’, which 
also unites the other individual members.

In the context of philosophy of science, Rolin (2017a, 2017b) has borrowed some 
concepts from moral philosophy to develop what could be defined as a distribu-
tive approach to the issue of scientists’ responsibilities. Since it would be unjust, 
if not unrealistic, to expect that every single scientist is capable of carrying differ-
ent kinds of responsibilities in the same way and at the same time, Rolin suggests 
that only few members of the community ought to carry special duties. She explains 
that, while general responsibilities are universal, and everybody should carry them, 
so-called special responsibilities are general responsibilities assigned to individuals 
who can play a specific role within their community. To make an example: while, 
as a general rule, everybody has the duty to try to rescue people in danger, in some 
circumstances (i.e., at a beach) only few qualified people (i.e., lifeguards) have the 
special responsibility of carrying such a duty. Similarly, for Rolin, it is possible to 
conceive a scientific community in which only few individuals carry some of the 
community’s duties.

Following on these insights, PP seems to display a spontaneous and implicit dis-
tribution of responsibilities. While divisions of practical tasks and research duties 
occur regularly in research groups, and are actually part of the planning of the 
project, the distribution of the ‘moral work’ at PP is implicit in the sense that it is 
not the outcome of planning or deliberation. The main issue, however, is not that 
responsibilities are distributed within PP, but whether they are distributed in the 
right way. An implicit distribution of responsibilities, in fact, could be problematic 
for a number of reasons.
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To begin with, while it is true that senior researchers may be more aware of the 
social and institutional context in which science is embedded, and may have also 
acquired the right skills, or even the authority, to engage responsibly with different 
stakeholders, knowledge and awareness are not in themselves sufficient for respon-
sibility. People can learn new things, and some people may know more things than 
others, yet knowing more does not automatically change how one thinks or acts. 
Some people may even use what they know for pursuing selfish or even immoral 
agendas. Because knowledge is only one of the necessary conditions for responsibil-
ity, irresponsibility is not necessarily and not always caused by a deficit in knowl-
edge. In short, assuming that some individuals occupying a high position in a hierar-
chy ‘know better’ only because they ‘know more’, and delegating to them important 
responsibilities on the basis of such an assumption, is unwarranted and problematic.

Nor should it be assumed that younger researchers do not possess any valuable 
knowledge or a future-oriented attitude. The anticipative reflections of these indi-
viduals, however, will have little or no bearing in the directions taken by research, 
especially if they will feel like their own contribution is not relevant enough. In 
moral philosophy, this is known as the individual impotence objection, for which 
individuals feel dispensed from partaking in the performance of collective duties 
(Parfit, 1984; Pinkert, 2015). Perceived individual impotence clearly arises at the 
collective level and it is a problem that the interventions at the midstream stages 
seeking to encourage anticipative reflection among individual scientists do not con-
sider enough. The issue is not whether individuals engage with a particular type of 
moral reasoning or action, but whether they think that their reasoning or action may 
be impactful in the grand scheme of group dynamics.

Moreover, a just distributive model of responsibilities should not correspond to 
the uncritical delegation of special duties to few members of the group, completely 
dispelling the others from any participation in the performance of such duties. Doing 
so would reinforce the diffuse perception of personal impotence, while depriving the 
group of potentially valuable inputs from individuals who do not have special roles 
or special duties. To put the whole weight of a special responsibility on the shoul-
ders of only a few individuals would hardly contribute to making the group as a 
whole ‘collectively responsible’.

These issues may be reinforced by the institutional elements of scientific research. 
On the one hand, PIs have to write research proposals and look for funding. They are 
often required to write ‘impact statements’, which forces them in some respects to 
engage with anticipative reflection. On the other hand, junior researchers rarely get 
credit for thinking about these issues: for them, epistemic success counts primar-
ily. Even in cases such as PP, characterised by ‘horizontal’ research structures, the 
institutional dimension governing research may end up creating hierarchical splits in 
matters related to social responsibility.

Some of the interventions aimed at changing the institutional dimension of sci-
ence do not do much either. For example, Digital Life Norway, which funded PP, 
organises RRI intensive courses for graduate students and junior researchers. These 
training activities clearly target only part of the population of scientists. While 
many of the people who took the RRI courses will leave academic research, or 
even research altogether, the implicit distribution of responsibilities, with junior 
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researchers doing the benchwork and PIs thinking about future impacts, remains in 
place de facto.

These observations lead to the final point of this discussion, about whether PP is 
a collective agent, and of which kind. PP appears like a collective epistemic subject, 
characterised by a set of shared epistemic goals, and of collaborative and coordi-
nated activities to reach them. More precisely, PP appears like a collection of small 
collective epistemic subjects (the sub-teams working within the pipeline), character-
ised by the ‘we-reasoning’ and in which decisions are taken at the collective level; 
the sub-teams, in turn, form a bigger collective epistemic subject (the whole work-
ing pipeline). When it comes to moral agency, however, PP could be at best defined 
as a ‘semi-collective’ agent, in virtue of the fact, discussed above, that the distribu-
tion of special roles is implicit and perhaps not entirely just, or even effective.

Whether such a (semi)collective agent is of the kind theorised by Bratman or it 
is, rather, closer to the kind discussed by philosophers like Collins or List and Pettit 
should be the object of further analysis. What is important to stress is that while 
PP could be further ‘collectivised’ through a more explicit and transparent distribu-
tion of special duties, this would not automatically imply that its members will get 
more ‘responsibilized’. The ‘we-reasoning’, characteristic of collective agents, may 
be used by individuals to de-responsabilise themselves, by avoiding to regard them-
selves as responsible for some of the decisions that are taken at a collective level. 
This means that the interest of the individual members of a group towards their col-
lective responsibilities should not stop once such responsibilities have been distrib-
uted in an explicit and just way.

8  Doing social epistemology of responsible science via qualitative 
studies

The issue of the social responsibility of science is complex and multi-faceted. The 
problem of which kind of group structure best serves the kind of collective remedial 
responsibility that current science policies demand from research groups requires 
the development of more detailed normative theories. The aim of this article was not 
to develop such a normative theory in full. Rather, I used a qualitative case study to 
show what the current debate about the social responsibility of science lacks. Such 
a debate is often framed around the concepts of ‘the responsible science’ or of ‘the 
responsible community’, both treated in rather idealised terms. These perspectives 
however fail to capture the complexity of group dynamics in actual research groups. 
The case study has been used as an empirical ground to highlight the set of problems 
that the collective dimension of scientific research poses to the emerging conception 
of a socially responsible science, and that the philosophical debates should attempt 
to solve. Even from the description of the case study, moreover, it is possible to 
begin to draw some prescriptions. For example, the analysis of an implicit distribu-
tion of duties within a research group invites us to reflect on how such a distribution 
of duties ought to be properly operated.

This approach is not a novelty. Several philosophers have already used qualita-
tive research methods for philosophical purses (see, for example, MacLeod, 2018; 
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MacLeod & Nersessian, 2013, 2015, 2016; Nersessian, 2019, 2022; Nersessian 
et  al., 2003a, 2003b; Osbeck & Nersessian, 2017; Wagenknecht, 2016; Hangel & 
Schickore, 2017; Schickore & Hangel, 2019; Trappes, 2022). The motivation for 
employing such methods is that they may represent the missing link between gen-
eral prescriptions and the details of actual scientific practice, and may therefore be 
extremely useful for philosophical research (Hangel & ChoGlueck, 2023; Nerses-
sian & MacLeod, 2022).

This article contributes to the qualitative research approach in philosophy of sci-
ence by presenting a case study about the distribution of social responsibility in 
a research team, representative of the kind of research that is funded by agencies 
that require scientists to be socially responsible and to comply with RRI. While 
they acknowledge the role of subjective factors, such has researchers’ own stand-
points, many of the qualitative studies in philosophy of science conducted so far 
have focused on the epistemic elements of scientific research (i.e., how scientists 
reason to construct a model, how they define or operationalise specific concepts, and 
so on). In this way, these studies remain within the same scope of traditional social 
epistemology of science, which seems to miss a ‘moral dimension’.

At the same time, and as noticed by de Melo-Martin and Intemann (2023), many 
philosophical debates about values in science and responsibility are conducted from 
a rather individualistic perspective. Such debates, in fact, attempt to develop nor-
mative frameworks for the (ideal) individual scientist, regarded as the fundamental 
responsible agent in science. However, group dynamics may constrain individual 
responsibilities in different ways, the distribution of responsibilities discussed in 
this article being an example. In short, the debate about the responsibility of science 
seems to miss a ‘social dimension’.

The present study complements both empirical social epistemology and the phil-
osophical debate on the responsibility of science, laying the ground for what I define 
as the social epistemology of responsible science.

There are, of course, potential issues with the use of a qualitative case study for 
drawing normative claims. One of the perceived issues of qualitative studies is that, 
focused as they are on ‘local’ analyses, and unlike quantitative research, their results 
are not statistically valid and cannot be generalised. It is therefore unclear how con-
text-specific qualitative studies may be used to support general philosophical con-
clusions. Some philosophers respond by noticing that this problem is akin to the 
one posed by the use of historical case studies in philosophy of science. That his-
torical case studies are not generalizable strictly speaking does not prevent philoso-
phers from using them to develop general frameworks. Following the view of Chang 
(2012) on the relation between particular episodes in the history of science and gen-
eral philosophical claims, Masneures and Wagenknecht (2015) argue that qualitative 
case studies and philosophical theories are not in a “particular-to-general” relation 
but, rather, in a “concrete-to-abstract” relation.

Such a consideration complements the position elaborated by many theo-
rists of sociological and qualitative research. Already Weber (1949) argued 
that the object of sociological explanations are ‘ideal types’ that, even though 
are never fully instantiated in reality, are ‘grounded’ on empirical data (which, 
in turn, allow the researcher to find and refine the ideal categories). Similarly, 
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the so-called ‘sensitising concepts’ used in contemporary qualitative research are 
developed by abstracting from concrete data and are used as heuristic devices: 
they “provide a place to start inquiry, not to end it” (Charmaz, 2014:31), and can 
be tested and further developed in future research (Blumer, 1954; Bowen, 2006). 
More generally, supporters of the use of qualitative case studies also argue that, 
even though they produce context-dependent information, they represent concrete 
‘exemplars’ that other researchers may use for addressing some problems in simi-
lar contexts (Flyvbjerg, 2004). This is why social theorists argue that the most 
important trait of case studies is not their generalizability, but the validity of the 
analysis they propose, which in turn allows logical inferences, which are different 
from statistical inferences (Mitchell, 1983).

In short: qualitative studies in philosophy of science are a mainly descriptive 
enterprise of actual local scientific knowledge production; such descriptions, 
however, may also play a heuristic role (in the sense that they may lead to the 
discovery of new philosophically interesting facts about scientific practice) and 
even a normative role (in the sense that they may challenge some of the existing 
normative theories and lead to the examination of some norms that are ‘implicit’ 
in the actual practice). In the present article, I have discussed a qualitative study 
with the purpose of laying the ground for a social epistemology of responsible 
research.

9  Conclusions

Remedial responsibility requires the ability to imagine a desirable future state of 
affairs and anticipate the future impacts of the present course of actions. What 
exactly anticipative reflection is and how people engage with it are issues that 
would enormously benefit from the contributions of further studies. Within the 
limited scopes of a single qualitative case study, in this article I have focussed 
on how anticipative reflection is carried on within an actual research group. The 
results show a more or less implicit distribution of duties and roles, which how-
ever may not be sufficient for ascribing collective moral responsibility to the 
group as a whole. For this reason, it is necessary to complement existing social 
epistemological analyses of the social structure of scientific research with further 
studies on the collective nature of the social responsibility of science.
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