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Abstract
The Steklov eigenvalue problem, first introduced over 125 years ago, has seen a surge
of interest in the past few decades. This article is a tour of some of the recent devel-
opments linking the Steklov eigenvalues and eigenfunctions of compact Riemannian
manifolds to the geometry of the manifolds. Topics include isoperimetric-type upper
and lower bounds on Steklov eigenvalues (first in the case of surfaces and then in
higher dimensions), stability and instability of eigenvalues under deformations of
the Riemannian metric, optimisation of eigenvalues and connections to free bound-
ary minimal surfaces in balls, inverse problems and isospectrality, discretisation, and
the geometry of eigenfunctions. We begin with background material and motivating
examples for readers that are new to the subject. Throughout the tour, we frequently
compare and contrast the behavior of the Steklov spectrum with that of the Laplace
spectrum. We include many open problems in this rapidly expanding area.
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1 Introduction

In this paper, we give a survey of some recent developments concerning the Steklov
eigenvalues and eigenfunctions of compact manifolds with boundary. The last few
years have seen intense interest in these topics, with significant progress inmany direc-
tions since the publication of the survey paper of Girouard and Polterovich [119]. We
focus on the time period since the earlier survey but try to include enough background
to make the current survey somewhat self-contained. Even so, we are only able to
touch on some of the topics, as a quick search on MathSciNet for titles containing
Steklov eigenvalue over this time period reveals over 100 papers. The selection of
topics which are covered here is naturally influenced by the tastes and knowledge of
the authors.

Let � be a smooth compact Riemannian manifold of dimension d + 1 ≥ 2 with
boundary � = ∂�. The Dirichlet-to-Neumann operator D : C∞(�) → C∞(�) is
defined byD f = ∂ν f̂ , where ν is the outward normal along the boundary� andwhere
the function f̂ ∈ C∞(�) is the unique harmonic extension of f to the interior of �.
The eigenvalues ofD are known as Steklov eigenvalues of�. They form an unbounded
sequence 0 = σ0 ≤ σ1 ≤ σ2 ≤ · · · → ∞, where as usual each eigenvalue is repeated
according to its multiplicity. There exists a corresponding sequence of eigenfunctions
fk ∈ C∞(�) that forms an orthonormal basis of L2(�). Their harmonic extensions
uk = f̂k are solutions of the Steklov spectral problem given by

{
�uk = 0 in �,

∂νuk = σkuk on �.

The functions uk are referred to as the Steklov eigenfunctions of�, while the sequence
of eigenvalues (σk)k≥0 is the Steklov spectrum of the manifold�. We are interested in
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Some recent developments on the Steklov eigenvalue problem 3

the rich interplay between the Steklov spectral data and various geometric features of
themanifold�. For basicmotivationwe refer to the introduction of the aforementioned
paper [119], while for historical background and physical motivations readers are
invited to look at the paper [176] by Kuznetsov, Kulczycki, Kwaśnicki, Nazarov,
Poborchi, Polterovich and Siudeja.

There are only a few manifolds for which the Steklov eigenvalues can be computed
explicitly. In general, one must instead use methods other than direct computation
to study Steklov eigenvalues. One critical tool is variational characterisations. The
Rayleigh–Steklov quotient of a function u in the Sobolev space H1(�) is given by

R(u) =
∫
�
|∇u|2dV�∫
�

u2dV�

.

Denote by E(k) the set of all k-dimensional subspaces of H1(�), and letH(k) ⊂ E(k)
consist of those k-dimensional subspaces of H1(�) that are orthogonal to constant
functions on �. The following equation gives two convenient formulations of the
variational characterisation of the Steklov eigenvalues σk(�) for all k ∈ Z+:

σk(�) = min
E∈E(k+1)

max
0 	=u∈E

R(u) = min
V∈H(k)

max
0 	=u∈V

R(u).

In particular,

σ1(�) = min

{
R(u) : u ∈ H1(�) and

∫
�

u dV� = 0

}
.

Similar variational characterisations for mixed Steklov–Neumann and Steklov–
Dirichlet eigenvalues are also presented in Sect. 2.

Observe that the numerator of theRayleigh–Steklov quotient is theDirichlet energy,
which is a conformal invariant in dimension two, while the denominator depends only
on the metric on the boundary �. Thus, in the case of surfaces, the Steklov spectrum
is invariant under conformal changes in the metric away from the boundary.

1.1 Overview of the survey

In Sect. 2, after first introducing notational conventions that will be used through-
out the paper, we provide basic background on the Steklov eigenvalue problem and
examples. Two examples presented in detail are metric balls in Euclidean space and
the particularly useful example of cylinders � = [0, L] × M over a closed Rieman-
nian manifold M . Even these simple examples are sufficient to motivate many of the
questions that will be studied in this survey. In particular, both examples illustrate the
interplay between the Steklov eigenvalues of � and the Laplace eigenvalues of the
tangential Laplacian on ∂�. The behaviour of the Steklov spectrum of cylinders as L
tends to 0 or to +∞ is also a meaningful preview of results to come.

Each of the remaining sections is devoted to a particular topic or set of topics. We
discuss each briefly here.
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4 B. Colbois et al.

One of the oldest and most active lines of investigation regarding Steklov eigenval-
ues is the search for isoperimetric-type geometric inequalities. For simply-connected
planar domains � ⊂ R2 this goes back to Weinstock [260].

In the last few years the variational characterisations of Steklov eigenvalues were
used together with a combination of tools, in particular from complex analysis, to
obtain upper bounds for the perimeter-normalised Steklov eigenvalues σk(�)L(�)

of compact Riemannian surfaces � with boundary in terms of the genus and number
of boundary components of �. This is discussed in Sect. 3. One of the major devel-
opments that took place in the last few years is the full solution of the isoperimetric
problem for Steklov eigenvalues of planar domains, without constraint on the num-
ber of boundary components. This was obtained by Girouard, Karpukhin and Lagacé
in [113] through the use of homogenisation theory by perforation, which provides
examples saturating previous bounds by Kokarev [170]. This technique also reveals
an interesting connection between area-normalised eigenvalues of the Laplace opera-
tor on a closed surface and perimeter-normalised Steklov eigenvalues for domains in
that surface.

For manifolds � of arbitrary dimension d + 1, sharp upper bounds and existence
results are out of reach at the moment. One of the first difficulties that is encountered
is that the Dirichlet energy is no longer conformally invariant in dimension larger than
two. This is often circumvented by using Hölder’s inequality to replace the Dirichlet
energy

∫
�
|∇u|2 dV by an expression containing

∫
�
|∇u|d+1 dV , which is confor-

mally invariant. However by doing so one loses precision. Section4 presents many
upper bounds for the eigenvalues σk in terms of various geometric features of the
manifold.

An important recent innovation was the realisation by Karpukhin and Métras that
apart from the perimeter and volume normalisation, there is a another normalisation
that appears to be particularly well suited to the study of upper bounds for Steklov
eigenvalues. This normalisationwill be introduced in Sect. 4 andwill play an important
role both there and later in the survey.

Thus farwe have discussed bounds for the normalised Steklov eigenvalues.Do there
exist Riemannianmetrics on a given underlying surface that realise these bounds? This
is the subject of Sect. 5. Fraser and Schoen [98] first discovered and studied a deep
connection between such extremal metrics on surfaces and free boundary minimal
surfaces in Euclidean balls. This connection has not only influenced advances on
the Steklov eigenvalue problem, including many of the results in Sect. 3, but also
yields important applications to the study of minimal surfaces. Fraser and Schoen
went on to introduce innovative techniques to address the existence of Riemannian
metrics maximising the first non-zero normalised Steklov eigenvalue. Their ideas have
led to striking advances in addressing existence of extremal metrics for normalised
eigenvalues both for the Steklov problem and for the Laplace eigenvalue problem on
closed Riemannian manifolds.

An interestingway to get bounds onSteklov eigenvalues is to discretise themanifold
and compare its spectrum with the spectrum of a Steklov problem on a graph. While
obtaining a meaningful discretisation requires significant geometric constraints on the
manifold, a number of interesting results have been obtained. Discretisation motivates
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Some recent developments on the Steklov eigenvalue problem 5

the study of the spectrum of the Steklov problem on a finite graph in and of itself (see
Sect. 6).

For � a compact (d + 1)-dimensional Riemannian manifold with boundary �,
Sect. 7 addresses two ways of defining an analogue of the Dirichlet-to-Neumann oper-
ator on the space Ap(�) of smooth p-forms on � for each p = 1, . . . , d. Both
operators have discrete spectra, allowing one to define notions of the Steklov spec-
trum for p-forms and to study their properties.

In Sect. 8 we consider the inverse spectral problem for the Steklov problem, with
an emphasis on “positive" results, that is, finding geometric information that can be
recovered from the Steklov spectrum. Along the way, we explain recent developments
in the theory of Steklov spectral asymptotics.

Next in Sect. 9, we address "negative" inverse spectral results. We discuss gen-
eral techniques for constructing pairs or continuous families of compact Riemannian
manifolds with boundary that have the same Steklov spectrum. By comparing their
geometry, we identify geometric invariants that are not spectrally determined.

Section 10 is devoted to the geometry of Steklov eigenfunctions. We discuss the
interior decay of Steklov eigenfunctions. We also present the best known bounds on
the volumes of the nodal sets of both Steklov eigenfunctions and their restrictions to
the boundary (the Dirichlet-to-Neumann eigenfunctions). Finally, we explain some
recent results on nodal counts and the density of nodal sets.

In “Appendix A”, we present some material on variational eigenvalues of Radon
measures. One could start with this section, or simply refer to it when needed. Indeed,
the setting presented here allows the unification of many well known eigenvalue prob-
lems. In particular, homogenisation procedures that relate isoperimetric problems for
Steklov, Laplace and various other eigenvalue problems are natural in this setting.

There are numerous open problems scattered throughout the survey. For the conve-
nience of the reader, all of these problems are gathered together in “Appendix B” along
with references to their locations in the survey. As we hope this survey conveys, new
techniques and results are being introduced into the study of the Steklov spectrum at a
very rapid pace. In particular, it is of course possible that some of the open problems
may be resolved quickly.

Among the topics not covered in this survey is the significant progress in the devel-
opment of numerical methods for computing Steklov eigenvalues and eigenfunctions.
Interested readers are invited to begin with the paper [28] by Bruno and Galkowski
where these computations are performed with a view towards nodal geometry. This
is based on methods that are developed by Akhmetgaliyev, Kao, and Osting in [3].
Another relevant paper is [216] by Oudet, Kao, and Osting, where numerical isoperi-
metric shape optimisation is used to compute free boundary minimal surfaces. For
a survey of recent results and interesting discussions we also recommend [206] by
Monk and Zhang as well as [269] by Liu, Xie, and Liu.

2 Motivating examples and preliminarymaterial

The background and basic examples in section will serve as motivation for many of
the questions that we will study. Readers who are well acquainted with the Steklov
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6 B. Colbois et al.

eigenvalue problem may want to skip ahead to Sect. 3 after going over our notational
conventions below and then come back to this section when needed.

Notational conventions

1. (M, g) and (N , g) will usually denote complete Riemannian manifolds (whether
or not compact). We will often suppress the name of the metric g.

2. Throughout the paper, compact manifolds with boundary will systematically be
denoted by � and the boundary of � will be denoted by �. We also use � for
bounded domains � ⊂ M with nonempty boundary.

3. The dimension of � will usually be denoted by d + 1, so that d is the dimension
of its boundary �.

4. The volume of (�, g) will usually be written |�|g or simply |�| if the metric g
is understood. We will continue to denote by g the Riemannian metric induced by
g on � = ∂�. In particular, |�|g will denote the d-dimensional volume of �.
Sometimes we will also use notation such as A and L for the area of a surface and
the length of a curve.

5. We use the positive definite Laplacian defined by �g = −divg ◦ ∇g f .
6. The Riemannian volume form on � will usually be denoted dV(�,g) (with the

subscripts � and/or g suppressed if they are clear from the context) but we will
also sometimes replace dV with d A in the case of surfaces and sometimes use ds
for arclength measure.

7. The standard Sobolev space consisting of functions in L2(�) with weak gradient
also in L2(�) will be denoted H1(�). We use H1

0 (�) to denote the closure in
H1(�) of C∞

0 (�), where C∞
0 (�) denotes the space of smooth functions with

compact support in the interior of �.
8. Eigenvalues will be indexed starting with the index zero. The Steklov spectrum of

(�, g) will thus be written as:

Stek(�, g) : 0 = σ0(�, g) ≤ σ1(�, g) ≤ σ2(�, g) ≤ · · ·

and the Laplace spectrum of a closed Riemannian manifold (M, g) will be
expressed as

0 = λ0(M, g) ≤ λ1(M, g) ≤ λ2(M, g) ≤ · · ·

We will write simply σk rather than σk(�, g) if (�, g) is fixed.
CAUTION! There are two frequently used indexing conventions in the literature:
indexing the lowest eigenvalue by zero as we are doing here or by one. The convention
we are using is convenient for the Steklov spectrum of connected manifolds. In that
case σ0 = 0 and σ1 is the lowest non-zero eigenvalue. For consistency, we are using
this indexing convention even, for example, in the setting of the Dirichlet spectrum of a
compact manifold with boundary, in which case the lowest eigenvalue λD

0 is non-zero.
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Some recent developments on the Steklov eigenvalue problem 7

While theSteklov spectrumStek(�, g) is the spectrumof theDirichlet-to-Neumann
operator D on C∞(�), it is common to refer to the harmonic extensions to � of the
eigenfunctions of D as Steklov eigenfunctions. We will follow that practice here.

2.1 Examples

There are very few Riemannian manifolds for which the Steklov eigenvalues can be
computed explicitly. Here we give two simple but illustrative examples.

Example 2.1 Consider the unit ballBd+1 inRd+1. Let Pk denote the space of homoge-
neous harmonic polynomials of degree k on Rd+1. For p ∈ Pk expressed in spherical
coordinates as p(r , θ) = rkh(θ), observe that ∂ν p = ∂ p

∂r = kp on the boundary
sphere S

d . Thus Pk consists of Steklov eigenfunctions with eigenvalue k. Since the
spherical harmonics—i.e., the restrictions to S

d of all the homogeneous harmonic
polynomials—span L2(Sd), we conclude that the Steklov spectrum of Bd+1 consists
precisely of the non-negative integers, and the Steklov eigenspace associated with k
is given by Pk (more precisely, by the restrictions to Bd+1 of the elements of Pk).

Compare this with the spectrum of the Laplacian� on Sd . The latter consists of all
k(k+d−1) for k = 0, 1, 2, . . .with corresponding eigenspaces the kth degree spherical
harmonics. In particular, the Dirichlet-to-Neumann operator and the Lapacian have the
same eigenspaces. In fact, the relationship between the Laplacian and the Dirichlet-
to-Neumann operator is completely explicit in this case:

�Sd = D2
Bd+1 + (d − 1)DBd+1 .

In particular, in the case of the disk B2, we have DB2 = √
�S1 .

We identify a few features of the example above, some unique to balls, others
completely general.

• For k large, the σk-eigenfunctions decay towards zero rapidly on compact subsets
of the interior. This property is completely general andwill be discussed in Sect. 10.

• Comparison with the Laplace eigenvalues of the sphere Sd yields

σk(B
d+1) =

√
λk(Sd)+ O(1).

As we will discuss in the next subsection, this relationship between the Steklov
eigenvalues of a manifold and the Laplace eigenvalues of its boundary also holds
more generally.

• Special to this example: Girouard, Karpukhin, Levitin and Polterovich [114]
showed that Euclidean balls are the only compact Riemannianmanifolds for which
the Dirichlet-to-Neumann operator commutes with the boundary Laplacian, and
disks are the only surfaces for which D = √

�� .

Example 2.2 Cylinders over compact manifolds are among the simplest and at the
same time most useful examples. Let � be a cylinder � = CL = [0, L] × M where
M is a connected, closed d-dimensional Riemannian manifold and L ∈ R+. Denote
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8 B. Colbois et al.

the eigenvalues of the Laplace–Beltrami operator �M by 0 = λ0(M) < λ1(M) ≤
λ2 ≤ · · · ↗ ∞, and let (ϕk)

∞
k=0 ⊂ C∞(M) be a corresponding orthonormal basis of

eigenfunctions. Since � := ∂� consists of two copies of M , we have

λ2k(�) = λ2k+1(�) = λk(M) (2.1)

for all k = 0, 1, 2, . . .. The Steklov eigenvalues of the cylinder are given by 0, 2
L and

for each k ≥ 1,

√
λk(M) tanh

(√
λk(M)

L

2

)
and

√
λk(M) coth

(√
λk(M)

L

2

)
.

Using the variables t ∈ [0, L] and x ∈ M , the corresponding eigenfunctions are

1; t; cosh
(√

λk(M)(t − L/2)
)
ϕk(x); sinh

(√
λk(M)(t − L/2)

)
ϕk(x).

(i) We first consider the asymptotics of the Steklov eigenvalues as k → ∞. Because
tanh(t) = 1+ O(t−∞) and coth(t) = 1+ O(t−∞) it follows from the asymptotic
growth rate of λk given by the Weyl law that

σk(CL) =
√
λk(�)+ O(k−∞).

(ii) Next we let the length L of the cylinder vary and consider the limiting behaviour
as L → 0: The eigenvalue 2/L → +∞, while

√
λk(M) tanh

(√
λk(M)

L

2

)
→ 0 and

√
λk(M) coth

(√
λk(M)

L

2

)
→ +∞.

In particular, the number of very small eigenvalues increases and for each index
k ∈ N,

σk(CL)
L→0−−−→ 0.

(iii) Finally let L → ∞. Then 2/L → 0 and

√
λk(M) tanh

(√
λk(M)

L

2

)
→ √

λk(M) and

√
λk(M) coth

(√
λk(M)

L

2

)
→ √

λk(M).

Taking into account Eq. (2.1), it follows that

σk(CL)
L→∞−−−−→ √

λk(�).
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Some recent developments on the Steklov eigenvalue problem 9

• This example illustrates that we can find metrics on the underlying manifold for
which the kth Steklov eigenvalue is arbitrarily small while keeping the volume of
the boundary fixed. As we will discuss in Sect. 2.5, one can construct metrics with
similar behaviour on every compact manifold.

• The fact that σk(CL) = √
λk(�) + O(k−∞) is a feature of this example that is

not common to all Riemannian manifolds. In fact, it is enough to look at the ball
� = B(0, 1) ⊂ Rn , with n ≥ 3 to see that this is not true. However, we will see
in the next subsection that a weaker relationship does hold in general.

This simple example has many applications. A sampling:

• It will be used in Sect. 4 to show that the exponent on k in some bounds for σk is
optimal (see Theorem 4.39).

• It can be used to deduce results on λk from results on σk and vice versa. See
Examples 5.1 and 5.2 in [65].

• The earliest known examples of non-isometric Steklov isospectral manifolds arose
from the observation (see the earlier survey [119]) that the Steklov spectrum of the
cylinder [0, L] × M depends only on L and the Laplace spectrum of M ; thus any
pair of Laplace isospectral closedRiemannianmanifolds yields a pair of cylindrical
Steklov isospectral manifolds.

Remark 2.3 The example of a dumbbell is classical for the Laplacian. The Steklov
spectrum of a dumbbell is addressed by Bucur, Henrot and Michetti [31] in all dimen-
sions. See also the Ph.D. thesis of Michetti [203].

2.2 Asymptotic behaviour of eigenvalues

For compact Riemannian manifolds (�, g) with smooth boundary, the Dirichlet-to-
Neumann operatorD = D(�,g) : C∞(∂�) → C∞(∂�) is an elliptic pseudodifferen-
tial operator of order one.As shown in [181], the symbol ofD is completely determined
by the Riemannian metric in an arbitrarily small neighborhood of the boundary. Since
the asymptotics of the spectrum of a pseudodifferential operator depend only on the
symbol, this yields the following theorem:

Theorem 2.4 [138], [116, Theorem 2.5] Suppose (�, g) and (�′, g′) are compact
Riemannian manifolds with boundary. If some neighborhood of ∂� is isometric to a
neighborhood of ∂�′, then

σk(�, g)− σk(�
′, g′) = O(k−∞).

(As discussed in Sect. 8, a much stronger statement holds in the case of surfaces.)
The principal symbol of D(�,g) depends only on the boundary (�, g) and in fact

coincides with the principal symbol of
√
�� , where �� is the Laplace-Beltrami

operator of the boundary � of � with the induced Riemannian metric. However, the
subprincipal symbols of these two operators are different in general.
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10 B. Colbois et al.

The Weyl law for the Steklov eigenvalues (see Sect. 8) yields

σk(�, g) = 2π

|Bd |
(

k

|�|g
)1/d

+ O(1). (2.2)

As noted in [114], a comparison with the Weyl law for the Laplacian yields

σk(�, g) = √
λk(�, g)+ O(1) (2.3)

where the λ j ’s are the eigenvalues of �� , the Laplacian on � = ∂�.
Further relationships between Steklov eigenvalues and Laplace eigenvalues of the

boundarywill bemanifest in various parts of this paper (see, for example,Theorem4.2).

2.3 Variational characterisation of eigenvalues

Inmost cases, it is impossible to compute the Steklov spectrumof amanifold explicitly.
Instead, one resorts to variational characterisations of eigenvalues in order to obtain
lower and upper bounds.

Let (�, g) be a compact Riemannian manifold with boundary� = ∂�. In contrast
to the previous subsection, we do not require the boundary to be smooth. For example,
we allowLipschitz boundary. TheRayleigh–Steklov quotient of a function u ∈ H1(�)

is given by

R(u) =
∫
�
|∇u|2dV(�,g)∫
�

u2dV(�,g))
. (2.4)

Denote by E(k) the set of all k-dimensional subspaces of H1(�). LetH(k) ⊂ E(k)
consist of those k-dimensional subspaces of H1 that are orthogonal to the constant
functions on �. The following equation gives two convenient formulations of the
variational characterisation of the Steklov eigenvalues σk(�) for all k ∈ N:

σk(�) = min
E∈E(k+1)

max
0 	=u∈E

R(u) = min
V∈H(k)

max
0 	=u∈V

R(u). (2.5)

Letting u0, u1, u2, . . . be Steklov eigenfunctions for σ0, σ1, σ2, . . ., then the mini-
mum in the first formulation is obtained by E=span(u0, . . . , uk) and in the second
formulation by V= span(u1, . . . , uk).

2.4 Conformal invariance in dimension two

The study of the Steklov spectrum of surfaces often employs different techniques than
in higher dimensions due to the following conformal invariance property:

Proposition 2.5 Let � be a compact surface with boundary �. Suppose g and g′ are
Riemannian metrics on � satisfying both of the following conditions:
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Some recent developments on the Steklov eigenvalue problem 11

1. g′ is conformally equivalent to g, i.e., g′ = τg for some positive function τ ∈
C∞(�);

2. τ ≡ 1 on �.

Then the Dirichlet-to-Neumann operators of (�, g) and (�, g′) coincide, and

Stek(�, g) = Stek(�, g′).

Proof Since we are in dimension two, the Laplace-Beltrami operators associated with
g and g′ satisfy �g′ = 1

τ
�g; thus the condition that a function be harmonic depends

only on the conformal class of the metric. Moreover, since the metrics agree on�, the
unit normals to the boundary agree and thus the Dirichlet-to-Neumann operators are
identical. ��

We will use the following convenient language introduced by Fraser and Schoen:

Definition 2.6 We say two compact Riemannian surfaces (�1, g1) and (�2, g2) are
σ -isometric if there exists a diffeomorphism 
 : �1 → �2 such that 
∗g2 = τg1
where τ ∈ C∞(�1) satisfies τ|∂�1 ≡ 1.

Corollary 2.7 Suppose (�1, g1) and (�2, g2) are σ -isometric Riemannian surfaces.
Then they have the same Steklov spectrum. Moreover, for 
 as in Definition 2.6,
the restriction 
|∂�1 : ∂�1 → ∂�2 intertwines the Dirichlet-to-Neumann maps of
(�1, g1) and (�2, g2).

One can give another proof that Stek(�1, g1) = Stek(�2, g2) when (�1, g1) and
(�2, g2) are σ -isometric by appealing to the variational characterisation (2.5) of the
eigenvalues. The numerator of the Rayleigh quotient R(u) in Eq. (2.4) is the Dirichlet
energy. In the case of surfaces, the Dirichlet energy is independent of the conformal
class. Since the denominator of the Rayleigh quotient depends only on the metric
restricted to the boundary, the Steklov spectra agree.

A particularly simple and interesting class of σ -isometric metrics is obtained for
surfaces of revolution.

Proposition 2.8 [22] Let � ⊂ R3 be a surface of revolution with connected boundary
∂� = ∂D×{0}. Then σk(�) = σk(D) where D is a disk of the same boundary length.
Moreover, the Dirichlet-to-Neumann maps of � and D coincide (when one identifies
the boundary circles of � and D).

Theproof of this proposition is surprisingly direct, since conformal parametrisations
for surfaces of revolutions are known since Liouville and it follows that any surface
of revolution is σ -isometric to the unit disk. This leads to a gigantic family of surfaces
in R3 that have exactly the same DtN map.

Open Question 2.9 Describe the class of all smooth compact surfaces � ⊂ R3 with
boundary ∂� = ∂D that admit a conformal parametrisation 
 : D → � such that
|
′| ≡ 1 on ∂D.

123



12 B. Colbois et al.

Remark 2.10 ARiemannian metric g on a surface� is said to have an isolated conical
singularity at an interior point p ∈ � if in a sufficiently small geodesic disk centered
at p with complex coordinate z, the metric is expressed in the form

g = |z|2(α−1)ϕ(z)|dz|2

for some real number α > 0 (with α 	= 1) and some positive smooth function ϕ. The
cone angle at p is 2πα. In case ϕ ≡ 1, then the metric in this geodesic disk is isometric
to the standardflat conewith cone angle 2πα. ARiemannianmetric on� that is smooth
except for isolated interior conical singularities is conformally equivalent to a smooth
metric although the conformal factor has value 0 or∞ (depending on the cone angle)
at the conical singularities. Moreover, under our assumption that all the singularities
are at interior points, one can choose the conformal factor to be identically one on
the boundary. We extend the notion of σ -isometry to allow conformal equivalences of
this type; i.e., we allow the conformal factor τ in Definition 2.6 to take on the values
0 and ∞ at finitely many interior points.

For compact Riemannian manifolds with isolated interior conical singularities, the
Steklov spectrum iswell-definedvia the variational characterisation of eigenvalues 2.5.
Moreover, Corollary 2.7 continues to hold with the extended definition of σ -isometry.

The ability to conformally remove conical singularities without affecting the
Steklov spectrum plays a role in the construction of smooth metrics that maximise
normalised Steklov eigenvalues on surfaces; see Sect. 5.

2.5 Steklov eigenvalue bounds

Since rescaling a Riemannian metric has the effect of rescaling all the Steklov
eigenvalues, onemust choose a scale-invariant normalisation in order to address eigen-
value bounds. The most commonly used normalisation is via the boundary volume:

σk(�, g)|�|
1
d
g . A second normalisation is via the volume of the manifold � itself:

σk(�, g)|�|
1

d+1
g . Motivated by the isoperimetric ratio, Karpukhin and Métras recently

introduced a normalisation involving both the boundary volume and the volume of�;
see Sect. 4.

Note that in the case of surfaces �, σ -isometries (see Definition 2.6) allow one to
adjust the area arbitrarilywithout affecting the Steklov eigenvalues. Thus the boundary
length normalisation is the most natural one in this case, although the area normalisa-
tion has occasionally been used in dimension two when restricting, say, to the case of
plane domains. Due to the conformal invariance of the Steklov spectrum in dimension
two, the techniques used for addressing eigenvalue bounds for surfaces typically differ
substantially from higher dimensions.

We first address here the non-existence of lower eigenvalue bounds, other than the
trivial bound of zero, for manifolds of arbitrary dimension.

Proposition 2.11 Let � be a compact d +1-dimensional manifold with boundary, and
let k ∈ N. Then
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Some recent developments on the Steklov eigenvalue problem 13

Fig. 1 Manifold containing a long thin cylinder. Such manifolds have many small Steklov eigenvalues

1. [117, Subsection 2.2], [119, Section 4] For every ε > 0, there exists a Riemannian
metric gε on � such that σk(�, gε) < ε. The metrics can be chosen so that
|�|gε = |�| and |∂�|gε = |∂�|, independently of ε.

2. [58, Proposition 2.1]. Moreover, if d +1 ≥ 3, then given any Riemannian metric g
on�, the metrics gε as above can be chosen so that they are conformally equivalent
to g and coincide with g on the boundary �.

Proof (1) Fix L > 0 and let η > 0. Choose a metric hη such that (�, h) contains a
cylinder CL,η isometric to [0, L] ×B

d
η with lateral boundary [0, L] × S

d−1
η contained

in �. (Here Bd
η is a Euclidean ball of radius η.) See Fig. 1.

Let E ⊂ E(k) be the subspace spanned by the constant function 1 together with
u1, . . . , uk , where u j ≡ 0 off CL,η and u j (t, x) = sin( jπ t

L ) for (t, x) ∈ CL,η. Then
an easy computation shows that there exists a constant A depending only on L , k
and d, not on η, such that the Rayleigh–Steklov quotient satisfies R(u) ≤ Aη for all
u ∈ E . Thus by Eq. (2.5), σk(�, hη) ≤ Aη, and the first statement in (1) follows by
choosing gε = hη with η sufficiently small. To guarantee that the measure of� and of
its boundary are independent of ε, one then needs to perform some scaling and local
perturbations.

(2) Fix g and observe that if β is a non-negative smooth function on � then the
Riemannian metric g′ = βg has Dirichlet energy

∫
�

|∇u|2g βd−1 dV(�,g).

The desired result is achieved by fixing a point p ∈ � and a small neighborhood U
of p in � and choosing β so that: (i) β ≡ 1 both on � and on the complement of U
in �; (ii) 0 < β < 1 in int(U ); and (iii) β is very close to zero in int(U ) away from a
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14 B. Colbois et al.

small neighborhood of ∂U . One then applies Eq. (2.5) choosing E ⊂ E(k) to consist
of functions supported in U . See [58] for details. ��

As discussed at the beginning of this subsection, the commonly used eigenvalue
normalisations in the literature involve only the volume and the volumeof the boundary
of the Riemannian manifold. With respect to any such normalisation, Proposition 2.11
implies the following:

Corollary 2.12 Let � be a compact manifold with boundary. Then for each k ∈ N
there exist Riemannian metrics on � for which the kth normalised Steklov eigenvalue
is arbitrarily small.

Section 3 will focus on upper bounds for eigenvalues on surfaces, normalised by
boundary length. Such bounds always exist and depend only on the topology of the sur-
face. However, for manifolds � of higher dimension, Colbois, El Soufi and Girouard
[58] showed that within every conformal class of metrics, the normalised eigenvalue
σ1(�, g)|�|g canbemade arbitrarily large.Very interesting questions arise concerning
eigenvalue bounds when one imposes geometric constraints in these higher dimen-
sional settings, which is the subject of Sect. 4.

2.6 Mixed eigenvalue problems

While our focus in this survey will be on the Steklov problem, it will sometimes
be useful to consider mixed Steklov-Neumann or mixed Steklov-Dirichlet problems.
In particular, as we will discuss in the next subsection, one can sometimes obtain
bounds on Steklov eigenvalues of a Riemannian manifold� by comparing the Steklov
eigenvalues of � with the eigenvalues of mixed problems on well-chosen domains in
�.

Given a decomposition ∂� = ∂S(�) � ∂N (�), one defines the mixed Steklov-
Neumann problem

� f = 0 in �,

∂ν f = σ f on ∂S(�), ∂ν f = 0 on ∂N (�).

The eigenvalues of this mixed problem form a discrete sequence

0 = σ N
0 (�) ≤ σ N

1 (�) ≤ σ N
2 (�) ≤ · · · ↗ ∞,

and for each k ≥ 1 the k-th eigenvalue is given by

σ N
k (�) = min

E∈E(k+1)
max
0 	=u∈E

∫
�
|∇u|2 dV�∫

�
|u|2 dV∂S(�)

. (2.6)

Similarly, the mixed Steklov-Dirichlet problem is given by

� f = 0 in �,

∂ν f = σ f on ∂S(�), f = 0 on ∂D(�)
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Some recent developments on the Steklov eigenvalue problem 15

relative to a decomposition ∂� = ∂S(�) � ∂D(�), and the eigenvalues form a discrete
sequence

0 < σ D
0 (�) ≤ σ D

1 (�) ≤ σ D
2 (�) ≤ · · · ↗ ∞,

Their variational characterisation is given by

σ D
k (�) = min

E∈E0(k+1)
max
0 	=u∈E

∫
�
|∇u|2 dV�∫

�
|u|2 dV∂S(�)

, (2.7)

where E0(k +1) consists of all (k +1)-dimensional subspaces of { f ∈ H1(�) : f =
0 on ∂D(�)}.
Example 2.13 (Mixed Steklov–Neumann and Steklov–Dirichlet eigenvalues of cylin-
ders)

(i) Let CL be the cylinder in Example 2.2. Consider the mixed problem on CL with
Steklov condition at t = 0 and Neumann condition at t = L:

� f = 0 in CL ,

∂ν f = σ f on {0} × M, ∂ν f = 0 on {L} × M .

The eigenvalues are

σ N
k (CL) =

√
λk(M) tanh(

√
λk(M)L), k ≥ 0,

with corresponding eigenfunctions

ϕk(x) cosh(
√
λk(M)(L − t)).

In particular σ N
0 (L) = 0, with constant eigenfunction. Notice that for each index

k,

lim
L→0

σ N
k (CL) = 0 and lim

L→+∞ σ N
k (CL) =

√
λk(M).

(ii) Next consider the Steklov–Dirichlet problem on CL with Steklov condition at
t = 0 and Dirichlet condition at t = L . The eigenvalues are σ D

0 (L) = 1/L with
corresponding eigenfunctions 1− t/L and for each k ≥ 1,

σ D
k (L) = √

λk(M) coth(
√
λk(M)L),

with corresponding eigenfunctions

ϕk(x) sinh(
√
λk(M)(L − t)).
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16 B. Colbois et al.

For each index k, we have

lim
L→0

σ D
k (CL) = +∞ and lim

L→+∞ σ D
k (CL) =

√
λk(M).

Observe that

σ D
k = √

λk(M)+ O(k−∞) and σ N
k = √

λk(M)+ O(k−∞).

Example 2.14 The mixed Steklov-Dirichlet and Steklov-Neumann eigenvalues on
annular domains.

InRd+1 (d ≥ 2), let B1 and BL be the balls centered at the origin of radius 1 and L ,
respectively, with L > 1. Consider the annulus�L := BL \ B1 with Steklov condition
on ∂B1 and Dirichlet (resp. Neumann) condition on ∂BL . Because of the symmetries
of the problem, the eigenvalues for both mixed problems have multiplicity. We denote
the distinct eigenvalues respectively by

σ D
(0)(�L) < σ D

(1)(�L) < σ D
(2)(�L) < · · ·

and

σ N
(0)(�L) < σ N

(1)(�L) < σ N
(2)(�L) < · · ·

where σ D
(k)(�L) and σ N

(k)(�L) have the multiplicity of the kth eigenvalue of the Lapla-

cian on the sphere Sd .
Then, we have [67, Proposition 4 and 5]

σ D
(k)(�L) = k

L2k+d−1 − 1
+ (k + d − 1)L2k+d−1

L2k+d−1 − 1

and

σ N
(k)(�L) = k

(d + k − 1)(L2k+d−1 − 1)

kL2k+d−1 + (k + d − 1)

In particular, for k ≥ 0,

lim
L→∞ σ D

(k)(�L) = k + d − 1, (2.8)

and for k > 0,

lim
L→∞ σ N

(k)(�L) = k + d − 1. (2.9)

It may appear surprising that for every k > 0,

lim
L→∞

(
σ N
(k)(�L)− σ D

(k)(�L)
)
= 0.
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Some recent developments on the Steklov eigenvalue problem 17

Intuitively, the reason is that each Steklov-Neumann eigenfunction of �L is obtained
by separation of variables as a product of a radial function with the corresponding
eigenfunction of the sphere. Observe that the denominator in the Rayleigh quotient is
an integral over the inner boundary sphere only. When the annulus is very large, the
radial function must eventually decay towards zero as the radius grows.

This example is used in the proof of Theorem 4.46.

The calculation of the (non-mixed) Steklov spectrum of an annulus �L is much
more complicated. The asymptotics are given in [99, Proposition 3.1] by Fraser and
Schoen, and σ1 is given in [103, Theorem 4.1] by Ftouhi. In dimension 2, it was already
done by Dittmar in [73] and presented in [119].

2.7 Dirichlet–Neumann bracketing

Let � be a compact Riemannian manifold, let � = ∂�, and let A ⊂ � be an open
neighborhood of� in�. We denote by ∂I A the intersection of the boundary of A with
the interior of � and we suppose that ∂I A is smooth. We have

∂ A = � � ∂I A.

Consider the mixed Steklov-Neumann and mixed Steklov-Dirichlet eigenvalue prob-
lems on A, where we impose the Steklov condition on � and Neumann or Dirichlet
conditions on ∂I A. Comparing the variational formulae (2.6) and (2.7) (with A playing
the role of �) with the variational formula (2.4), we obtain the following bracketing
for each k:

σ N
k (A) ≤ σk(�) ≤ σ D

k (A). (2.10)

Remark 2.15 Suppose that the boundary � of � has b connected components. Any
sufficiently small neighborhood of� will then have b connected components and thus
will satisfy σ N

k (A) = 0 for k ≤ b−1. This suggests that the global geometry of� can
have a greater impact on the first b−1 non-zero Steklov eigenvalues of� and leads to
interesting questions (see open question 4.3). Nonetheless, the following consequence
of Inequality (2.10) illustrates again that the effect on the Steklov eigenvalues of the
geometry far away from the boundary is limited. (Compare with Theorem 2.4.)

Proposition 2.16 Let (�, g) and (�′, g′) be compact Riemannian manifolds with
boundary. Suppose that some neighborhood of ∂� in � is isometric to a neighbor-
hood of ∂�′ in �′. Identify these neighborhoods and call them A. Then with boundary
conditions chosen as above, we have

|σk(�)− σk(�
′)| ≤ σ D

k (A)− σ N
k (A).

Example 2.17 (Manifolds with cylindrical boundary neighborhood) Given L ≥ 0, let
�L be a compactmanifoldwith connected boundary� such that a neighborhood of the
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18 B. Colbois et al.

boundary is isometric to�×[0, L]. It follows from Example 2.13 and the bracketing
inequality (2.10) that√

λk(�) tanh(
√
λk(�)L) ≤ σk(�) ≤ √

λk(�) coth(
√
λk(�)L). (2.11)

This inequality is replete with interesting consequences that will lead to interesting
questions. For instance, the definition of tanh and coth gives tanh(x) < 1 < coth(x)
and one checks that as x → ∞,

tanh(x), coth(x) = 1+ O(x−∞).

Thus for each N ∈ N, limx→∞(1− tanh(x))x N = 0 = limx→∞(1− coth(x))x N .
Now the Weyl Law for the eigenvalues of the Laplace operator implies that λk ∼

c(n)k2/n as k → ∞. Since Inequality (2.11) says

√
λk(�)

(
tanh(

√
λk(�)L)− 1

)
≤ σk(�)−√

λk(�) ≤ √
λk(�)

(
coth(

√
λk(�)L)− 1

)
.

it follows that |σk − √
λk(�)| = O(k−∞). In other words, for manifolds �L with

cylindrical boundary components, the Steklov eigenvalues are intimately linked to the
Laplace eigenvalue of the boundary:

σk = √
λk(�)+ O(k−∞)

a much stronger link that in the general case of Eq. (2.3).
Another interesting consequence of inequality (2.11) is that manifolds�L contain-

ing a cylindrical neighborhood of the boundary of length L have precisely controlled
Steklov eigenvalues. For each fixed k, as L goes to infinity, we have

σk = √
λk(�)+ O(L−∞).

In particular, when L is very large, not only are the Steklov spectrum and the spectrum
of

√
�� asymptotically close but in fact all their eigenvalues are very close.

2.8 Variational eigenvalues for Radonmeasures

The reader may notice the similarity between the Rayleigh–Steklov quotient R(u) in
Eq. (2.4) and the standard Rayleigh quotient for the Neumann eigenvalues on �, i.e.,
the eigenvalues of the Laplace–Beltrami operator with Neumann boundary conditions.
The latter is given by ∫

�
|∇u|2dV(�,g)∫
�

u2 dV(�,g)
.

Comparing the two Rayleigh quotients, the only difference is in the denominators; in
one case the integral is with respect to the volume measure on the boundary �, in the
other it is with respect to the volume measure on �.
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Some recent developments on the Steklov eigenvalue problem 19

This observation led Kokarev [170] to introduce variational eigenvalues associated
to any nonzero Radon measure μ on �. Let u ∈ C∞(�) with

∫
�

u2 dμ 	= 0. The
Rayleigh–Radon quotient of u is defined to be

Rμ(u) :=
∫
�
|∇u|2 dV(�,g)∫

�
u2 dμ

.

It is then natural to define the variational eigenvalues by

λk(�, g, μ) := inf
Fk+1

sup
f ∈Fk+1\{0}

Rμ( f ), (2.12)

where the infimum is taken over all (k + 1)-dimensional subspaces Fk+1 ⊂ C∞(�)

such that the imageof Fk+1 in L2(�,μ) is also (k+1)-dimensional.Wewill sometimes
write λk(μ) for λk(�, g, μ) when no confusion is created.

This setting encompasses many well-known eigenvalue problems.

Example 2.18 Let β : � −→ R be a continuous positive function. For μ = β dV�

the variational eigenvalues λk(�, g, μ) are the eigenvalues of the following non-
homogeneous weighted Laplace problem with Neumann boundary conditions:{

�u = λβu in �,

∂νu = 0 on ∂�.

(If the boundary ∂� is empty, i.e., if� is a closedmanifold, these are simply the eigen-
values of theweightedLaplace operatorβ−1�,without anyboundary condition.) In the
special case that� is a surface, the Laplace operator induced by the conformally equiv-
alent metric βg satisfies�βg = β−1�, so the variational eigenvalues λk(�, g, μ) are
the Neumann eigenvalues of �βg with Neumann boundary conditions. In arbitrary
dimension, if β is a constant function, the eigenvalues λk(�, g, μ) = β−1λk(�, g)
where the λk(�, g) are the Neumann eigenvalues of ��.

Example 2.19 Let (�, g) be a compact Riemannian manifold with non-empty bound-
ary � and let ι : � → � be the inclusion. Let μ = ι�dV�,g be the push-forward of
the boundary measure. That is, for each open set A ⊂ �,

μ(A) = |A ∩�|�,g.

Then thevariational eigenvalues of themeasureμ = ι�dV� are theSteklov eigenvalues
of �, i.e., λk(μ) = σk(�).

Example 2.20 Let (�, g) be a compact Riemannian manifold with non-empty bound-
ary, let ι : � → � be the inclusion, and let 0 ≤ ρ ∈ L∞(�, dV�). Then the variational
eigenvalues of the measure μ = ι�(ρ dV�) are the eigenvalues λk(μ) = σk(�, g, ρ)
for the so-called weighted Steklov problem with density ρ given by:{

�u = 0 in �,

∂νu = σk ρu on ∂�.
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20 B. Colbois et al.

Note that if ρ is a strictly positive density, then the weighted Steklov eigenvalues are
the eigenvalues of 1

ρ
D where D is the Dirichlet-to-Neumann operator of (�, g).

Example 2.21 Let (�, g) be a compact Riemannian manifold with non-empty bound-
ary � and let β : � −→ R be a continuous positive function. Consider the measure
μ = β dV� + ι�dV� . Then the variational eigenvalues λk(μ) are the eigenvalues of
the dynamical spectral problem:

{
�u = λβu in �,

∂νu = λu on ∂�.

Similar problemswere studied in [256] and used in [112] for the study of isoperimetric
type inequalities for Steklov eigenvalues, as wewill see in Sect. 3. Its eigenvalues form
an unbounded sequence 0 = σ0 ≤ σ1,β ≤ σ2,β ≤ · · · → +∞.

Example 2.22 Let (M, g) be a closed (d + 1)-dimensional manifold and let � ⊂ M
be a domain with smooth boundary�. Let ι : � → M be the inclusion in the ambient
manifold M and μ = ι�dV� be the boundary measure of �. Then the variational
eigenvalues ofμ are the eigenvalues of the following transmission eigenvalue problem:

{
�u = 0 in M \�,

(∂ν+ + ∂ν−)u = τu on �.

They form an unbounded sequence 0 = τ0 ≤ τ1 ≤ τ2 ≤ · · · → +∞. It follows
directly from the variational definition that σk(�) ≤ τk for each index k.

At this point, variational eigenvalues of Radon measures are merely a convenient
tool to keep track of various eigenvalue problems. However, by restricting to classes
of Radon measures that have good functional properties, Girouard, Karpukhin and
Lagacé [113] were able to formulate conditions such that the variational eigenvalues
λk(μ) form a non-negative discrete unbounded sequence and depend continuously
on μ. See “Appendix A” for some details. This will be useful when considering the
saturation of isoperimetric-type inequalities in Sect. 3.3.

2.9 Upper bounds, regularity and uniform approximation of domains

Over the years,many people have proved various upper bounds for Steklov eigenvalues
in terms of geometric and topological features of a manifold. These results are usually
stated in the class of smooth compact manifolds with boundary. In particular, the
boundary of thesemanifolds are themselves smooth. However, it is interesting to know
which of these results can be extended tomanifolds with boundary that are not smooth.
A particularly interesting case is that of bounded domains with Lipschitz boundary
in a complete Riemannian manifold M . Any bounded Lipschitz domain � in Rn can
be nicely approximated by a sequence of domains � j with smooth boundary; see
e.g., Verchota [253] for details. Mitrea and Taylor [205] observed that the analogous
statement holds for bounded Lipschitz domains in complete Riemannian manifolds.
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Some recent developments on the Steklov eigenvalue problem 21

Several recent results address stability of Steklov eigenvalues and of weighted
Steklov eigenvalues under suitable domain perturbations. (See Example 2.20 for the
notion of weighted Steklov eigenvalues.) Bucur and Nahon gave a sufficient condi-
tion for stability in the case of plane domains. Shortly after, Bucur, Giacomini and
Trebeschi [30, Theorem 4.1] obtained a stability result for Steklov eigenvalues of
bounded domains in Rn . Karpukhin and Lagacé, using [115, Lemma 3.1], extended
these results to domains in arbitrary complete Riemannian manifolds.

In the case of connected surfaces�with smooth boundary, there exist upper bounds,
depending only on the topology of the surface and on the perimeter-normalised Steklov
eigenvalues. These will be discussed in the next section. The stability results allow
these bounds to be extended to domains with Lipschitz boundary and to weighted
Steklov eigenvalues:

Corollary 2.23 [159] (See also [7]). Let � = �γ,b be the orientable surface of genus
γ with b boundary components and let

σ ∗
k (γ, b) = sup

g
σk(�, g)|∂�|g

where the supremum is over all smooth Riemannian metrics on �. Let D be a bounded
domain with Lipschitz boundary in a complete Riemannian surface (M, g). If D is
orientable of genus γ with b boundary components, then σk(D, g)|∂D|g ≤ σ ∗

k (γ, b).
Moreover, the same eigenvalue bounds hold for all weighted Steklov eigenvalue
problems on D; i.e., σk(�, g, ρ)‖ρ‖L∞ ≤ σ ∗

k (γ, b) for all non-negative densities
ρ ∈ L1(∂D) that are not identically zero.

In the higher-dimensional setting, there do not exist upper bounds on the normalised
Steklov eigenvalues that depend only on the topology. However, as will be discussed
later in this survey, bounds are known for domains in complete Riemannian manifolds
in M subject to geometric constraints on M . As a consequence of the stability results,
using any of the normalisations of eigenvalues discussed in Sect. 2.5, one has:

Proposition 2.24 [159, Theorem 3.5] Let (M, g) be a complete Riemannian manifold.
Then any normalised Steklov eigenvalue bound that is valid for all bounded domains
in (M, g) with smooth boundary is also valid for all domains in (M, g) with Lipschitz
boundary.

Under the hypotheses of the proposition, Karpukhin and Lagacé also prove [159,
Theorem 1.5] that the bounds extend to weighted normalised Steklov eigenvalues,
provided that one uses the normalisation introduced in [161]. (See Definition 5.50 later
in this survey for the definition of this normalisation forweighted Steklov eigenvalues.)

Remark 2.25 The stability results cited above for Steklov eigenvalues σk are not
uniform in k. Thus while they allow eigenvalue bounds to be generalized from mani-
folds with smooth boundary to manifolds with Lipschitz boundary, they do not have
applications to the challengingquestionofSteklov asymptotics formanifoldswith non-
smooth boundary. See Sect. 8 for recent results in the setting of Euclidean domains.
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3 Upper bounds for Steklov eigenvalues on surfaces and
homogenisation

The initial impetus for studying Steklov eigenvalues from a geometric point of view
came fromWeinstock’s 1954 paper [260]. He proved that among all simply-connected
planar domains� ⊂ R2 of prescribedperimeter L = |∂�|, thefirst nonzero eigenvalue
σ1 is maximal if and only if � is a disk.

Theorem 3.1 (Weinstock, 1954). Let � ⊂ R2 a bounded simply-connected domain
with smooth boundary Then.

σ1L ≤ 2π, (3.1)

with equality if and only if � is a disk.

The proof of Weinstock’s inequality 3.1 is prototypical and it will be useful to
have it fresh in our mind. The first step is to use the Riemann mapping theorem to
obtain a conformal diffeomorphism 
 : � → D. The regularity of the boundary
∂� implies that 
 extends to a diffeomorphism 
 : � → D. Now the first nonzero
Steklov eigenvalue of the unit diskD is 1, and it has multiplicity two. That is, σ1(D) =
σ2(D) = 1 < σ3(D). The corresponding eigenspace is the span of the coordinate
functions π1, π2 : D → R defined by πi (x) = xi . Precomposing these functions
with 
 leads to functions ui := πi ◦ 
 : � → R that Weinstock wants to use in the
variational characterisation of σ1(�). In order to do so, one must ensure that these
functions are admissible:

∫
∂�

ui ds = 0 for both i = 1, 2. This is not true for an
arbitrary conformal diffeomorphism 
, but the group of conformal automorphisms
of D is rich enough to ensure the existence of a 
 for which this holds. This is in
fact the easiest occurrence of the now classical center of mass method which was put
forward by Hersch in [136] following earlier work by Szegő. Using this well-chosen
conformal diffeomorphism 
, we see that

σ1(�)

∫
∂�

u2
i ds ≤

∫
�

|∇ui |2 d A.

Summing over i = 1, 2 and using the conformal invariance of the Dirichlet energy
(which holds because � is 2-dimensional), this leads to the sought inequality:

σ1(�)

∫
∂�

1 ds ≤
∫
D

|∇π1|2 + |∇π2|2 d A = 2π.

Remark 3.2 The Weinstock inequality also holds for simply-connected domains with
Lipschitz boundary. See the discussion in Sect. 2.9.Moreover, it also holds for compact
simply-connected Riemannian surfaces with boundary.

3.1 Upper bounds for multiply-connected domains and surfaces

Several results for higher-ranked eigenvalues σk of multiply-connected domains and
compact surfaces with boundary were also obtained by various authors, who replaced
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the conformal equivalence obtained from the Riemann mapping theorem by proper
holomorphic covers 
 : � → D that are known as Ahlfors maps. The bounds that
are obtained in this way are not sharp in general. They depend on the degree of the
cover 
, which in turn depends on the genus γ of the surface and on the number b of
connected components of its boundary ∂�. See in particular the results of Girouard
and Polterovich [118]. More recently, this was improved by Karpukhin, who obtained
the following in [156, Theorem 1.4].

Theorem 3.3 Let � be a compact oriented Riemannian surface of genus γ with b
boundary components. Then for each p, q ∈ N the following holds:

σpσq L2 ≤ π2

{
(p + q + 2γ + 2b − 3)2 if p + q ≡ 1( mod 2)

(p + q + 2γ + 2b − 2)2 if p + q ≡ 0( mod 2)

In particular, setting p = q = k leads to

σk L ≤ 2π(γ + b + k − 1). (3.2)

The proof of this result is based on results of Yang and Yu [267] that allow comparison
of Steklov problems on differential p-forms with eigenvalues of the Laplace–Beltrami
operator on the boundary. (We will discuss this result further in Sect. 7). In the case
of surfaces, the boundary is a union of circles and the eigenvalues of the tangential
Laplacian are known explicitly.

Remark 3.4 It is common knowledge that using trial functions in variational charac-
terisations of eigenvalues rarely leads to sharp upper bounds. However,

1. For γ = 0, b = 1, and k = 1, one recovers Weinstock’s result, in which case the
bound (3.2) is sharp.

2. For γ = 0, b = 1, and arbitrary k, one recovers from (3.2) a result of Hersch,
Payne and Schiffer [137], which is known to be sharp thanks to a construction of
Girouard and Polterovich [117].

3. For γ = 0, b = 2 and k = 1, the best upper bound is known thanks to the work of
Fraser and Schoen [98]. It is attained by the so-called critical catenoid, for which
σ1L ≈ 4π/1.2. We will discuss the critical catenoid further in Example 5.20.

Remark 3.5 1. In early upper bounds on σk , the index k appeared as a multiplicative
rather than an additive factor. The first upper bound to feature additivity is due
to Hassannezhad [130], who proved the existence of A, B > 0 such that σk L ≤
Aγ+Bk. Note in particular that the number of connected coponents of the boundary
does not appear in this inequality.

2. The dependence on the genus is essential, since Colbois, Girouard and Raveendran
[64] have constructed surfaces with arbitrarily large normalised first eigenvalue
σ1L and with connected boundary.
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3.2 Upper bound for surfaces of genus 0

For ε ∈ (0, 1), let Aε := B(0, 1) \ B(0, ε) be a planar annulus. It was observed in
[119] that for ε > 0 small enough, σ1(Aε)L(∂ Aε) > 2π . This shows that the simple-
connectedness assumption in Weinstock’s result is genuinely necessary, which raises
the question of how large the perimeter-normalised eigenvalue σ1(�)L(∂�) can be
among all bounded planar domains� ⊂ R2 with smooth boundary, without assuming
simple-connectivity. The Riemann mapping theorem is not available in this case. We
have seen above that one could use the Ahlfors map instead, in which case the resulting
upper bounds depend on the number of connected components of its boundary. In [170]
Kokarev proposed instead to use the stereographic parametrisation
 : R2 → S2. The
group of automorphisms of S2 is rich enough to ensure the existence of a conformal
diffeomorphism F : S2 → S2 for which the functions ui := πi ◦ F ◦ 
 : � → R
satisfy

∫
∂�

ui ds = 0 for i ∈ {1, 2, 3} as well as u2
1 + u2

2 + u2
3 = 1 identically on ∂�.

This is the Hersch renormalisation trick again, as in the proof above of the Weinstock
inequality (Theorem 3.1). Because the stereographic projection is a conformal map,
it follows as above that

σ1L ≤
∫

F(
(�))

3∑
i=1

|∇πi |2 d A.

An easy computation shows that
∑3

i=1 |∇πi |2 = 2 pointwise, so that

σ1L ≤ 2Area(F(
(�))) < 2Area(S2) = 8π.

This led Kokarev [170, Theorem A1] to the following result.

Theorem 3.6 Let � be a compact surface with boundary of genus γ = 0. Then

σ1L < 8π. (3.3)

It is then natural to investigate the sharpness of inequality (3.3), which amounts to the
construction of surfaces of genus 0 with large enough perimeter-normalised σ1L .

3.3 Interlude: using homogenisation theory to obtain large Steklov eigenvalues

In [112], Girouard, Henrot and Lagacé studied homogenisation of the Steklov prob-
lem by periodic perforation. The results are expressed in terms of the Neumann and
dynamical eigenvalue problems, which we now recall. Let � ⊂ Rd+1 be a bounded
domain with smooth boundary ∂�. Recall that the Neumann spectral problem is

{
� f = λ f in �,

∂ν f = 0 on ∂�.
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Fig. 2 The perforated domain �ε ⊂ R2 in the planar case

Its spectrum consists of an unbounded sequence of real numbers

0 = λ0 < λ1 ≤ λ2 ≤ · · · → +∞.

The dynamical spectral problem with parameter β ∈ [0,∞) is

{
� f = βσ f in �,

∂ν f = σ f on ∂�.
(3.4)

Its spectrum consists of an unbounded sequence of real numbers

0 = σ0 < σ1,β ≤ σ2,β ≤ · · · → +∞.

Readers are invited to look at the work of von Below and François [256] for details. For
β = 0, the dynamical eigenvalues of� coincide with Steklov eigenvalues: σk,0(�) =
σk(�). As β → +∞, the relative importance of the spectral parameter in the boundary
condition seems to disappear. This is captured in the following result [112].

Theorem 3.7 For each k ∈ N, the eigenvalue σk,β depends continuously on β and
satisfies

lim
β→+∞βσk,β = λk .

For the purpose of studying Steklov eigenvalues, the importance of the dynamical
eigenvalue problem (3.4) is that it appears as the limit problem for periodic homogeni-
sation by perforation. Given ε > 0, let �ε ⊂ � be the domain obtained by removing
balls B(p, rε) ⊂ � of radius rε > 0 centered at a point p of the periodic lattice εZd+1.
See Fig. 2.
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The behaviour of the Steklov eigenvalues σk(�
ε) as ε → 0 then depends on

the choice of radius rε ∈ (0, ε). The following result should be compared with the
classical crushed ice problem. See for instance the work of Rauch and Taylor [231],
and of Cioranescu and Murat [51].

Theorem 3.8 [112] Let � ⊂ Rd+1 be a bounded domain with smooth boundary ∂�.
Let T ε ⊂ � be the union of all balls B(p, rε) with p ∈ εZd that are included in
�, and consider the perforated domain �ε := � \ T ε. The asymptotic behaviour of
σk(�

ε) as ε → 0 depends on the parameter1

β := 1

|Sd | limε→0
rd
ε /ε

d+1 ∈ [0,+∞]. (3.5)

Small-holes regime If β = 0, then

|∂T ε| → 0 and σk(�
ε) → σk(�).

Large-holes regime If β = +∞, then

|∂T ε| → ∞ and σk(�
ε) → 0.

Critical regime If β ∈ (0,∞), then

|∂T ε| → β|�| and σk(�
ε) → σk,β .

Remark 3.9 The convention that we use for the dynamical eigenvalue problem is
slightly different from that of [112], where the constant Ad := |Sd | was built into
the problem itself, while here we have simply introduced it in the definition of the
constant (3.5) controlling the homogenisation regime. This is clearer for our purpose,
and in particular will be compatible with the situation where β is a density function
rather than a constant.

Remark 3.10 The large-holes regime could be deduced from known upper bounds for
σk . For instance, it follows from the earlier work of Colbois, Girouard and El Soufi
[57] that any domain � ⊂ Rd+1 with boundary of large measure has small Steklov
eigenvalues. This follows for instance from inequality (4.26) in the next section.

The critical regime is particularly interesting for planar domains. Indeed, in this case
d = 1 and it follows that

σk(�
ε)L(∂�ε)

ε→0−−→ σk,β(�)(L(∂�)+ β|�|) β→+∞−−−−→ λk(�)|�|, (3.6)

where the second limit is a direct consequence of Theorem 3.7. This suggests a link
between maximisation of perimeter-normalised Steklov eigenvalues and maximisa-
tion of area-normalised Neumann eigenvalues. In particular, the Szegő–Weinberger

1 It is implicitly understood that rε is chosen so that this limit exists.
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inequality states that for each bounded planar domain � ⊂ R2,

λ1(�)|�| ≤ λ1(D)π ∼= 3.39π,

hence the largest possible value for the RHS of (3.6) is λ1(D)π . A simple diagonal

argument then leads to the existence of a family �ε ⊂ R2 with σ1(�
ε)L(∂�ε)

ε→0−−→
λ1(D)π . In combination with the above Theorem 3.6 of Kokarev, this shows that

λ1(D)π ≤ sup{σ1(�)L(∂�) : � ⊂ R2} ≤ 8π.

In this perforation procedure, the balls B(p, rε) all have the same radius rε. Could
one obtain larger Steklov eigenvalues by relaxing this constraint? Indeed, given a
constant α > d and a positive continuous function β : � → R, Girouard, Karpukhin
and Lagacé [113] introduced the family of functions rε,α : � → R defined by

rε,α(p) =
(

εα

|Sd |β(p)

)1/d

.

This function now determines the radii of the various balls to be removed from�, with
the situation where β is constant and α = d + 1 corresponding to the critical regime
in Theorem 3.8. Given ε > 0, let �ε ⊂ � be the domain obtained by removing balls
B(p, rε,α(p)) ⊂ � of radius rε,α(p) > 0 centered at point p of the periodic lattice
εZd+1. The behaviour of the Steklov eigenvalues σk(�

ε) as ε → 0 depends on the
choice of density function β and on the parameter α. It is convenient to discuss the
results in terms of variational eigenvalues of Radonmeasures. See Sect. 2.8 for a quick
overview and “Appendix A” for more details. The inclusion ι : ∂�ε → �ε allows the
definition of the push-forward measure

με
α = ι∗dV∂�ε

on �ε, which we call the boundary measure of the perforated domain �ε. The corre-
sponding renormalised probability measures are

με
α = με

α

|∂�ε| .

It follows from the definition (2.12) of variational eigenvalues and from Example 2.19
that

λk(�
ε, με

α) = σk(�
ε)|∂�ε|.

The behaviour of these measures as ε → 0 depends on the parameter α > d. This is
expressed in terms of weak-� convergence to limit measures. Girouard, Karpukhin and
Lagacé [113, Theorem 6.2] proved the convergence of the corresponding variational
eigenvalues.
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Theorem 3.11 Let � ⊂ Rd+1 be a bounded domain with smooth boundary � and
let β : � → R be a positive continuous function. For each ε > 0 small enough, let
T ε ⊂ � be the union of all balls B(p, rε,α(p)) with p ∈ εZd+1 that are included in
�, and consider the perforated domain �ε := � \ T ε.

Small-holes regime Ifα > d+1, then the measuresμε
α concentrate on the boundary

�:

με
α

ε→0−−→ dV�.

Moreover,

σk(�
ε)|∂�ε| = λk(�

ε, με
α)

ε→0−−→ λk(�, dV�) = σk(�)|�|.

Large-holes regime If α ∈ (d, d +1), then the boundary becomes negligible in the
limit and βdV� dominates:

με
α

ε→0−−→ βdV�.

Moreover,

σk(�
ε)|∂�ε| = λk(�

ε, με
α)

ε→0−−→ λk(�, βdV�) = λk(�, β)

∫
�

β dV�.

Critical regime If α = d +1, then both the boundary and interior measures persist
in the limit:

με
α

ε→0−−→ dV� + βdV�.

Moreover,

σk(�
ε)|∂�ε| = λk(�

ε, με
α)

ε→0−−→ λk(�, dV� + βdV�)

= σk,β(�)(|�| +
∫
�

β dV�).

The proof of Theorem 3.11 is based on continuity properties of variational eigenval-
ues associated to the Radon measures με

α . See Theorem A.9. For a simply-connected
domain � ⊂ R2, particularly interesting density functions β ∈ C∞(�) can be
obtained by considering conformal maps 
δ from the disk D to punctured spheres
Cδ = S2 \ B(p, δ). In particular, if� = D these maps can be constructed explicitly as
a composition of the stereographic parametrisation with homotheties of the plane. The
pullback of the round metric gS2 is of the form 
�

δgS2 = βδgeucl, for some positive
βδ ∈ C∞(D). It follows from conformal invariance of the Dirichlet energy that the
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Neumann eigenvalues of Cδ can be expressed as weighted Neumann eigenvalues of
�:

λk(Cδ, gS2) = λk(�, βδdV�).

Now, it is well known that theNeumann eigenvalues of a punctured closedRiemannian
manifold converge to the eigenvalues of themanifold as the radius of the puncture goes

to zero (see for instance the work of Anné [5]). In particular, λk(Cδ)
δ→0−−→ λk(S2).

Combining this observation with the large-hole regime of Theorem 3.11 leads to a
family of perforated domains �ε ⊂ � such that

σk(�
ε)L(∂�ε)

ε→0−−→ λk(�, βδ)

∫
�

βδ dV� = λk(Cδ)|Cδ| δ→0−−→ λk(S2)× 4π.

Since λ1(S2) = 2, this shows that Kokarev’s inequality (3.3) is sharp and provides a
complete solution for the isoperimetric problem for σ1 of planar domains.

Theorem 3.12 [113, 170] Let � ⊂ R2 be a bounded domain with sufficiently regular
boundary. Then, σ1(�)L(∂�) < 8π . Moreover there exists a family �ε ⊂ R2 such
that

σ1(�
ε)L(∂�ε)

ε→0−−→ 8π.

Instead of using the round metric gS2 on the sphere, one can use an arbitrary
metric g and proceed exactly as above to obtain planar domains �ε such that

σk(�
ε)L(∂�ε)

ε→0−−→ λk(S2, g)Area(S2, g). The best upper bound for these area-
normalised eigenvalues were obtained by Karpukhin, Nadirashvili, Penskoi and
Polterovich in [163]:

λk(S2, g)Area(S2, g) ≤ 8πk.

This shows that sup{σk(�)L(∂�) : � ⊂ R2} ≥ 8πk. However, 8πk is also an upper
bound, as we will see shortly (see Theorem 3.16).

3.4 Best upper bounds for Steklov eigenvalues and conformal eigenvalues

Thus far we have been discussing homogenisation in the Euclidean setting where we
have a periodic procedure for perforating a domain. In order to address domains in
compact Riemannian manifolds, Girouard and Lagacé [115] extended the homogeni-
sation procedure of [112] to the non-periodic setting by using Voronoı̆ tessellations
associated to maximal ε-separated subsets in a closed Riemannian manifold (M, g).

Theorem 3.13 [115] Let (M, g) be a closed Riemannian manifold and let β : M →
R>0 a continuous function. There exists a family �ε ⊂ M such that |∂�ε| ε→0−−→
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∫
M β dVg, |�ε| ε→0−−→ |M |g and for each k ∈ N,

σk(�
ε)

ε→0−−→ λk(β
−1�g). (3.7)

For surfaces, this suggests a link between maximisation of perimeter-normalised
Steklov eigenvalues for domains� ⊂ M and maximisation of area-normalised eigen-
values of the Laplace operator. This is best expressed by introducing the conformal
eigenvalues of a closed Riemannian manifold (M, g) of dimension d + 1. They are
defined by

λ∗
k(M, [g]) := sup

h∈[g]
λk(M, h)Vol(M, h)2/d+1. (3.8)

They were introduced and studied in [56], following work of Korevaar [172] who
showed that they are finite.

In their paper [167], Karpukhin and Stern discovered a link between the Steklov
eigenvalues of domains in a closed surface and the eigenvalues of the Laplacian on
that surface. In particular they proved that for any domain� ⊂ M , the following strict
inequalities hold:

σ1(�, g)L(∂�) < λ∗
1(M, [g]) and σ2(�, g)L(∂�) < λ∗

2(M, [g]). (3.9)

It follows from Theorem 3.13 that these inequalities are sharp and raises the question
of whether similar inequalities hold for arbitrary index k. Girouard, Karpukhin and
Lagacé answered this question in the affirmative as follows:

Theorem 3.14 ([113]) Let M be a closed surface. Then for each k ∈ N and for each
domain � ⊂ M,

σk(�)L(∂�) ≤ λ∗
k(M, [g]). (3.10)

Moreover, for each k ∈ N, there exists a family of domains �ε ⊂ M such that

σk(�
ε)L(∂�ε)

ε→0−−→ λ∗
k(M, [g]).

The family �ε is obtained as a direct consequence of Theorem 3.13 while the upper
bound is proved using continuity properties of the variational eigenvalues associated
to Radon measures. Indeed, given a domain � ⊂ M with boundary �, let μ = ι�d A
be the boundary measure of � in M . Recall from Example 2.22 that the variational
eigenvalues ofμ are the transmission eigenvalues τk(�) of� ⊂ M . One can construct
a family gε = βεg of conformal Riemannian metrics that concentrates on ∂� in the

weak-� sense: dVgε
ε→0−−→ μ. It was proved in [113] that the corresponding variational

eigenvalues also converge:

λk(M, gε) = λk(M, g, dVgε )
ε→0−−→ λk(M, g, μ) = τk(�) ≥ σk(�).
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See Theorem A.9. Inequality (3.10) now follows from the definition (3.8) of the con-
formal eigenvalue λ∗

k(M, [g]).
In view of the strict inequalities (3.9), we ask the following:

Open Question 3.15 Can inequality (3.10) be improved to a strict inequality for k ≥
3?

The conformal eigenvalues of many surfaces are known explicitly. For instance,
it was proved in [163] that λ∗

k(S
2, [gS2 ]) = 8πk. Because planar domains are con-

formally equivalent to spherical domains, this implies a complete solution of the
isoperimetric problems for σk .

Theorem 3.16 [113] Let � ⊂ R2 be a bounded domain with sufficiently regular
boundary. Then, σk(�)L(∂�) ≤ 8πk. Moreover there exists a family �ε ⊂ R2

such that

σk(�
ε)L(∂�ε)

ε→0−−→ 8πk.

Remark 3.17 For M a closed surface, define

λ∗
k(M) = sup

g
λk(M, g)Area(M, g) (3.11)

where the supremum is over all Riemannian metrics on M . Similarly, for� a compact
surface with boundary, define

σ ∗
k (�) = sup

g
σk(�, g)L(∂�, g) (3.12)

where again the supremum is over all Riemannian metrics on �.
Now let Mb be the compact surface with boundary obtained by removing b disjoint

disks from M . Then as a consequence of Theorem 3.14 and its proof by homogenisa-
tion, we have σ ∗

k (Mb) ≤ λ∗
k(M) for all b and

lim
b→∞ σ ∗

k (Mb) = λ∗
k(M).

In particular, letting M be the 2-sphere, we have in the notation of Remark 2.23 that

lim
b→∞ σ ∗

1 (0, b) = 8π.

3.5 Stability and quantitative isoperimetry

Whenever a sharp inequality is known, it becomes interesting to investigate the case
of almost equality. For instance, the case of equality in Weinstock’s theorem (Theo-
rem 3.1) states that for simply-connected domains, σ1(�)L(∂�) = 2π if and only if
� is a disk. This raises the question of whether a domain� having σ1(�)L(∂�) near
2π implies that � is near a disk, and if so, in which sense.
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In [32], Bucur and Nahon gave a negative answer to that question. Let us state a
particularly striking case of their result here.

Theorem 3.18 Let � ⊂ R2 be a simply-connected planar domain. Then there exists

a family �ε of simply-connected planar domains such that �ε Hausdorff−−−−−→ � while for
each k ∈ N,

σk(�
ε)L(∂�ε)

ε→0−−→ 2πσk(D).

In particular, σ1(�ε)L(∂�ε) → 2π , while the domains �ε approach a domain �

which could be very different from a disk.

Remark 3.19 The proof of Theorem 3.18 is based on a boundary-homogenisation
method. Let
 : � → D be a conformal diffeomorphism. Then because� is smooth,

 extends to a diffeomorphism up to the boundary, and one can define the pullback
measure μ := 
�(ds) = |
′(s)| ds on ∂�. Because the Dirichlet energy is con-
formally invariant, the Steklov problem on D is isospectral to a weighted Steklov
problem on �, which we express using the variational eigenvalue associated to this
Radon measure: λk(�,μ) = σk(D). See Sect. 2.8 for a quick overview of variational
eigenvalues of Radon measures and Example 2.20 for the notion of weighted Steklov
problem. The proof is then based on perturbations �ε of � by small oscillations of
its boundary that lead to smooth approximations of the measure μ by the boundary
measures of �ε, so that σk(�

ε) → λk(�,μ).

The above result shows that the first perimeter-normalised Steklov eigenvalue is not
stable under Hausdorff perturbations of the domain. However, the story is completely
different if we change the notion of proximity between�ε and� thatwe use, aswewill
see shortly. Let � be a bounded simply-connected planar domain such that L(∂�) =
2π . Let 
 : D → � be a conformal diffeomorphism and let μ := 
�ds = � ds,
where �(z) = |
′(z)| ∈ C∞(∂D). Because the group of conformal automorphisms
of D is rich enough, it is possible to choose 
 so that the measure μ has its center of
mass at the origin:

∫
∂D

πi dμ = 0 for each i ∈ {1, 2}. This follows from a topological
argument that was introduced by Hersch [136] following work of Szegő. Observe that

λ1(D, μ) = σ1(�).

The following is a reformulation of [32, Proposition 3.1].

Theorem 3.20 There are constants δ0 ∈ (0, 1) and C > 0 with the following property.
Let � ∈ L∞(∂D) be a positive density such that

∫
∂D

πi �ds = 0 for i ∈ {1, 2} and
such that

∫
∂D

� ds = 2π . If λ1(D,� ds) > δ0, then

λ1(D,� ds) ≤ 1

1+ C‖�− 1‖2
H−1/2

. (3.13)

This beautiful result shows that in this particular norm, stability is restored for the
Weinstock inequality after transplantation to the disk by an appropriate conformal
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map. Indeed, if�ε is a family of bounded simply-connected planar domains such that

L(∂�ε) = 2π and σ1(�ε)
ε→0−−→ 1, then it follows from (3.13) that in the dual Sobolev

space H−1/2(∂�), the corresponding densities �ε will satisfy

lim
ε→0

�ε = 1.

This should be compared with the recent paper [164] by Karpukhin, Nahon,
Polterovich and Stern, where the stability of isoperimetric inequalities for eigenvalues
of the Laplace operator on surfaces is studied.

The situation for arbitrary bounded planar domains � ⊂ R2 is quite different.
Indeed, Theorem 3.12 states that σ1L < 8π is a sharp upper bound, but since the
inequality is strict, there does not exist a planar domain realising this bound. However
we can still obtain interesting information regarding planar domains� ⊂ R2 such that
σ1(�)L(∂�) is close to 8π . In this case again, there is a flexibility in the geometry of
the maximising sequence. Indeed, it was proved in [113] that one can start with any
simply-connected domain � ⊂ R2 with smooth boundary, and construct a family of
domains �ε ⊂ �, obtained by perforation, such that

σ1(�
ε)L(∂�ε)

ε→0−−→ 8π.

However, one may still obtain geometric information on maximising sequences in this
situation. The following result is a corollary of [113, Theorem 2.1].

Theorem 3.21 Let � be a compact surface of genus 0 with σ1(�)L(∂�) ≥ 6π and
such that the number of connected components of its boundary is b. Then,

σ1(�)L(∂�) ≤ 8π − 6π exp(−2b).

Moreover, if � ⊂ R2 is a bounded planar domain the following also holds:

σ1(�)L(∂�) ≤ 8π − 6π exp(− L(∂�)

Diam(�)
)

The proof is based on a careful quantitative adaptation of Kokarev’s result (Theo-
rem 3.6). The second inequality proves in particular that any maximising sequence
�ε ⊂ R2 for σ1L has a boundary with an unbounded number of connected compo-
nents in the limit. Moreover, if the maximising sequence is normalised by requiring
that L(∂�ε) = 1, then its diameter must tend to 0 in the limit.

Let us conclude this section by mentioning a recent preprint of Karpukhin and
Stern [165] where a quantitative improvement of Theorem 3.14 is presented for some
surfaces: the sphere S2, the projective plane RP2, the torus T and the Klein bottle K.
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4 Geometric bounds in higher dimensions

Because of scaling properties, meaningful bounds for eigenvalues require some type of
constraint on the size of the underlyingmanifold. In the previous sections we have seen
that prescribing the area of a surface or the length of its boundary is often sufficient to
obtain interesting upper bounds. For manifolds of dimension at least 3, the situation
is more complicated. For instance it was proved by Colbois, El Soufi and Girouard
[58] that any compact connected manifold (�, g0) admits conformal perturbations
g = δg0 with δ ≡ 1 on the boundary and with σ1(�, g) arbitrarily large. In other
words, prescribing the geometry of the boundary is not enough to bound σ1, even
while staying in a fixed conformal class. This shows that, in order to get upper bounds
for the Steklov spectrum in dimension higher than 2, we need additional geometric
information.

Much less is known regarding lower bounds, and in Sect. 4.1, we will summarise
what is known.

Another indication of the flexibility of the Steklov spectrum is given in the paper
[149] by Jammes, where it is shown that any finite part of the Steklov spectrum can be
prescribed within a given conformal class (�, [g0]) provided that� has dimension at
least three. In view of the work of Lohkamp [189] it is therefore natural to ask, in the
case of manifolds of dimension at least 3, whether it is possible in a fixed conformal
class to simultaneously prescribe a finite part of the Steklov spectrum, the volume of
(�, g), and the volume of ∂�. We will explain in Remark 4.11 below that the answer
is no.

The outline of this section is as follows.

• Section 4.1: Lower bounds for eigenvalues.
• Section 4.2: Upper bounds for eigenvalues: basic results and examples.
• Section 4.3: Upper bounds: the case of domains in a Riemannian manifold.
• Section 4.4: Metric upper bounds for Riemannian manifolds.
• Section 4.5: Upper and lower bounds: the case of manifolds of revolution.
• Section 4.6: Upper and lower bounds: the case of submanifolds of Euclidean space.

4.1 Lower bounds for eigenvalues

Regarding lower bounds for eigenvalues, and in particular for the first nonzero eigen-
value σ1, it is useful to recall briefly a couple of facts about the spectrum of the
Laplacian. If (M, g) is a closed connected Riemannian manifold of dimension d
(resp. if (�, g) is a compact connected Riemannian manifold of dimension d with
boundary), there are two main ways to find a lower bound for the first nonzero eigen-
value λ1(M, g) (resp. the first nonzero eigenvalue μ1(�, g) for the Laplacian with
the Neumann boundary condition):

– One way is to compare λ1(M, g), respectively μ1(�, g), with an isoperimetric
constant by applying the celebrated Cheeger inequality [45]

λ1(M, g) ≥ h2
c

4
, (4.1)
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respectively

μ1(�, g) ≥ h2
c

4
. (4.2)

Here, hc is the classical Cheeger constant associated to a compact Riemannian
manifold M defined by

hc(M) = inf
|A|≤ |M|

2

|∂I A|
|A| (4.3)

where the infimum is over subsets A of M with smooth boundary such that |A| ≤
|M|
2 (the definition of hc is word for word the same for (�, g)). Here, for a compact

Riemannian manifold M , and a domain A ⊂ M , we write ∂I A for the interior
boundary of A, that is the intersection of the boundary of A with the interior of M .
This gives a relation between the spectrum of the Laplacian and the geometry
of (M, g) through the Cheeger constant hc. In general, this quantity is difficult
to estimate, let alone compute. However the Cheeger constant is a very good
geometric measure of the spectral gap λ1(M, g). Indeed Buser [35] proved that
for a closed Riemannian manifold, with only the additional hypothesis of a lower
bound on the Ricci curvature of (M, g), one also gets an upper bound on λ1(M, g)
in terms of hc. The Buser inequality states that if Ric(M, g) ≥ −(d −1)a2 (where
a ≥ 0), then

λ1(M, g) ≤ 2a(d − 1)hc + 10h2
c . (4.4)

Note that a similar upper bound does not exist for μ1(�, g); see [35, Example
1.4].

– A second way is to give a lower bound for the lowest non-zero eigenvalue directly
in terms of geometric invariants of (M, g). The foundational work of Li and Yau
establishes lower bounds in terms of the Ricci curvature and the diameter both
for the eigenvalue λ1(M, g) of any connected closed Riemannian manifold [185,
Theorem 7] and for the Neumann eigenvalue μ1(�, g) in the case of a compact
manifold � with boundary [185, Theorem 9]. In the latter case, they impose the
additional hypothesis that the boundary is convex in the sense that the principal
curvatures of ∂� are non-negative. This was generalised by Chen [48, Theorem
1.1], where the convexity condition is replaced by the hypothesis of an interior δ-
rolling condition (whichmeans that every point on the boundary is on the boundary
of a ball of radius δ

2 whose interior lies entirely inside� and whose closure meets
∂� only at the given point). The important point is that, in addition to conditions
on the geometry inside�, we need some control of the geometry of the boundary.

4.1.1 Lower bounds of the Steklov spectrum via geometric constants

Proposition 2.11 shows that one can easily construct Riemannian metrics with small
eigenvalues under local deformation. In order to find a lower bound for the Steklov
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spectrum of a compact manifold � with boundary, it is thus natural to impose a
geometric condition on the boundary� = ∂� comparable to the convexity assumption
of [185, Theorem 9]. This is precisely the celebrated conjecture proposed by Escobar
in [88].

Conjecture 4.1 (Escobar)Let� be a smooth compact connected Riemannian manifold
of dimension ≥ 3 with boundary � = ∂�. Suppose that the Ricci curvature of � is
non-negative and that the second fundamental form ρ of � is bounded below by c > 0.
Then σ1(�) ≥ c, with equality if and only if � is the Euclidean ball of radius 1

c .

Note that Example 2.2, with L → 0, shows that convexity of the boundary does not
imply any lower bound. One really needs the hypothesis c > 0.

In [87, Theorem 1], Escobar proved the conjecture in dimension 2, and moreover
proved that in higher dimensions, σ1(�) > c

2 . However, the conjecture itself remains
open when the dimension is at least 3

Important progress was made recently by Xia and Xiong in [262, Theorem 1].
The authors show that the conclusion of Escobar’s conjecture is true if we impose
non-negative sectional curvature Kg instead of Ricci curvature. Specifically, assume
that

Kg ≥ 0; ρ ≥ cg� > 0, (4.5)

whereρ denotes the second fundamental formof the boundary� and g� the restriction
of g to�. Then σ1(�) ≥ c with equality if and only if� is isometric to the Euclidean
ball of radius 1

c .
These types of results lead naturally to the question of a possible generalisation

when the curvature is not necessarily non-negative, while keeping some restriction on
the geometry of the boundary� = ∂� and on the geometry of� near the boundary. It
turns out that we can get partial results by first addressing another natural question: Is
it possible to relate the Steklov spectrum of � to the Laplace spectrum of its boundary
� = ∂�? This question was considered by Wang and Xia in [258] and Karpukhin
in [156]. Important progress is given in the paper by Provenzano and Stubbe [230],
who consider the problem only for domains inRd+1. The ideas may be generalised to
the Riemannian context: this was done by Xiong [263] and by Colbois, Girouard and
Hassannezhad in [62] as we describe next.

Let d ∈ N and let α, β, κ−, κ+ ∈ R and δ0 > 0 be such that α ≤ β and κ− ≤
κ+. Consider the class C = C(d, α, β, κ−, κ+, δ0) of smooth compact Riemannian
manifolds � of dimension d + 1 with nonempty boundary � = ∂� satisfying the
following hypotheses:

(H1) The rolling radius of � satisfies δ(�) ≥ δ0.
(H2) The sectional curvature K satisfies α ≤ K ≤ β on the tubular neighbourhood

�δ = {x ∈ � : d(x, �) < δ}.

(H3) The principal curvatures of the boundary � satisfy κ− ≤ κi ≤ κ+.
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Let b be the number of connected components of�. The spectrum of the Laplacian
on � is denoted by 0 = λ0(�) = λ1(�) = · · · = λb−1(�) < λb(�) ≤ · · ·
Theorem 4.2 [62,Theorem3]There exist explicit constants D = D(d, α, β, κ−, κ+, δ0)
B = B(d, α, κ−, δ0) such that each manifold � in the class C satisfies the following
inequalities for each k ∈ N,

λk ≤ σ 2
k + Dσk, (4.6)

σk ≤ B +
√

B2 + λk . (4.7)

In particular, for each k ∈ N, |σk −√
λk | < max{D, 2B}.

The hypotheses H1, H2, H3 of Theorem 4.2 seem quite strong. In [62, Examples
37, 38, 39], it is explained why they are necessary.

Under the hypotheses of Theorem 4.2 one can take

D = d + 1

δ̃
+
√
|α| + κ2− and B = 1

2δ̃
+ d + 1

2

√
|α| + κ2−,

where δ̃ ≤ δ0 is a positive constant depending on δ0, β, and κ+.
Inequality (4.7) gives an upper bound for σk(�) in terms of λk(�) and of the

geometry of�. We will see in the sequel many other ways to obtain upper bounds for
the eigenvalues in terms of the geometry of �.

Inequality (4.6) implies that for all k,

σk(�) ≥ 2λk(�)√
4λk(�)+ D2 + D

. (4.8)

This inequality is interesting only for k larger than or equal to the number of
connected components of the boundary � = ∂�. In particular, if the boundary is
connected, this gives a lower bound on σ1(�) in terms of λ1(�) and of the geometry
of �. Since, as shown in [185], λ1(�) is bounded explicitly in terms of the geometry
of �, one thus obtains a lower bound for σ1(�) depending only on the geometry of
� and of its boundary �. To our knowledge, this is the only general lower bound in
terms of the classical geometric invariants of � and � like the curvature. However
it involves the constant D from Theorem 4.2 that is not fully explicit. Note also that
Example 2.2 shows that, in general, σ1 depends on the inner geometry of the manifold
�, and not only on the geometry near the boundary. This leads to the question

Open Question 4.3 Under the hypotheses (H1)-(H3) of Theorem 4.2 and the assump-
tion of connected boundary �, is it possible to find an explicit lower bound for σ1(�)

in terms of geometric invariants of � and of its boundary �?
When the boundary � is not assumed to be connected, is it also possible to find an

explicit lower bound of this type?

Note that Inequality (4.8)will be usedbelow in (4.12), in the case inwhich the boundary
is connected.
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4.1.2 Lower bounds for the Steklov spectrum via isoperimetric constants

A Cheeger inequality. Jammes [150, Theorem 1] proves a Cheeger-type inequality.
Besides the classical Cheeger constant denoted by hc(�), Jammes introduces another
isoperimetric constant, denoted by h j (�) and defined by

h j (�) = inf
|A|≤ |�|

2

|∂I A|
|A ∩ ∂�| . (4.9)

(Recall that ∂I A is defined following Eq. (4.3).) Then, Jammes shows that

σ1(�) ≥ 1

4
hc(�)h j (�). (4.10)

This estimate is optimal in the sense that the two isoperimetric constants hc(�) and
h j (�) both have to appear. Intuitively, the classical Cheeger constant hc(�) allows
one to measure how large a hypersurface needs to be in order to disconnect � into
two substantial pieces (consider the celebrated example of the Cheeger dumbbell, see
for example [52, Sections 2, 3]). As shown in Inequality (4.4), having small hc has a
strong influence on the spectrum of the Laplacian. The new constant h j (�) will be
small if there are two parts of the boundary� of� that are close together in� but far
apart with respect to intrinsic distance in �. As in the proof of Part 1 of Proposition
2.11 this tends to create small eigenvalues for the Steklov spectrum.

In [150], Jammes also discusses the optimality of Inequality (4.10), and we present
two examples that are related to Example 2.2.

First in [150, Example 4], to see the necessity of the presence of h j , Jammes
considers the family of cylinders �n = M × [0, 1

n ] where M is a closed Riemannian
manifold. Example 2.2 shows that σ1(�n) ∼ 1

n as n → ∞. It is also easy to see that
h j (�n) → 0 as n → ∞. However we will see that hc(�n) is uniformly bounded from
below, which shows the necessity of the presence of h j . To bound hc(�n) from below,
if A ⊂ �n is a domain, we have to bound the ratio |∂I A|

|A| from below. To this aim, the
author glues 2n copies of �n along their boundaries in order to get a closed manifold
M × S1, and associates to A a domain A′ ⊂ M × S1 obtained by reflecting A along
the boundary. We have |A′| = 2n|A| and |∂ A′| = 2n|∂I A|. This implies |∂I A|

|A| = |∂A′|
|A′| ,

but A′ is a domain in a fixed manifold M × S1, so |∂A′|
|A′| ≥ hc(M × S1), which gives

a lower bound on hc(�n).
Next [150, Example 5] shows the necessity of the presence of hc. The author

considers the product M × [0, L] as in Example 2.2, but with L → ∞. For L large
enough, we have σ1(�) = 2

L → 0 and hc → 0 as L → ∞. However one can see by

projection on the boundary that for A ⊂ �, the ratio |∂I A|
|A∩∂�| is bounded from below

by 1, so that h j ≥ 1.
However, although very interesting, Inequality (4.10) ([150, Theorem 1]) is not

optimal in the sense that there does not exist a Buser-type inequality (i.e., an analogue
of Inequality (4.4) for this constant hc(�)h j (�). As the next examples show, it is easy
to deform a Riemannian manifold (�, g) to make the Cheeger constant arbitrarily
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Fig. 3 There is no Buser-type inequality for σ1

small without affecting the first eigenvalue σ1 toomuch. In Example 2.17, theCheeger-
Jammes constant h j stays bounded and in Example 4.5, it becomes also small.

Example 4.4 Example 2.17 above shows that the Steklov eigenvalues of a Riemannian
manifold (�, g) with connected boundary admitting a neighourhood that is isometric
to � × [0, L] are bounded in terms of L and the eigenvalues of the Laplacian on �.

Let us consider a one parameter family of metrics h2
εg conformal to g with hε = 1

on � × [0, L/2] and hε = 1
ε
outside � × [0, L]. Because the metric is fixed on

� × [0, L/2], the Steklov spectrum is not affected too much by the conformal factor.
It is even possible to keep the curvature uniformly bounded by a careful smoothing.

On the other hand, the Cheeger constant hc of (�, h2
εg) becomes small as ε → 0:

to see this, it suffices to consider a domain A outside � × [0, L]. The behaviour of
|∂I A|

h2ε g

|A|
h2ε g

is proportional to ε and hc(�, h2
ε g) → 0 as ε → 0.

The Cheeger-Jammes constant h j (�, h2
εg) is bounded from above: it suffices to

consider domains A ⊂ � × [0, L/2] where the metric is constant.

Example 4.5 For convenience in this example, we will refer to hyperbolic surfaces
(curvature −1) of genus one with one boundary component as hyperbolic tori. We
construct a family �ε, 0 < ε < 1

2 , of hyperbolic tori with the following properties:
The boundary �ε of �ε has length ≥ 1; the first nonzero eigenvalue σ1(�ε) of �ε

is uniformly bounded from below as ε → 0; however, the Cheeger constants satisfy
hc(�ε) → 0 and h j (�ε) → 0 as ε → 0. This shows that, even when the curvature is
bounded, small hc(�) and h j (�) do not imply small σ1. That is, there is no Cheeger-
Buser type upper bound for σ1.

The surface�ε is built by gluing together a hyperbolic cylinderCε and a hyperbolic
torus Pε along a common geodesic boundary component of length 2πε, as explained,
for example, in [37, Chapter 3] (see Fig. 3).

The construction is given as follows: For ε > 0, let Pε be a hyperbolic torus with
geodesic boundary of length 2πε. Let Lε = 1+ arccosh 1

ε
. Endow the cylinder Cε :=

[0, Lε]×S1 with the hyperbolicmetric given in Fermi coordinates by dr2+ε2 cosh2 r ,
0 ≤ r ≤ Lε, 0 ≤ θ ≤ 2π . The boundary component corresponding to r = 0 has
length 2πε. Glue this boundary component to the boundary of Pε to obtain �ε . The
other boundary component�ε of Cε , corresponding to r = 1+arccosh 1

ε
, is of length

|�ε | > 1, and becomes the boundary of �ε , which is connected.
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One can show that the neighborhood �1 of �ε given by {r : arccosh 1
ε

≤ r ≤
1+ arccosh 1

ε
} is uniformly quasi-isometric to [0, 1] × S1 as ε → 0. Because �ε has

one boundary component, σ1(�ε) is uniformly bounded from below and above using
Dirichlet-to-Neumann bracketing (Proposition 2.16 and Example 2.17).

However, consider the domain A = Cε ⊂ �ε . One can see that |∂I A| = 2πε, and
|A ∩ ∂�ε | = |�ε | ≥ 1, |A| ≥ 1, so that both hc and h j tend to 0 as ε → 0.

In Remark 2 of [150], the author observes that one can slightly change the definition
of the constant h j of (4.9) and consider

he(�) = inf
|A∩∂�|≤ |∂�|

2

|∂I A|
|A ∩ ∂�| . (4.11)

This corresponds to the Cheeger–Escobar constant defined in [88] and Jammes
observes that Inequality 4.10 is true with the same proof.

In case� = ∂� is connected, Theorem 4.2 allows one to get another Cheeger-type
inequality. If hc(�) denotes the classical Cheeger constant of �, we have λ1(�) ≥
h2c (�)

4 , and estimate (4.6) leads to

σ1(�) ≥ h2
c(�)

2
√

h2
c(�)+ D

. (4.12)

However, the geometry of � appears strongly through the term D of Theorem 4.2.
Regardingupper bounds, itwasmentioned afterTheorem4.2 that Inequality (4.7) gives
an upper bound for σk(�) in terms of λk(�) and of the geometry of �. Combining
this with Inequality (4.4), this shows that σ1(�) is bounded from above by a term
involving the Cheeger constant and the Ricci curvature of�, along with the geometry
of � through the term B that appears in (4.7). But this upper bound depends on a lot
of geometric invariants, leading to the following question:

Open Question 4.6 Can one define a different Cheeger-type isoperimetric constant h′
for which σ1 satisfies a Buser-type inequality as in (4.4)? I.e., is there is an upper
bound for σ1 in terms of this new isoperimetric constant h′ and of a lower bound on
the Ricci curvature of the manifold �.

Higher order Cheeger inequalities. In [131], Hassannezhad and Miclo proved a
lower bound for the kth Steklov eigenvalue in terms of what they call a kth Cheeger-
Steklov constant in three different situations. In the context of Riemannian manifolds,
this inequality extends the Cheeger inequality by Jammes and we will describe it
below. In Sect. 6.2.1, we will briefly describe another aspect of this work regarding
the Steklov problem on graphs. The third aspect, concerning measurable state spaces,
is beyond the scope of this paper and will not be described.

Intuitively, the idea is the following: for the Cheeger-Steklov inequality on a man-
ifold �, we consider a family of domains A and � \ A, and define the isoperimetric
bounds hc and h j by minimising some isoperimetric ratio on the family of domains
A. The authors use the same strategy, but in order to estimate the eigenvalue σk , they
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consider a decomposition of � into k + 1 disjoint domains, and they also define two
isoperimetric constants by minimisation.

More precisely, let � be a compact Riemannian manifold with boundary ∂� = �

and consider the family A of non-empty open domains of � with piecewise smooth
boundary. The authors introduce for each k ≥ 1 the set Ak of all k + 1-tuples
(A1, . . . , Ak+1) of mutually disjoint elements of A. The k-th order Cheeger constant
will be defined by minimisation on Ak .

First, for each domain B ∈ A, the authors introduce the isoperimetric constants
η(B) and η′(B) defined by

η(B) = |∂I B|
|B| ; η′(B) = |∂I B|

|B ∩ ∂�| .

Consider nowoneof thek+1-tuples (A1, . . . , Ak+1) ∈ Ak . For A ∈ {A1, . . . , Ak+1}
the authors define

ρ(A) = inf{η(B) : B ∈ A; B ⊂ A; B ∩ ∂I A = ∅}

and

ρ′(A) = inf{η′(B) : B ∈ A; B ⊂ A; B ∩ ∂I A = ∅}.

Note that the condition B ∩ ∂I A = ∅means that ρ(A) is exactly the usual Cheeger
constant of A associated to the Dirichlet Laplacian for functions equal to 0 on ∂I A
(see [34], (1.5) p. 30, [42], Theorem 3, p. 95).

The Cheeger-Steklov constant of order k is defined as

ik(�) = min
(A1,...,Ak+1)∈Ak

max
l∈{1,...,k+1} ρ(Al)ρ

′(Al).

Hassannezhad andMiclo prove aCheeger-Steklov inequality of order k [131, Theorem
C], which states that there exists a positive universal constant C such that for each
k ≥ 1 one has

σk(�) ≥ C

k6
ik(�). (4.13)

The proof of the inequality is quite complicated. The authors do not work directly
on the Steklov problem, but they use the fact that a similar inequality exists for the
Laplacian with Neumann boundary condition (see [131, Theorem 26] referring to
a previous result by Miclo). The authors use the fact that one can approximate the
Steklov eigenvalues by the eigenvalues of the Laplacian with density with Neumann
boundary condition, where the density accumulates near the boundary [131, Theorem
24]. The authors also give examples in the spirit of the already mentioned examples
by Jammes to see the necessity of the presence of the two constants ρ and ρ′ in the
definition of ik(�).

123



42 B. Colbois et al.

A natural question is whether the term 1
k6

in the inequality (4.13) is optimal. The
authors also show the following estimate [131, Proposition 1]:

σ2k+1(�) ≥ C ′

log2(k + 2)
ik+1(�). (4.14)

This means that the dependence on k is only of order 1
log2(k+2)

if the eigenvalue σ2k+1

is estimated in terms of the Cheeger constant of order k + 1. In [131, Remark 1], the
authors ask the following question.

Open Question 4.7 Is the coefficient C ′
log2(k+2)

of ik+1(�) in Estimate (4.14) sharp?

In comparable situations (combinatorial Laplacian by Lee, Oveis Gharan and Tre-
visan [180] and Markov operator by Miclo [204, pp. 336–337]) one can show it is
sharp.

More generally, this leads to the following question.

Open Question 4.8 Is it possible to have a higher order Cheeger inequality for which
the coefficient of ik(�) does not depend on k?

Other lower bounds. For other lower bounds in some specific situations, see also
[254, Theorem 2.1] by Verma and [133, Theorem 1.3] by Hassannezhad and Siffert.

4.2 Upper bounds for eigenvalues: basic results and examples

This subject was introduced in Section 4 of the survey [119], and we invite the reader
to look there for the state of the art until 2014.

The question of finding upper bounds for eigenvalues in terms of geometric invari-
ants is closely related to the question of constructing large eigenvalues under geometric
restrictions and we will often present both stories in parallel. These questions depend
also on the choice of normalisation. For a Riemannian manifold� of dimension d +1
with boundary � = ∂�, the most common normalisation is with respect to the vol-
ume of the boundary: we consider the normalised eigenvalues σk(�)|∂�|1/d . Another
normalisation, used in particular when� is a domain in a complete Riemannian man-
ifold M , is with respect to the volume of �; we consider the normalised eigenvalues
σk(�)|�|1/(d+1).

Recently, in [161], Karpukhin and Métras proposed a normalisation involving both

the volumes of� and of�, with the normalised eigenvalues given by σk(�)|�||�| 1−d
d+1 .

See Example 4.16 for discussion of why this specific normalisation is natural. One
of the interests in this last normalisation is that it was shown in the paper [57] by
Colbois, El Soufi and Girouard and in [130] by Hassannezhad that these normalised
eigenvalues are bounded from above within the conformal class of any Riemannian
metric (see inequality (4.16) in Theorem 4.9), which allows one to investigatemaximal
Riemannian metrics in this context. Specifically, let Ig(�) denote the isoperimetric
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ratio: if (�, g) is a compact Riemannian manifold of dimension d +1, with boundary,

Ig(�) = |∂�|g
|�|

d
d+1
g

.

Then we have the following [130, Theorem 4.1]:

Theorem 4.9 Let (M, g0) be a complete Riemannian manifold of dimension d + 1
with Ricg0(M) ≥ −a2d for a constant a ≥ 0. Let � ⊂ M be a relatively compact
domain with C1 boundary and g be any metric conformal to g0. Then we have

σk(�, g)|∂�|
1
d
g ≤ Ad |�|

2
d+1
g0 a2 + Bdk

2
d+1

Ig(�)
d−1

d

(4.15)

where Ad and Bd are constants depending only on d. An equivalent formulation is

σk(�, g)|∂�|g|�|
1−d
d+1
g ≤ Ad |�|

2
d+1
g0 a2 + Bdk

2
d+1 . (4.16)

In the situation where M is a closed Riemannian manifold, inequality (4.16) provides
a uniform upper bound since |�|g0 < |M |g0 . See Sect. 4.3 for further discussion.

Remark 4.10 Theorem 4.9 is established for domains in complete manifolds and not
directly for manifolds with boundary. The reason for this is that constructions as in
[128] or [66] used in the proof of the theorem are not established for manifolds with
boundary without additional conditions on the geometry of the boundary.

A compact Riemannianmanifoldwith smooth boundary (�, g0)with Riccig(�) ≥
−a2d can always be seen as a domain of a complete manifold M (without boundary)
by extension of the manifold (�, g0). However, in general, we cannot keep the same
lower bound −a2d for the Ricci curvature of the complete manifold M . Despite this,

Inequality (4.16) shows thatσk(�, g)|∂�|g|�|
1−d
d+1
g is bounded fromabove for g ∈ [g0],

but the control of the bound is not explicit. The proof of Theorem 4.9 only requires
that the curvature of the ambient manifold M satisfy the specified lower curvature
bound on a neighbourhood of (�, g0) ⊂ M of radius at most the diameter of (�, g0)
and on such a neighbourhood, the Ricci curvature is bounded from below, however in
general with a different bound than −a2d.

This question of controlling the curvaturewhen extending amanifoldwith boundary
to a complete manifold is discussed in detail by Pigola and Veronelli in [226].

Remark 4.11 Let (�, g0) be a compact Riemannianmanifoldwith boundary. It follows
fromTheorem 4.9 and fromRemark 4.10 that one cannot use a conformal perturbation
g ∈ [g0] to prescribe at the same time the kth eigenvalue (k > 0) and the volumes of
(�, g) and of (∂�, g).

Let us now give a series of examples to provide intuition. Theywill allow us to show
that certain upper bounds presented below are sharp in the sense that all ingredients
entering into the inequalities are necessary.
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When we get upper bounds for σk (in particular for k = 1), the question arises of
finding a maximising metric. These examples allow us to show that, sometimes, the
expected metric (for example the ball in the case of domains) is not a maximiser.

Example 4.12 A general question is to understand and distinguish the spectral effects
of geometric perturbations of a manifold near its boundary from the spectral effects
of perturbations occurring deep inside the manifold. In dimension d + 1 ≥ 3, one
can construct examples with fixed boundary and arbitrarily large σ1 staying within
the conformal class [58, Theorem 1.1 (ii)]. Let (�, g) be a compact, connected
Riemannian manifold of dimension d + 1 ≥ 3 with smooth boundary�. There exists
a one-parameter family of Riemannian metrics gε conformal to g that coincide with
g on � such that

σ1(�, gε) → ∞ as ε → 0.

In this example, σ1(�)|�|1/d and σ1(�)|�|1/(d+1) tend to∞ as ε → 0, but this is

not the case for σ1(�)|�||�| 1−d
d+1 because the conformal class is fixed (see Inequality

(4.16) and Remark 4.10 above).

Example 4.12 leads to the question of whether there are similar examples for which

σ1(�)|�||�| 1−d
d+1 → ∞ still keeping the boundary fixed (but not the conformal class).

In full generality, this is unknown.However, it is possible to obtain examples in specific
situations.

Example 4.13 A family of examples are constructed by Cianci and Girouard [49, The-
orem 1.1]. The authors consider a compact manifold � of dimension d + 1 ≥ 4 with
connected boundary � having a very particular property: there exists a Riemannian
metric g� on � which admits a unit Killing vector field ξ with dual 1-form η whose
exterior derivative is nowhere 0. The odd-dimensional spheres have this property. But
not every Riemannian manifold supports a Killing vector field: a vector field X on a
Riemannian manifold is a Killing field if and only if the 1-parameter group generated
by X consists of local isometries.

Under this condition, the authors show that there exists a family (gε)ε>0 of Rie-
mannian metrics on � which coincide with g� on � such that |(�, gε)| = 1 and
σ1(�, gε) → ∞ as ε → 0. As � is fixed and |(�, gε)| = 1, the normalised eigen-

value σ1(�, gε)|�||(�, gε)| 1−d
d+1 → ∞ as ε → 0.

Let us observe that the geometry of the example is very special: as the boundary
� is fixed, its intrinsic diameter is fixed. However, its extrinsic diameter, that is its
diameter in �, goes to 0 as ε → 0.

It would be very surprising if the existence of a Killing field was an important
condition, but it is not clear how to avoid this hypothesis.

Open Question 4.14 Let� be a compact Riemannian manifold of dimension d+1 ≥ 3
with boundary �. Is it possible to construct a family (gε)ε>0 of Riemannian metrics on

� that stays constant on � and satisfies σ1(�, gε)|�||(�, gε)| 1−d
d+1 → ∞ as ε → 0?
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Note that fixing the Riemannian metric on the boundary is a strong constraint. If
we relax it by requiring that the volume |�| is prescribed instead, and if the dimension
d + 1 is ≥ 4, then Example 2.17 allows us to construct such examples, at least when
the boundary is connected. It suffices to introduce a cylindrical metric�ε ×[0, 1] near
the boundary, with |�ε | = 1, λ1(�ε) → ∞ (which is possible by the work of Colbois
and Dodziuk [53] because the dimension of�ε is≥ 3). This method may not be used
in dimension d + 1 = 3, but the following example shows another, more elaborate,
approach.

Example 4.15 The authors would like to thank Mikhail Karpukhin for suggesting the
following construction, which leads to Riemannian metrics g on the ball B3 such that
both |∂B3|g = 1 and |B3|g = 1 are prescribed, while σ1(B3, g) is arbitrarily large.

Let M = S3 be equipped with any Riemannian metric g of volume one. The
homogenisation construction of Girouard and Lagacé [115] provides a family of

domains �ε ⊂ M such that |∂�ε| ε→0−−→ |M |g = 1 and σ1(�ε)
ε→0−−→ λ1(M, g).

See Theorem 3.13. The domains �ε are obtained by removing a finite number of
disjoint small balls B(pi , rε) from M . One then removes a finite number of thin
tubes connecting the boundaries of these balls to each other sequentially, leading to
a family of connected domains �ε

δ ⊂ �ε ⊂ M , where δ represents the width of the
excised tubes. As δ → 0, the tubes collapse to curves meeting the boundary of the
balls B(pi , rε) perpendicularly. It follows from the work of Fraser and Schoen [99,

Theorem 1.2] that σ1(�ε
δ)

δ→0−−→ σ1(�
ε).

The connecting tubes being chosen sequentially means that the corresponding
graph, with vertices corresponding to the balls B(pi , rε) and with edges correspond-
ing to the connecting tubes, is a linear graph. It follows that the excised region is
itself diffeomorphic to a ball, and because M = S3, its complement �ε

δ is also dif-
feomorphic to the ball B3. Using these diffeomorphisms to pull back the metric g to
the ball B3 and using a simple diagonal argument leads to a sequence of Riemannian

metrics gm on B
3
such that |B3|gm

m→+∞−−−−−→ |M |g = 1, |∂B3|gm

m→+∞−−−−−→ |M |g = 1

and σ1(B
3, gm)

m→+∞−−−−−→ λ1(M, g). Because the metric g is arbitrary, the conclusion
follows from the well-known fact that λ1 is not bounded above on S3. See for instance
the work of Bleecker [17].

Let us come back to the question of bounding Steklov eigenvalues for domains in
a closed Riemannian manifold M of dimension d + 1. Theorem 4.9 provides a good
upper bound for the Karpukhin-Métras normalisation.

Example 4.16 In [115], the authors consider a continuous density β > 0 on M and
use Theorem 3.13 to construct a family �ε ⊂ M of domains with

σ1(�ε) → λ1(β
−1�g), |∂�ε| →

∫
M
β dVg, |�ε| → |M |.
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In particular for β > 0 constant, this leads to

σ1(�ε)|∂�ε |1/d → β−1+1/dλ1(M)|M |1/d;
σ1(�ε)|�ε |1/(d+1) → β−1λ1(M)|M |1/(d+1);
σ1(�ε)|∂�ε ||�ε | 1−d

1+d → λ1(M)|M |2/(d+1).

Using [99, Theorem 1.2], the domains �ε can be chosen to be connected. See Exam-
ple 4.18 and Example 4.15 for other applications. This is another indication of the
importance of the mixed normalisation proposed by Karpukhin and Métras [161]. In
fact, it is easy to show using the same method that the functional σ1(�)|∂�|a |�|b
(where ad + b(d + 1) = 1 to obtain scaling invariance) is not bounded above for any
other normalisation. Indeed for β > 0 constant it follows as above that

σ1(�)|∂�|a |�|b → βa−1λ1(M)|M |b,

so that a = 1 is the only possibility keeping the functional bounded.

Example 4.17 The previous example is based on homogenization theory. A sim-
pler approach to obtaining large eigenvalues for domains in compact manifolds was
developed by Brisson in [23], where she considers a closed connected submanifold
N ⊂ M of positive codimension. Let Tε be the tubular neighborhood of N defined by
Tε = {x ∈ M : dist(x, N ) < ε} where dist denotes the Riemannian distance. For ε
small enough the boundary�ε := ∂Tε is a smooth submanifold. The author considers
the domain �ε = M \ Tε whose boundary is �ε . She investigates the properties of
σk(�ε), in particular the asymptotics of εσk(�ε). Among other things, the following
result is proved [23, Corollary 1.6]: If the dimension d + 1 of M is ≥ 3 and the
dimension n of N satisfies 0 < n ≤ d − 1, then

lim
ε→0

|�ε |1/dσ1(�ε) = ∞. (4.17)

4.2.1 Surgery methods

Example 4.18 In their papers [99, 100], among other things, Fraser and Schoen pro-
pose many very enlightening constructions having consequences for the optimisation
problem. Roughly speaking, they give a way to do surgery on a compact Riemannian
manifold without affecting the Steklov spectrum too much. We give below some typ-
ical results and a couple of applications, and invite the interested readers to consult
the two papers.

1. The paper [99] mainly concerns the first nonzero eigenvalue in dimension higher
than 2. It shows in particular that it is not possible to generalise the Weinstock
inequality to domains in Euclidean space of dimension higher than 2, even with
strong hypotheses on the topology of the domains.

Theorem 4.19 [99, Theorem 1.1 ]. Let B denote the unit ball in the Euclidean space
Rd+1 of dimension d + 1 ≥ 3. Then there exists a smooth contractible domain � in
Rd+1 with |∂�| = |∂B| and σ1(�) > σ1(B).
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The proof of this result is hard, but the idea is simple and beautiful. First, in [99,
Section 3], the authors study the spectrum of the annulus B1 \Bε where Bρ is the ball
of radius ρ in Rd+1, d ≥ 2. They show that for all k and ε small enough

σk(B1)|∂B1|1/d < σk(B1 \ Bε)|∂(B1 \ Bε)|1/d .

In particular, for k = 1, there exists an annulus with normalised first nonzero eigen-
value greater than the first normalised eigenvalue of the ball. But an annulus is not
contractible. In order to obtain a contractible example, the authors perform a surgery:
they remove a thin cylinder connecting the inner sphere to the outer sphere and con-
sider its complement which is now contractible. The main difficulty, addressed in [99,
Section 4], is to show that this operation does not affect the spectrum too much.

Some of the results were generalised in [139, Section 3] by Hong, who performed
higher-dimensional surgery. As a corollary, Hong generalises Theorem 4.19:

Theorem 4.20 [139, Corollary 1.2] Let B denote the unit ball in the Euclidean space
of dimension ≥ 3. Then for each k, there exists a smooth contractible domain � with
|∂�| = |∂B| and σ j (�) > σ j (B) for each 1 ≤ j ≤ k.

2. In [100], the authors further develop the behaviour of the spectrum under surgery.
For example, Theorem 1.1 of that paper says the following: let�1, . . . , �s be com-
pact (d+1)-dimensional Riemannianmanifoldswith boundary.Given ε > 0, there
exists a Riemannian manifold �ε , obtained by appropriately gluing �1, . . . , �s

together along their boundaries, such that limε→0 |∂�ε | = |∂(�1 � · · · ��s)| and
limε→0 σk(�ε) = σk(�1 � · · · ��s) for all k.
The way to glue appropriately two manifolds�1 and�2 together is described in a
sequence of lemmas in [100, Section 4.2]. Roughly speaking, the idea is to make a
hole on the boundary of both manifolds and to join these holes by a catenoid. The
technical difficulty is to do this without perturbing the spectrum of�1 and�2 too
much.

3. The authors also apply the previous construction to a single manifold � ([100,
Theorem 4.8]). They make two holes on the boundary of � and join them by a
catenoid. They obtain a family of manifolds �ε such that for all k

lim
ε→0

|∂�ε | = |∂�|; lim
ε→0

σk(�ε) = σk(�).

4.3 Upper bounds: the case of domains in a Riemannianmanifold

Let us start with an example which probably gives the simplest available upper bound
for Steklov eigenvalues. Consider a domain in the round sphere � ⊂ Sd+1 such that
each coordinate function πi satisfies

∫
∂�

πi d A = 0. (4.18)
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In particular any domain such that−� = � satisfies this condition. It follows that the
coordinate functions can be used as trial functions in Eq. (2.5), so that

σ1(�)

∫
∂�

π2
i d A ≤

∫
�

|∇πi |2 dV .

Summing over i and using that
∑d+2

i=1 π2
i ≡ 1 and

∑d+1
i=1 |∇πi |2 ≡ d + 1 leads to

σ1(�)|∂�| ≤ (d + 1)|�|. (4.19)

Note that this does not violate scale invariance because the size of the sphere Sd+1

is fixed. In particular, there are no homotheties in the ambient space Sd+1. In [99]
Fraser and Schoen considered an arbitrary domain� ⊂ Rd+1. They precomposed the
coordinate functions πi with an appropriate conformal diffeomorphism � → Sd+1

and used Hölder’s inequality to obtain

σ1(�)|∂�| ≤ (d + 1)|Sd+1| 2
d+1 |�| d−1

d+1 . (4.20)

Their argument also applies verbatim to domains� ⊂ Sd+1, and in that case inequal-
ity (4.20) is sharp.

Proposition 4.21 Let � ⊂ Sd+1 be a domain with smooth boundary. Then

σ1(�)|∂�||�| 1−d
d+1 ≤ (d + 1)|Sd+1| 2

d+1 .

This inequality is sharp: there exists a family �ε ⊂ Sd+1 such that

σ1(�
ε)|∂�ε||�ε| 1−d

d+1
ε→0−−→ (d + 1)|Sd+1| 2

d+1 .

The family �ε is constructed using homogenisation techniques. See Theorem 3.13.
Notice that for d = 1 one recovers Kokarev’s inequality (3.3).

For domains in an arbitrary closed Riemannian manifold M , uniform upper bounds
for all eigenvalues σk are obtained from Theorem 4.9. Indeed, inequality (4.16) shows
that for any domain � ⊂ M ,

σk(�, g)|∂�|g|�|
1−d
d+1
g ≤ Ad |M |

2
d+1
g0 a2 + Bdk

2
d+1 . (4.21)

In fact, the best upper bound for σk(�)|∂�||�| 1−d
1+d can be expressed in terms of the

best upper bound for the eigenvalues of the weighted Laplace operator β−1�g . Let us
introduce

λ#k (M, g) := sup
0<β∈C0(M)

λk(β
−1�g)

∫
M
β dVg. (4.22)
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This should be compared with the definition of conformal eigenvalues λ�k(M, [g])
(see Eq. (3.8)). For surfaces, it follows from the conformal invariance of the Laplace
operator thatλ�k(M, [g]) = λ#k(M, g), and the following result is a direct generalisation
of Theorem 3.14. It is proved in exactly the same way.

Theorem 4.22 Let (M, g0) be a closed Riemannian manifold of dimension d + 1 with
Ricg0(M) ≥ −a2d for a constant a ≥ 0. Then for each g ∈ [g0], each k ∈ N and
each domain � ⊂ M,

σk(�)|∂�||�| 1−d
1+d ≤ λ#k (M, g)|M |

1−d
1+d
g . (4.23)

Moreover, for each k ∈ N, there exists a family of domains �ε ⊂ M such that

σk(�
ε)|∂�ε||�ε| 1−d

1+d
ε→0−−→ λ#k (M, g)|M |

1−d
1+d
g .

The following is then obtained from (4.21).

Corollary 4.23 Let (M, g0) be a closed Riemannian manifold of dimension d + 1 with
Ricg0(M) ≥ −a2d for a constant a ≥ 0. Then

λ#k(M, g)|M |
1−d
1+d
g ≤ Ad |M |g0a2 + Bdk

2
d+1 .

In particular, using the constant density β ≡ 1 leads to the following upper bound for
the eigenvalues of the Laplace operator:

λk(M)|M |
2

d+1
g ≤ Ad |M |

2
d+1
g0 a2 + Bdk

2
d+1 . (4.24)

Remark 4.24 The reader is invited to look at the very recent papers [166] byKarpukhin
andStern and [225] byRomainPetrides for further investigation of linkswith harmonic
maps to spheres.

Let us come back to the question of bounding σk(�) for domains in complete
manifolds. For a domain � ⊂ Rd+1, Fraser and Schoen combined (4.20) with the
classical isoperimetric inequality and obtained the following [99, Proposition 2.1]:

σ1(�)|�|1/d ≤ (d + 1)1/d |Sd+1| 2
d+1

|Bd+1| d−1
d(d+1)

. (4.25)

More generally, if� is a domain in a complete manifold (M, g0)with non-negative
Ricci curvature and g is a Riemannian metric conformal to g0, then Inequality (4.16)
of Theorem 4.9 shows that

σk(�, g)|∂�|g|�|
1−d
1+d
g ≤ B(d)k

2
d+1 .
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Using the classical isoperimetric inequality, this implies that for domains � of the
Euclidean spaceRd+1, of the hyperbolic space or of a hemisphere of the sphere Sd+1,
we have

σk(�)|�| 1d ≤ Cdk
2

d+2 , (4.26)

where Cd is a constant depending only on the dimension (see also [57, Theorem 1.2]).
This implies that on these spaces, large boundary implies small σ1. This leads to the
question of whether these results may be generalised. In [57, Examples 6.2, 6.3], it is
shown that there does not exist an upper bound in full generality, independent of the
normalisation. However, these examples are very specific constructions, and we can
ask the following:

Open Question 4.25 Let (M, g) be a complete Riemannian manifold of dimension
≥ 3 of infinite volume, with Ricci curvature bounded from below. Discuss if one can
construct domains � ⊂ M with arbitrarily large first nonzero normalised eigenvalue
(for the different normalisations mentioned in this section).

One can show that, in certain cases, by adding some hypotheses, we can get sharper
inequalities for domains in Euclidean space, or more generally in non-compact rank-1
symmetric spaces such as the hyperbolic space. One can also characterise the case(s)
of equality.

It is known that the Weinstock inequality is not true for non simply-connected
domains of the plane (3.1) and cannot be generalised without conditions in higher
dimension. Because Fraser and Schoen (Theorem 4.19) showed the existence of con-
tractible domains with larger first nonzero eigenvalue than the ball but with the same
boundary area as the ball, it appears difficult to generalise Weinstock inequality to
domains in Rd+1 (d + 1 ≥ 3) that are not convex. For convex domains, however, in
[29, Theorem 3.1], Bucur, Ferone, Nitsch and Trombetti were able to show that this
inequality remains true.

Theorem 4.26 Let � be a bounded convex domain in Rd+1 and let �∗ be the ball in
Rd+1 with |∂�∗| = |∂�|. Then

σ1(�) ≤ σ1(�
∗) (4.27)

with equality if and only if � is a ball.

Open Question 4.27 Is such an inequality also true for convex domains in hyperbolic
space or in the sphere?

A quantitative version of Inequality (4.27) was given in [105, Theorem 1.1] by
Gavitone, La Manna, Paoli and Trani.

If we consider a normalisation with the volume |�|, the situation is different. First,
there is an inequality, due to F. Brock [24] for domains of the Euclidean space Rd+1

in all dimensions:
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Theorem 4.28 Let � ⊂ Rd+1 and let �� be the Euclidean ball such that |�| = |�∗|.
Then

σ1(�) ≤ σ1(�
∗). (4.28)

Equality holds if and only if � is isometric to ��.

Aquantitative version of inequality (4.28)was given in [19] byBrasco,DePhillippis
and Ruffini.

Inequality (4.28) was extended by Raveendran and Santhanam to rank-1 symmetric
spaces of noncompact types [16, Theorem 1.1].

Theorem 4.29 Let M be a noncompact rank-1 symmetric space with sectional curva-
ture −4 ≤ K (M) ≤ −1 (a typical example being the hyperbolic space). Let � ⊂ M
be a bounded domain with smooth boundary. Then

σ1(�) ≤ σ1(�
∗) (4.29)

where �∗ ⊂ M is a geodesic ball such that |�| = |�∗|. Equality holds if and only if
� is isometric to �∗.

Note that such a result is not true for rank-1 symmetric spaces of compact type. In
[41, Theorem 1.4], Castillon and Ruffini construct a counterexample on the sphere.
The domain � consists of the intersection of two antipodal geodesic balls, and for a
ball B with |B| = |�|, they show that σ1(�) > σ1(B).
Doubly connected domains. The study of eigenvalue problems for the Laplacian on
doubly connected domains is a classical problem (optimal placement of an obstacle).
Recently it has been studied for the Steklov eigenvalues, much of the time for the
first nonzero eigenvalue, and with various boundary conditions like mixed Steklov-
Dirichlet or Steklov-Neumann. These problems are usually defined in annular domains
with a hole having a spherical shape. Different boundary conditions can be imposed
on the inner and outer boundary, and, also, different optimisation problems can be
studied.

A first result of this kind was obtained by Verma and Santhanam [255, Theorem
1.1]. For d + 1 > 2, they introduce a ball B1 ⊂ Rd+1 of radius R1 and a ball
B2 ⊂ Rd+1 of radius R2 > R1 such that B̄1 ⊂ B2. They consider the mixed Steklov-
Dirichlet problem on B2\B̄1 with Dirichet boundary condition on ∂B1 and Steklov
boundary condition on ∂B2. Under these assumptions, they show that annular domains
(concentric balls) maximise the first eigenvalue σ D

0 of B2 \ B̄1.
In [103, Theorem 1.2], Ftouhi gives another proof of this result, including in dimen-

sion d + 1 = 2 which was left open in [255]. In the same paper, the author shows that
for the first nonzero Steklov eigenvalue σ1(B2 \ B̄1), the maximum is also achieved
uniquely when the balls are concentric (Theorem 1.1).

In [238, Theorem 1], Seo generalises the result of [255] to domains in rank one
symmetric spaces. However, in the compact case, one needs to add the assumption that
the radius R2 of the larger ball B2 is less that half of the injectivity radius of the space.
For example, for a sphere, this means that the domain is contained in a hemisphere.
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In this context, another natural question is to study the behaviour of the first eigen-
value when the center of B1 is moving radially outward from the center of B2 (with
the Dirichlet boundary condition on ∂B1). This question is studied by Hong, Lim and
Seo [140, Theorems 1–4] for domains in Rd+1. In Section 6, the authors perform
numerical estimates and conjecture that σ D

0 (B2 \ B̄1) is decreasing as B1 moves in the
direction of the boundary. This was proved by Gavitone and Piscitelli [107, Theorem
1.2]. In fact, their result is more general: instead of the ball B2, the authors consider
a domain � ⊂ Rd+1 which is connected and centrally symmetric with respect to a
point.

This last result leads to a natural question for doubly connected domains in Rd+1:
fix the inner ball B1 (with Dirichlet boundary condition on ∂B1) and replace B2 by a
domain�. Under certain conditions, one may hope that σ D

0 (�\ B1) is maximal when
� is a ball. This was investigated in [217] by Paoli, Piscitelli and Sannipoli and in
[106] by the same three authors and Gavitone.

In [217, Definition 3.1] the authors introduce the concept of a nearly spherical set,
which intuitively means a set close to a ball. The authors show that, among all nearly
spherical sets having the same volume, the first eigenvalue σ D

0 is maximal exactly
when � is a ball [217, Theorem 3.2].

In [106, Theorem 1.1], a similar type of result is shown when� is a convex domain
satisfying the following condition: the convex domain� has to be contained in another
ball of radius R, where R depends on the radius R1 of the inner ball B1.

Open Question 4.30 These results lead to many new questions.

• For example, most of the above results concern the mixed Steklov-Dirichlet
problem. What about the mixed Steklov-Neumann problem (for the first nonzero
eigenvalue σ1)?

• To what extent are the restrictions imposed on � in [106, 217] necessary?
• In [106, 217], the authors consider the spectrum normalised by the volume of the

domain. Is it possible to obtain similar results with a normalisation by the volume
of the boundary of the domain?

• Is it possible to extend some of the results to domains in rank one symmetric spaces,
as was done in [238] for the Steklov-Dirichlet problem on B2 \ B1?

Recently, there also appeared interesting inequalities with normalisation on the
diameter of the domain. We now discuss some of these.

In [16, Theorem 1.2], the authors obtain an inequality for domains in Cartan–
Hadamard manifolds. The estimate was made more explicit recently by Li, Wang and
Wu in [187, Theorem 1.1]:

Theorem 4.31 Let (M, g) be a complete, simply-connected Riemannian manifold of
dimension d + 1 and let � ⊂ M be a bounded domain with Lipschitz boundary. Let
Mκ be the d + 1-dimensional space form of constant sectional curvature κ ≤ 0 and
�∗ ⊂ Mκ be a geodesic ball such that |�∗| = |�|. If the sectional curvature of (M, g)
is ≤ κ and the Ricci curvature of (M, g) is ≥ d K g with K ≤ 0, then

σ1(�) ≤
(

snK (Diam(�))

snκ(diam(�))

)2d

σ1(�
∗) (4.30)
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where sn0(t) = t and for k < 0, snk(t) = 1√−k
sinh(

√−kt).

Open Question 4.32 The term snK (Diam(�))
snκ (Diam(�))

may become very large when Diam(�)

becomes large. Is it possible to establish a better estimate or to construct an example
of a domain � with large diameter and σ1(�) large?

Open Question 4.33 Can we get estimates like (4.30) for the other eigenvalues of
domains in Cartan–Hadamard manifolds? The methods used in [57] or [130] do not
seem to apply.

In [18, Proposition 4.3], Bogosel, Bucur and Giacomini obtain an upper bound
involving the diameter Diam(�) of the domain.

Theorem 4.34 There exists a constant Cd > 0 such that for every k ∈ N and for every
bounded connected Lipschitz open set � in Rd+1

σk(�) ≤ Cd
k

d+3
d+1

Diam(�)
(4.31)

It would be interesting to investigate the optimality of the power of k.
From this theorem, we deduce that Euclidean domains with large diameter have

small eigenvalues. It is known that this is not the case in general for arbitrary compact
Riemannianmanifolds with boundary. Indeed by Inequality 2.10 and Proposition 2.16,
one can always modify the interior of the manifold without changing the spectrum
very much. However, Theorem 4.34 leads to the following question:

Open Question 4.35 Is it possible to get inequalities similar to those in Theorem 4.34
for domains in the hyperbolic space or the sphere?

Regarding the importance of the diameter, Al Sayed, Bogosel, Henrot and Nacry
proved the following inequality in [4, Proposition 2.2]:

Theorem 4.36 Let � be a convex domain in Rd+1. Then, there exists an explicit con-
stant C = C(d, k) depending only on the dimension d + 1 and on k such that

σk(�) ≤ C
|�| 1d

Diam(�)
2d+1

d

. (4.32)

This shows that when the diameter is fixed, if the volume of a convex set tends to
0 then all the eigenvalues tend to 0.

Open Question 4.37 Let �ε ⊂ Rd+1 be a family of domains with fixed diameter
(without convexity assumption). If the volume of �ε tends to 0 as ε → 0, can one say
that all the eigenvalues of �ε tend to 0?

In the same paper, the authors show that when considering domains in Rd+1 with
fixed diameter, the ball is never a maximum for the kth eigenvalue σk [4, Theorem
3.2].
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4.4 Metric upper bounds for Riemannianmanifolds

We will now present some recent metric estimates: they do not directly involve the
curvature. Let us begin with an estimate in terms of diameter and injectivity radius in
the spirit of [15] by Berger and [68] by Croke. This is [60, Theorem 5] by Colbois and
Girouard.

For a compact Riemannian manifold � of dimension d + 1 with boundary �, and
for x, y ∈ �, we denote by d�(x, y) the distance in �. The diameter of � in � is
defined by

Diam�(�) := sup {d�(x, y) : x, y ∈ �} .

Let�1, . . . , �b be the connected components of�. On each� j , there is the extrin-
sic distance d� and the corresponding diameter Diam�(� j ). We will also consider
the intrinsic distance d� j (x, y) on � j and the intrinsic diameter Diam(� j ) of � j .

Theorem 4.38 [60, Theorem 5] Let � be a smooth connected compact Riemannian
manifold of dimension d + 1 with boundary �. Then, for each j = 1, . . . , b and each
k ≥ 1,

σk(�) ≤ Kd
|�|

Diam�(� j )2

1

min(inj(� j )d , diam�(� j )d)
kd+1, (4.33)

where Kd is an explicit constant depending on the dimension of �.

To obtain upper bounds of a metric nature which have optimal exponent of k, we
need to introduce the metric concepts of packing and growth constant, as is done in
[128]. These constants avoid the need to introduce restrictions on the curvature. We
need also to introduce a constant measuring how the boundary � of � is distorted in
�. This is another way to compare the intrinsic diameter Diam(� j ) and the extrinsic
diameter Diam�(� j ).

For x ∈ �, let

B�(x, r) = {y ∈ � : d�(x, y) < r}.

For x ∈ � j , let

B� j (x, r) = {y ∈ � : d� j (x, y) < r}.

Thegrowth constant A is the smallest value such that for each x ∈ � j , j = 1, . . . , b,
and r > 0, |B� j (x, r)| ≤ Ard .

The extrinsic packing constant N is the smallest value such that, for each r > 0
and each x ∈ � j , the extrinsic ball B�(x, r)∩� j can be covered by N extrinsic balls
of radius r

2 centered at points x1, . . . , xN ∈ � j .
We measure the distortion of the boundary as follows: first, observe that for x, y ∈

� j , d�(x, y) ≤ d� j (x, y). Then if � j is a connected component of �, the distortion
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� j of � j is

� j = inf{c > 0 : d� j (x, y) ≤ cd�(x, y); x, y ∈ � j }.

If b is the number of connected components of �, the distortion � of � is

� = max{�1, . . . , �b}.

Note that one can express the packing constant N in terms of the distortion � and
the intrinsic packing constant of (�, d�) [60, Lemma 13]. This is useful in discussing
below the sharpness of the main estimate.

With these definitions, we get [60, Theorem 1]

Theorem 4.39 Let� be a connected compact Riemannian manifold of dimension d+1
with boundary �. For each k ≥ 1,

σk(�) ≤ 512b2N 3A�2 |�|
|�| d+2

d

k2/d (4.34)

Moreover, the exponent 2/d on k is now optimal.

Remark 4.40 Of course, the estimates in Theorems 4.38 and 4.39 are not sharp in the
sense that there are no cases of equality, even for the first nonzero eigenvalue σ1. This
comes from the fact that we use metric constructions. However, the different quanti-
ties appearing in the right-hand side of this inequality cannot be removed. Precisely,
for each such quantity, we construct a family of examples where all the other such
quantities are constant or bounded, and where the first eigenvalue becomes arbitrarily
large.

1. Example 4.12 shows that the presence of the volume |�| is necessary in both
Theorems.

2. Example 4.17 shows that the the injectivity radius is necessary in Theorem 4.38
and that the volume |�| is necessary in Theorem 4.39.

3. In Example 4.13, the boundary is fixed. This shows that the extrinsic diameter
diam�� j of the boundary component is necessary in Theorem 4.38. This also
shows that the distortion and the growth constant A are necessary in Theorem
4.39. Note that the distortion and the growth constant (with respect to the extrinsic
distance) are closely related.

4. The number b of connected components of the boundary is necessary in The-
orem 4.39: in [59], we constructed a sequence of compact surfaces �i with
|∂�i |σ1(�i ) → ∞. The surface was locally a product S1×[0, 1] near each bound-
ary component, so that � = 1. After renormalisation, we obtain a sequence with
|∂�i | = 1, σ1(�i ) → ∞, |�i | uniformly bounded from below and above, � = 1,
and the packing constant of each boundary component of �i and the growth con-
stant are independent of i because the surface �i is a product near each boundary
component. This shows that b has to go to ∞. We can adapt this construction to
higher dimensional manifolds as well.
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5. In Theorem 4.39, the packing constant N is necessary and the exponent 2/d is
optimal. This last fact is surprising, because in comparison with the Weyl law,
we could expect to have the exponent 1/d. These two facts are consequences of
Example 2.2. For each closedRiemannianmanifold M of dimension d, we consider
the cylinder�L = [0, L]×M . In this example, the distortion� = 1 and the growth
constant A is fixed. For L small enough, we have

σk(�L) =
√
λk(M) tanh(

√
λk(M)

L

2
).

As |�L | = L|M |, Inequality (4.34) becomes

√
λk(M) tanh(

√
λk(M)

L

2
) ≤ 2048N 3A

L|M |
|M | d+2

d

k2/d

and, after division by L ,

√
λk(M)

1

L
tanh(

√
λk(M)

L

2
) ≤ 2048N 3A

|M |
|M | d+2

d

k2/d .

Then we let L tend to 0. As limL→0
1
L tanh(

√
λk(M) L

2 ) =
√
λk(M), and we get

λk(�) ≤ 2048N 3A
|M |

|M | d+2
d

k2/d (4.35)

Now the Weyl law for λk implies that the exponent of k cannot be smaller than
2/d. At the same time, we see that we need control of the packing constant N
of �: if N 3 is bounded, Inequality (4.35) would lead to a universal inequality for
λ1(M), which is impossible, as on each closed manifold M of dimension d ≥ 3, it
is possible to construct a family of Riemannian metrics gε on M , 0 < ε < 1, with
|(M, gε)| = 1 and λ1(M, gε) → ∞ as ε → 0 (see [53]). In fact, in this case, the
intrinsic packing constant of (M, gε) tends to ∞ as ε → 0 and this implies that
the extrinsic packing constant N of �L = [0.L] × (M, gε) tends to ∞ as ε → 0.

6. The exponent d + 1 of k in Theorem 4.38 is probably not optimal.

In dimension higher than 2, we have obtained robust geometric estimates, where
all the geometric and metric ingredients appearing in the inequalities are necessary.
However, these estimates are too general to be sharp. The next subsection presents a
setting where one can get sharp estimates: Riemannian manifolds of revolution and in
particular hypersurfaces of revolution in Euclidean space.

4.5 Upper and lower bounds: the case of manifolds of revolution

A manifold of revolution � of dimension d + 1 is a warped product � = [0, L] × Sd

with a Riemannian metric g(r , p) = dr2 + h2(r)g0 where g0 is the usual canonical
metric on Sd . The function h is smooth and satisfies h(r) > 0 in [0, L[.
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The situation where h(L) > 0 corresponds to � being a topological cylinder, as
expected from the product structure. If instead h(L) = 0, then � is homeomorphic
to a ball. In order to obtain a smooth manifold, we also need to impose that h(L) =
h(2k)(L) = 0 for k > 0 and h′(L) = −1.

First, note that for the spectrumof theLaplacian, to our knowledge, there do not exist
many contributions in the context of compact Riemannian manifolds of revolution.
However, we can mention the paper [1] by Abreu and Freitas where the authors
study the first eigenvalue for S1-invariant abstract Riemannian metrics on the sphere
and compare it with the situation where the metric is realised as the pullback of the
canonical Euclidean metric in R3 by some S1-invariant embedding (see also [54]
for some generalisations). A series of papers by Ariturk ([8–10]) is very inspiring.
They mainly concern maximisation of the first eigenvalue of surfaces of revolution in
Euclidean space with Dirichlet boundary conditions. However, the initial paper [8] is
not yet published to our knowledge.

Regarding the Steklov problem, for specific manifolds of revolution, such as the
Euclidean ball or the cylinder [0, L] × Sd , it is possible to explicitly calculate the
eigenvalues; see examples in [119] and Example 2.2. The hope is that for more gen-
eral revolution manifolds, it remains possible to get sharp estimates on the Steklov
eigenvalues.

We discuss lower and upper bounds for the Steklov eigenvalues of such metrics.
We will take d + 1 ≥ 3. The case of surfaces (d = 1) is distinct, well-understood, and
explained in [89, Theorem 1.1] by Fan, Tam and Yu; we discuss this work further in
Sect. 5.7. They obtain the maximum of the kth normalised Steklov eigenvalue of all
rotationally symmetric metrics on [0, L]×S1 for k > 2, and the supremum for k = 2.

We will consider two situations: we will first consider the general case of Rie-
mannian metrics of revolution, and subsequently, the special case of Euclidean
hypersurfaces of revolution.

4.5.1 Riemannian metrics of revolution

If� is aRiemannianmanifold of revolution of dimension d+1 ≥ 3 andfixed boundary
(with one or two connected components) and without other assumptions, one can find
a family of revolution metrics with that boundary and arbitrarily small eigenvalues
σk and another family of revolution metrics with that boundary and arbitrarily large
σ1. It is even possible to construct these families so that they are conformal to any
initial Riemannian metric g given on �. In order to show these facts, we just have to
adapt [58, Theorem 1.1 and Proposition 2.1] (see Example 4.12). Roughly speaking, if
g(r , p) = dr2 + h2(r)g0 is a revolution metric on� and f = f (r) a positive smooth
function taking the value 1 on ∂�, we consider the conformal metric g f (r , p) =
f 2(r)g(r , p). (Note that, after a change of variable, the Riemannian metric may be
written dr2 + h̃2(r)g0.) The Rayleigh quotient R(u) of a function u on� is given by

R(u) =
∫
�
|du|2g f d−1dV(�,g)∫
�

u2dV (�, g)
(4.36)
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Taking f close to 0 in the interior of � allows one to obtain as many arbitrarily
small eigenvalues as one wishes. Taking f large inside � leads to large first nonzero
eigenvalue σ1(�, f 2g).

Therefore, in order to get control over the Steklov spectrum, one has to add some
geometric hypotheses.

In [265], Xiong considers the case of a revolution metric g(r , p) = dr2 + h2(r)g0
on a ball with constraint on the Ricci curvature and on the convexity of the boundary.
Because of the symmetries of revolution, the spectrum of � comes with multiplicity.
In the sequel we will denote by σ(k)(�) the Steklov eigenvalues of� counted without
multiplicity, that is

σ(0) = σ0 = 0 < σ(1)(�) < σ(2)(�) < · · ·

The multiplicity of σ(k) is the multiplicity of the kth eigenvalue λ(k) of Sd . See [67,
Proposition 2 ].

In Example 2.1, it was shown that for the Euclidean ball of radius R in Rd+1, we
have σ(k) = k

R with multiplicity expressed in terms of binomial coefficients, namely

Cd+k
d − Cd+k−2

d when k ≥ 2. Note that for a metric of revolution with two boundary
components, isolated examples with larger multiplicity may appear; the multiplicity
of σ(k) is not always the same.

With the above notations, Xiong shows

Theorem 4.41 [265, Theorems 2 and 3] Suppose that � has nonnegative Ricci cur-
vature and strictly convex boundary. Then σ(k) satisfies

σ(k)(�, g) ≥ k
−h′(0)

h(0)
. (4.37)

If � has nonpositive Ricci curvature and strictly convex boundary, then σ(k) satis-
fies

σ(k)(�, g) ≤ k
−h′(0)

h(0)
. (4.38)

Moreover, in each case, we have equality if and only if h(r) = L − r (that is, � is
isometric to the Euclidean ball of radius L).

In [264], Xiong investigates the same problem, but for the difference and the ratio
of successive eigenvalues.

Theorem 4.42 [264,Theorem2and5]Suppose that�has nonnegative Ricci curvature
and strictly convex boundary, then for k ≥ 0

σ(k+1)(�, g)− σ(k)(�, g) ≥ k
−h′(0)

h(0)
(4.39)
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and for k ≥ 1

σ(k+1)(�, g)

σ(k)(�, g)
≤ k + 1

k
. (4.40)

If � has nonpositive Ricci curvature and strictly convex boundary, then for k ≥ 0

σ(k+1)(�, g)− σ(k)(�, g) ≤ k
−h′(0)

h(0)
(4.41)

and for k ≥ 1

σ(k+1)(�, g)

σ(k)(�, g)
≥ k + 1

k
. (4.42)

In all these situations, equality holds if and only if h(r) = L −r (that is, � is isometric
to the Euclidean ball of radius L).

These results lead to different kinds of questions:

Open Question 4.43 What can be said for revolution metrics with other geometric
constraints such as |Ricci | ≤ a2?

Open Question 4.44 Can we get similar results for revolution metrics on manifolds
with two boundary components?

4.5.2 Euclidean hypersurfaces of revolution

A particular case of a revolution manifold is when � is a (d+1)-dimensional hyper-
surface of revolution in Euclidean space Rd+2. Without lost of generality, we fix the
boundary to be Sd ×{0} ⊂ Rd+1 ×{0} if the boundary has one connected component
and

(
Sd × {0}) ∪ (

Sd × {δ}) if the boundary has two connected components. Note
that we are assuming both boundary components are isometric to the unit sphere, in
particular they have the same volume.

The fact that� is a hypersurface has a strong consequence for the induced Rieman-
nian metric: Consider the meridian curve c of the hypersurface of revolution, that is
the curve in � cut by a 2-dimensional half-plane whose edge is the axis of revolution
( i.e., the xd+2 axis in the standard coordinates on Rd+2). Denote by L its length and
introduce a parametrisation by arc-length c(r) = (h(r), xd+2(r), 0 ≤ r ≤ L , where
h(r) denotes the distance to the xd+2 axis.

Then, we can write the metric of � as g(r , p) = dr2 + h2(r)g0 where g0 is the
canonical metric on Sd and r ∈ [0, L]. For each r we have |h′(r)| ≤ 1. This implies

1− r ≤ h(r) ≤ 1+ r; h(L)− r ≤ h(L − r) ≤ h(L)+ r . (4.43)

If � has one boundary component, h(L) = 0 and 0 ≤ h(L − r) ≤ r .
If � has two boundary components, h(L) = 1 and 1− r ≤ h(L − r) ≤ 1+ r .
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Case with one boundary component: This case is now well understood. For each
k ≥ 1, we have the sharp inequalities

k ≤ σ(k)(�) < k + d − 1. (4.44)

Precisely, for lower bounds, Colbois, Girouard and Gittins show the following [61,
Theorem 1.8]:

Theorem 4.45 Let � be a hypersurface of revolution inRd+2, (d ≥ 2), with connected
boundary Sd × {0}. Then for each k ≥ 1, σ(k)(�) ≥ σ(k)(B

d+1) = k, where B
d+1

denotes the unit ball in Rd+1. For each given k, we have equality if and only if
� = B

d+1 × {0}.
For upper bounds, Colbois and Verma show [67, Theorem 1]:

Theorem 4.46 Let � be a hypersurface of revolution in Rd+2 with one boundary
component Sd × {0}. Then, for d ≥ 2 and for each k ≥ 1, we have

σ(k)(�) < k + d − 1. (4.45)

Moreover, the result is sharp. For each ε > 0 and each k ≥ 1, there exists a hypersur-
face of revolution�ε with one boundary component such that σ(k)(�ε) > k+d−1−ε.

In order to understand the geometry behind this estimate, we can consider Formulas
(2.8) and (2.9) of Example 2.14. The hypersurfaces of revolution with σk close to
k + d − 1 contain annuli�L with L → ∞. The bracketing formula (2.10) shows that
the kth eigenvalue σ(k) converges to k + d − 1 as L → ∞.

Remark 4.47 The situation for d = 1 is also interesting: all surfaces of revolution
that share the same connected boundary are Steklov isospectral. Indeed they are
σ -isometric in the sense of Definition 2.6, hence the observation follows from Corol-
lary 2.7.

Case with two boundary components: The situation with two boundary components
is more complicated. For lower bounds, we have a result comparable to the case with
one boundary component [61, Theorem 1.11].

Theorem 4.48 Let � be a hypersurface of revolution in Rd+2 with boundary(
Sd × {0}) ∪ (

Sd × {δ}). Let L be the arc length of the meridian. If L ≥ 2, then
for each k ≥ 1,

σk(�) ≥ σk(B
d+1 � B

d+1) (4.46)

In particular, if δ ≥ 2 this is always true.
For δ ≥ 2, Inequality (4.46) is sharp: for each k and each ε > 0, there exists a

connected hypersurface �ε,k such that σk(�ε,k) ≤ σk(B
d+1 � B

d+1)+ ε.
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Note that, if we do not require the hypersurface to be connected, it suffices to take
the disjoint union of two unit balls to have the sharpness. We obtain sharpness in the
connected case by considering hypersurfaces formed by taking two copies of the unit
ball, perforating each with a small hole about its center, and joining the two punctured
balls by a thin cylinder.

When δ < 2, it appears to be more difficult to find a lower bound for σ(k). For
k = 1, the union of two balls gives the lower bound 0. But for larger k, using Example
2.2, it is easy to see that, when δ becomes small, the cylinder [0, δ] × Sd has plenty
of small eigenvalues and the union of two balls no longer gives the lower bound.

Open Question 4.49 Find a sharp lower bound for σk(�), where � is a hypersurface
of revolution with boundary components

(
Sd × {0}) ∪ (

Sd × {δ}) and δ < 2.

Open Question 4.50 Find a sharp upper bound for σk(�), where � is a hypersurface
of revolution with boundary components

(
Sd × {0}) ∪ (

Sd × {δ}).
Open Question 4.51 In both cases (one or two boundary components) can we obtain
results as in Theorem 4.42, that is, sharp bounds for the difference σ(k+1) − σ(k) and
the ratio

σ(k+1)
σ(k)

?

Wehave seen that consideringhypersurfaces of revolutionofEuclidean space allows
one to obtain some sharp estimates. An intermediate situation between general Rie-
mannian manifolds and hypersurfaces of revolution is to consider submanifolds of
Euclidean space, and this is the object of the next subsection.

4.6 Upper and lower bounds: the case of submanifolds of Euclidean space

We consider the following situation: we fix a closed (not necessarily connected)
submanifold� of dimension d of Euclidean spaceRm and consider all possible d +1-
dimensional submanifolds� ⊂ Rm with boundary�. In [61, Theorem 1.11], Colbois,
Girouard and Gittins prove the inequality

σk(�) ≤ A� |�|k2/d (4.47)

where A� depends on the geometry of�.Moreover, the authors keep open the question
of constructing � with σ1 arbitrarily large or small (with � fixed). We can apply
Inequality (4.34) in this context, and this makes the dependence on the geometry of
� more explicit:

σk(�) ≤ 512b2N 3A�2 |�|
|�| d+2

d

k2/d . (4.48)

The distortion� of� in� is bounded from above by the distortion of� inRm . For the
same reason as for Riemannianmanifolds (Theorem 4.39 and Point 5 of Remark 4.40),
the exponent is optimal: we can also consider in Rm a product of the type M × [0, L]
as in Remark 4.40. Similarly, one needs to control |�|: the construction of Brisson
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[23] and Example 4.17 also works for a submanifold. The only question is about the
presence of |�|. It does not seem possible to adapt the construction of [58] in Example
4.12 to submanifolds with fixed boundary, and it turns out that the question is open:

Open Question 4.52 Given a d-dimensional compact submanifold� inRm, is it possi-
ble to construct a family of (d +1)- dimensional submanifolds � of Rm with boundary
� for which σ1(�) becomes arbitrarily large?

We can add different kinds of conditions in order to avoid the presence of |�|. We
can take advantage of being in the Euclidean space to introduce the intersection index
already considered in [55]. For a compact immersed submanifold N of dimension
q in Rq+p, almost every p-plane � in Rq+p is transverse to N , meaning that the
intersection � ∩ N consists of a finite number of points.

Definition 4.53 The intersection index of N is

i p(N ) := sup
�

{#(� ∩ N )}, (4.49)

where the supremum is taken over the set of all p-planes � that are transverse to N
in Rq+p.

In [65, Corollary 1.5], the following result is proved by Colbois and Gittins:

Theorem 4.54 Let d ≥ 2. Let � be a d-dimensional, closed, smooth submanifold of
Rm. Let inj(�) denote the injectivity radius of �. There exist constants Ad , Bd > 0
depending only on d such that for any compact (d + 1)-dimensional submanifold �

of Rm with boundary � and for k ≥ 1,

σk(�) ≤ Ad
i(�)

inj(�)
+ Bd i(�)

(
i(�)k

|�|
)1/d

, (4.50)

where i(�) = im−d(�) and i(�) = im−d−1(�).

In some sense, the index i(�) plays the role of the volume of �, and it is also an
open question to decide if we really need it. Note that the exponent of k is optimal with
respect to the Weyl asymptotics: to our knowledge, this is one of the few situations
where one can get an optimal exponent in the upper bound without control of the
curvature. By the results of [23] in Example 4.17 (see also the example in [65, Section
4]), we need to take the injectivity radius into account for this inequality.

In contrast to the case of revolution manifolds, there do not exist many sharp
inequalities in the case of submanifolds of the Euclidean space for which we can
characterise cases of equality. One notable exception is the paper [145] by Ilias and
Makhoul. In order to get a sharp inequality, they have to take the mean curvature into
account. We state here part of [145, Theorem 1.2].

Theorem 4.55 Let � be an immersed compact submanifold of dimension d + 1 in
Euclidean space Rm with boundary �. Let H denote the mean curvature of �.
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1. If m > d + 1, then

σ1(�) ≤ (d + 1)
|�|
|�|2

∫
�

|H |2dV�. (4.51)

We have equality in (4.51) if and only if � is a minimal submanifold of the ball
B( 1

σ1
) of radius 1

σ1
in Rm, � ⊂ ∂B( 1

σ1
), and � reaches the boundary of the ball

orthogonaly.
2. If m = d + 1, we have the same inequality, and we have equality if and only if �

is a ball.

(We remark that the equality statement in the first item says that� is a free boundary
minimal surface in the ball. Such surfaces will be discussed in Sect. 5; see in particular
Definition 5.4.)

The authors also observe that one can prove a similar result for submanifolds of the
sphere and ask the question:

Open Question 4.56 Is it possible to get a similar inequality for submanifolds of hyper-
bolic space?

Another natural question is

Open Question 4.57 Is it possible to generalise Inequality (4.51) to other eigenvalues?
Note that a similar question for the spectrum of the Laplacian was solved only recently
(and partially) by Kokarev in [171, Theorem 1.6].

For other results of this kind, see the two recent papers [46, 47] by Chen and Shi.
The question of constructing manifolds � with prescribed boundary � and with

arbitrarily small Steklov eigenvalue σ1, or even σk , is also interesting in this context. In
general, it is easy to deformaRiemannianmetric in order to construct small eigenvalues
(seeProposition 2.11).However, one cannot realise thefirst construction of Proposition
2.11 if the boundary is prescribed (as a Riemannian manifold). Moreover, the second
construction requires a conformal perturbation, and so is not accessible if we consider
submanifolds. Colbois, Girouard and Métras [63] gave a construction of a family
�ε ⊂ Rn of (d + 1)-dimensional submanifolds such that ∂�ε = � for each ε and

σk(�ε)
ε→0−−→ 0 for each k. This should be compared with Open Problem 4.52. The

proof of the general case is rather technical, but its essence is captured by [63, Example
4.1], which we reproduce here.

Example 4.58 [63, Example 4.1]We consider the unit circle S1 ⊂ R2 as a submanifold
of dimension d = 1 in R3 and we want to fill it with a surface � with σ1(�) small.
We will construct � as the graph in R3 of a function f on the unit disc D. Given a
smooth function f : D → R vanishing on the circle S1 = ∂D, let

� f := Graph of f = {(x, y, f (x, y)) : (x, y) ∈ D}.

As a test function we will use the restriction u f to � f of the function defined by
ũ(x, y, z) = x . Note that the norm of u f on S

1 = ∂� f will be a positive constant
independent of f .
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The key point is that in order to obtain ∇u f , we have to find the orthogonal pro-
jection of ∇ũ = (1, 0, 0) on the tangent space of � f . The idea is to choose a family
fn of functions such that this projection tends to 0 almost everywhere as n → ∞.
Concretely, the Dirichlet energy of u f is given by

∫
� f

|∇u f |2 =
∫
D

1+ f 2y√
1+ f 2x + f 2y

dxdy.

For n ∈ N, define f = fn : D → R by

f (x, y) = sin(nx)(1− x2 − y2).

A direct computation shows that

lim
n→∞

∫
� fn

|∇u fn |2 = 0.

This implies that the Rayleigh quotient of u fn on � fn tends to 0 as n → ∞, which
means σ1(� fn ) tends to zero as well.

5 Optimising eigenvalues and applications tominimal surfaces

In this section we address both the existence of metrics that maximise normalised
eigenvalues and geometric implications. These introductory remarks give an overview.

Let (M, g) be a closed Riemannian manifold and (N , h) an arbitrary Riemannian
manifold. Recall that a map τ : M → N is harmonic if and only if it is a critical point
of the Dirichlet energy E . Here E is defined by

E(τ ) = 1

2

∫
M

|dτ |2 dVg. (5.1)

(We emphasise that |dτ | depends on both Riemannian metrics g and h. In local coor-
dinates, it is given by |dτ |2p = ∑

hkl(τ (p))gi j (p) ∂xi (τk) ∂x j (τl).) A classical result
of Eells and Sampson [82] says that an isometric immersion τ : (M, g) → (N , h) is
minimal (i.e., its mean curvature vanishes) if and only if τ is harmonic.

In 1966, only two years after the aforementioned result of Eells and Sampson, Taka-
hashi [248] observed for any closed Riemannian manifold (M, g) that an isometric
immersion u : M → S

m ⊂ Rm+1 of (M, g) into a sphere is minimal (equivalently
harmonic) if and only if all the coordinate functions ui : M → R are Laplace eigen-
functions with the same eigenvalue. Thirty years later, Nadirashvili proved for smooth
surfaces that any metric on M maximising the normalised first eigenvalue admits such
an isometric minimal immersion into a sphere. El Soufi and Ilias later extended this
result to higher dimensions and to more general critical metrics. (We will define the
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notion of “critical metric” used by El Soufi and Ilias after the statements of the two
theorems below.)

Theorem 5.1 [85, 86, 207] Let M be a closed manifold of dimension n. Suppose
that a smooth Riemannian metric g0 on M is a critical point of the functional
g → λk(M, g) = λk(M, g)|M |2/n

g . Then (after possibly rescaling g0) there exist
m ∈ Z+ and linearly independent λk(M, g0)-eigenfunctions u1, . . . , um+1 such that∑m+1

i=1 u2
i ≡ 1. The map u = (u1, . . . , um+1) : M → S

m is an isometric minimal
immersion.

El Soufi and Ilias [86] also proved a converse: suppose u : (M, g0) → S
m is an

isometric minimal immersion. By Takahashi’s result, there exists λ such that the coor-
dinate functions of u are λ(M, g0)-eigenfunctions. Let k satisfy either λk−1(M, g0) <
λ = λk(M, g0) or λk(M, g0) = λ < λk+1(M, g0). Then g0 is a critical point of the
functional g → λk(M, g)|M |g .

Theorem 5.1 not only gives an important application of spectral theory to minimal
surface theory but also yields applications in the opposite direction. Indeed, Nadi-
rashvili proved this theorem as part of a program to seek a maximising metric for the
first normalised eigenvalues on the 2-torus T 2 and the Klein bottle.

El Soufi and Ilias showed that λk-conformally critical metrics for λk (i.e., critical
points for the restriction of λk(M, ·) to a conformal class of metrics), always yield
harmonic maps u into spheres (but u need not be an isometric or even a conformal
immersion).

Theorem 5.2 [86, Theorem 4.1]

1. Let M be a closed manifold. Suppose that the Riemannian metric g0 on
M is a λk-conformally critical metric. Then there exist linearly independent
λk(M, g0)-eigenfunctions u1, . . . , um+1 such that

∑m
i=1 u2

i ≡ 1. The map u =
(u1, . . . , um+1) : M → S

m is harmonic with constant energy density 1
2 |du2| =

1
2λk .

Conversely, suppose that (M, g0) admits a harmonic map u : M → S
m whose

coordinate functions are λ(M, g0) eigenfunctions for some λ. Let k satisfy either
λk−1(M, g0) < λ = λk(M, g0) or λk(M, g0) = λ < λk+1(M, g0). Then g0 is a
conformally critical metric for λk .

El Soufi and Ilias defined the notion of critical metric used in Theorems 5.1 and
5.2 as follows: They first showed [86, Theorem 2.1(i)] that if {gt }t is a family of
Riemannian metrics on M depending analytically on the parameter t ∈ (−ε, ε), then
the map t → λk(M, gt ) admits left and right derivatives at each t . They then defined
a metric g on M to be λk-critical if for each volume-preserving deformation {gt }t

depending analytically on t ∈ (−ε, ε) with g0 = g, one has(
d

dt t=0−
λk(gt )

)(
d

dt t=0+
λk(gt )

)
≤ 0. (5.2)

Equivalently, for each such deformation, either

λk(gt ) ≤ λk(g)+ o(t) or else λk(gt ) ≥ λk(g)+ o(t). (5.3)
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Remark 5.3 Recently, Karpukhin and Métras [161] verified that the results above
remain valid if one modifies the notion of critical metric (referred to in [161] as
extremal metrics) by requiring that (5.3) hold for all deformations gt that are C∞ in t
and not necessarily analytic.

Singularities can arise when one tries to find λk-critical or conformally critical
metrics. Kokarev [170, “Regularity Theorem”] addressed regularity properties of λk

conformally critical metrics (and generalizations) in the case of surfaces. Under suit-
able hypotheses, he showed that the singularities are isolated conical singularities
whose cone angles are multiples of 2π . (See Remark 2.10 for the definition of conical
singularity). The existence of a harmonic map u as in Theorem 5.2 continues to hold
in this case but u will have branch points. See also the work of Nadarashvili-Sire [209]
and Petrides [221].

Theorem 5.1 gave impetus to the very challenging study of existence of optimising
metrics. This study was deeply influenced by stunning developments in the Steklov
setting.

The groundbreaking work [98] of Fraser and Schoen first established an analogue
of Nadirashvili’s theorem in the Steklov setting: metrics maximising the perimeter-
normalised Steklov eigenvalues among all Riemannian metrics on a given surface
give rise to free boundary minimal surfaces in Euclidean balls. The article went on
to develop innovative techniques to address the very difficult question of existence of
metrics that maximise the first normalised perimeter-normalised Steklov eigenvalue.
In particular, they found explicit maximising metrics in the case of the Möbius band
and the annulus. For orientable surfaces of genus zero with b boundary components,
they proved existence subject to a “gap hypothesis”, which is currently known to be
satisfied at least for infinitely many choices of b. (See Sect. 5.2 below.) Remarkably, at
the time that Fraser and Schoen proved this result, the analogous question of existence
of maximisers for the first area-normalised Laplace eigenvalue on closed surfaces had
been resolved only for S2 (Hersch [136]), RP2 (Li and Yau [186]),the 2-torus [207]
and the Klein bottle.2

Fraser’s expository article [92] gives an excellent summary of [98] and related
works, including the ideas behind the proofs and many applications. We also recom-
mend [96] (which is a mix of exposition and then-new results) and the expository
article [184] by Li.

Influenced by the ideas in [98], Petrides proved—again under a “gap” hypothesis—
the existence ofmaximisingmetrics for the first area-normalisedLaplace eigenvalueλ1
on closed, orientable surfaces of arbitrary genus and for the first perimeter-normalised
Steklov eigenvalue σ 1 on compact, oriented surfaces of arbitrary genus with an arbi-
trary number b ≥ 1 of boundary components (Ph.D. thesis [222]; see also [221],
[223], [224]. These results were extended to include non-orientable surfaces first in
the Laplace setting by Matthiesen and Siffert [196] and then, by similar methods, in
the Steklov case by Matthiesen and Petrides [194]. Petrides observed that infinitely

2 In the case of the Klein bottle, Jakobson, Nadirashvili and Polterovich constructed the metric in [148]
after existence was proved in [207]; El Soufi, Giacomini and Jazar then proved uniqueness in [84]. Subtle
parts in the arguments for the torus and Klein bottle were completed through the work of Girouard [111]
and of Cianci, Karpukhin and Medvedev [50].
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many closed surfaces satisfy the gap hypothesis and thus admit maximising met-
rics; Karpukhin and Stern [167] later verified the gap hypothesis for existence of
σ 1-maximisers for infinitely many closed surfaces with boundary. It is currently an
open question whether the gap hypotheses for λ1-maximisers and for σ 1-maximisers
are always satisfied. In all the existence results for maximisers of normalised Laplace
eigenvalues on closed surfaces, the maximising metrics are proven to be smooth
modulo finitely many conical singularities; for maximisers of normalised Steklov
eigenvalues on surfaces, the maximising metrics can be chosen to be smooth.

For k > 1, Petrides in his thesis [222] also proved existence under gap hypotheses of
λk-maximisers on all closed, orientable surfaces and of σ k-maximisers on all compact,
orientable surfaces with boundary. These results were later extended to non-orientable
surfaces in [224], and [194], respectively. In contrast to the case k = 1, however, it is
known that maximisers of higher order eigenvalues do not always exist and it remains
an open problem to find surfaces that admit such maximisers.

Concerning the problem of maximising normalised Laplace eigenvalues within a
conformal class of metrics on closed surfaces, Petrides [221] proved the existence of
λ1-conformally maximal metrics (with possible conical singularities) in every confor-
mal class. A quite different independent proof was given by Nadarashvili-Sire [209].
The question of existence of λk-conformal maximisers for k > 1 was addressed by
Nadarashvili and Sire [210] and Petrides [222, 223]. Karpukhin, Nadarashvili, Pen-
skoi and Polterovich [163] gave new proofs of these results both for k = 1 and higher
k and provided excellent exposition.

Fraser and Schoen [96] provided a Steklov analogue of the first item in Theo-
rem 5.2 in the case of metrics that maximize the first normalized Steklov eigenvalue in
a conformal class. Recently Karpukhin and Métras [161] obtained Steklov analogues
of Theorems 5.1 and 5.2 in all higher dimensions and for more general critical met-
rics. Petrides addressed the question of existence of σ k-conformal maximisers, again
subject to a gap condition, for all k ≥ 1 in [224].

This section is organised as follows:

• Section 5.1: From maximising metrics to free boundary minimal surfaces.
• Section 5.2: Existence of maximising metrics for the first normalised eigenvalue.
• Section 5.3 Do maximising metrics exist for higher normalised eigenvalues?
• Section 5.5 From Steklov to Laplace: asymptotics of free boundary minimal sur-
faces.

• Section 5.6: Spectral index of embedded free boundary minimal surfaces.
• Section 5.7 Applications to Steklov eigenvalue bounds.
• Section 5.8 Higher dimensions.

5.1 Frommaximisingmetrics to free boundaryminimal surfaces

Definition 5.4 1. Let� be a compact Riemannian manifold with boundary and letBn

be the unit Euclidean ball in Rn and S
n−1 its boundary. Recall that a smooth map

τ : � → B
n is proper if τ(�) ∩ ∂Sn−1 = τ(∂�).
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2. One says that a properly and isometrically immersed submanifold τ : � → B
n

is a free boundary minimal submanifold of Bn if it is a critical point of the vol-
ume functional under all deformations {τt } of τ subject only to the constraint that
τt (∂�) ⊂ S

n−1 for all t . (The image of ∂� may vary freely within Sn−1.) Equiva-
lently, τ satisfies the following two conditions:

• τ is harmonic on the interior of� (i.e., its component functions are harmonic);
• τ(�) meets Sn−1 orthogonally.

The second condition, together with the fact that τ is assumed to be an isometric
immersion, says that for p ∈ ∂� and for νp ∈ Tp(�) the outward pointing unit
normal vector ∂� at p, the image dτp(νp) coincides with the outward unit normal
to Sn−1 in Tτ(p)(B

n).
When the isometrically immersed free boundary minimal submanifold� is viewed
as a subset of Bn , it is common to say simply that � is a free boundary minimal
surface in Bn , suppressing mention of the inclusion mapping.

3. More generally, a proper smooth map τ : � → B
n is said to be a free boundary

harmonic map if it is a critical point for the Dirichlet energy under deformations
{τt }, again subject only to the constraint that τt (∂�) ⊂ S

n−1. Equivalently,

• τ is harmonic on the interior of �;
• τ(�) meets Sn−1 orthogonally.

Throughout this section, we adopt the convention that all immersions and branched
immersions will be understood to be proper, whether or not this is explicitly stated.

Fraser and Schoen first observed a relationship between free boundary minimal
surfaces in Euclidean balls and the Steklov problem analogous to the relationship
identified by Takahashi between minimal surfaces in spheres and the Laplace eigen-
value problem.

Proposition 5.5 [95, Lemma 2.2] A properly immersed submanifold τ : � → B
n with

the induced Riemannian metric is a free boundary minimal submanifold if and only if
for each i = 1, . . . , n, the composition ui := xi ◦ τ is a Steklov eigenfunction of �
with eigenvalue one. (Here x1, . . . , xn are the standard coordinate functions of Rn.)

Proof Minimality of the immersion is equivalent to harmonicity of xi ◦τ , i = 1, . . . , n.
Since the outward unit normal to ∂Bn is the radial vector field r = ∑n

i=1 xi
∂
∂xi

, the
second condition in Definition 5.4 is equivalent to

∂ν(xi ◦ τ) = (∂ rxi ) ◦ τ

i.e.,

∂ν(xi ◦ τ) = xi ◦ τ on ∂�.

��
We emphasise that the proposition places no assumptions on the dimension of �.
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Proposition 5.5 tells us for any free boundary minimal surface S in B
n that the

coordinate functions in Rn restrict to Steklov eigenfunctions on S with eigenvalue 1.
However, it does not tell us where the value 1 occurs in the spectrum.

Definition 5.6 Aproperly immersed free boundaryminimal submanifold τ : � → B
n

with the induced Riemannian metric g0 is said to have spectral index k if k is the
minimum element of Z+ such that σk(�, g0) = 1.

We now focus on the case that (�, g) is a surface. In this case, the property of
harmonicity of a map τ : (�, g) → B

n depends only on the conformal class of g due
to conformal invariance of the Laplacian. In particular, if τ : (�, g) → B

n is a proper
(possibly branched) conformal immersion that is harmonic on the interior of � and
if its image τ(�) meets Sn−1 orthogonally, then τ(�) with the Riemannian metric
induced from B

n will be a free boundary minimal surface. Thus we will refer to such
maps as free boundary (branched) conformal minimal immersions. Note that the map
τ : � → τ(�) is a (branched) conformal cover of the minimal surface τ(�).

The following relationship between the area and the boundary for 2-dimensional
free boundary minimal surfaces S in B

n , proven in [95, Theorem 5.4], will be used
several times later in this section:

|S| = 1

2
|∂S| ≥ π. (5.4)

Brendle [21, Theorem 4] showed that the lower bound π is obtained only for a flat
equatorial disk.

Notation 5.7 Given a smooth (not necessarily orientable) compact surface � with
boundary, let

σ ∗
k (�) = sup{σk(g)|∂�|g}

where the supremum is over all smooth Riemannian metrics g on �.
Letting �γ,b be the orientable surface of genus γ with b boundary components, we

will write

σ ∗
k (γ, b) := σ ∗

k (�γ,b).

Remark 5.8 Suppose (S, g0) is an embedded free boundary minimal surface in B
n of

spectral index k where g0 is the induced Riemannian metric. By Definition 5.6), we
have σk(S, g0) = 1. Thus Eq. (5.4) yields

|S|g0 = 1

2
|∂S|g0 = 1

2
σk(S, g0)|∂S|g0 ≤ σ ∗

k (S). (5.5)

More generally, suppose that (�, g) is a compact surface with boundary and that
τ : (�, g) → B

n is a proper (possibly branched) conformal free boundary minimal
immersion whose restriction to ∂� is an isometric immersion. (Thus in the language
of Definition 2.6, the metric g is σ -isometric to the metric induced from B

n by the
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immersion τ .) Let S denote the image of τ and let m be the order of the resulting
(branched) covering τ : � → S. If τ has spectral index k then we have

|S|g = 1

2
|∂S|g = 1

2m
σk(�, g)|∂�|g ≤ 1

2m
σ ∗

k (�). (5.6)

We now turn to the main results of this subsection. We first consider an example.

Example 5.9 Let�behomeomorphic to a disk.ByWeinstock’sTheorem3.1,σ ∗
1 (�) =

2π and the maximum is achieved by the Euclidean metric g0. Moreover, up to σ -
isometry and rescaling, g0 is the uniquemaximiser. (SeeDefinition 2.6 for the notion of
σ -isometry.) Scaling themetric so that the radius of the disk is one, then σ1(�, g0) = 1
and the coordinate functions x1 and x2 form an orthonormal basis of the σ1-eigenspace.
Themap (x1, x2) → (x1, x2, 0) isometrically embeds� intoB3 as the equatorial disk,
a free boundary minimal surface.

Fraser and Schoen [97, Theorem 2.1] proved moreover that if � is a topological
disk and u : � → B

n is any proper branched conformal minimal immersion whose
image meets Sn−1 orthogonally, then the image u(�) is an equatorial plane disk.

Note: Any free boundary minimal surface in B
n can also be viewed as a free

boundary minimal surface in B
n+1 by including B

n into B
n+1 as the equatorial n-

ball. When speaking of uniqueness, one usually means unique modulo such trivial
inclusions. Thus the statement above is often expressed by saying that the equatorial
plane in B

3 is the unique free boundary minimal surface in any B
n that is the image

of a proper branched conformal minimal immersion of a disk.

For all other connected surfaces, Fraser and Schoen proved the following powerful
theorem:

Theorem 5.10 Let � be a compact smooth surface with boundary that is not homeo-
morphic to a disk. Suppose g0 is a Riemannian metric on � satisfying

σ1(g0)|∂�|g0 = σ ∗
1 (�).

Then

1. [98, Proposition 5.2] The multiplicity mult σ1(g0) is at least three. After rescaling
g0 so that σ1(g0) = 1, there exist linearly independent eigenfunctions u1, . . . , un

for σ1(g0) such that u := (u1, . . . , un) is a proper branched conformal immersion
of � into the unit ball Bn that restricts to an isometric immersion from ∂� into
the unit sphere S

n−1. The image u(�) is a free boundary minimal surface.
2. [98, Proposition 8.1] If, moreover, � is orientable and has genus zero, then n =

3 = mult σ1(g0) and u : � → B
3 is an embedding. (Note by Remark 5.8 that the

embedded minimal surface has area σ ∗
1 (�).)

A priori, in the case of higher genus, n may be strictly smaller than mult σ1(g0).
(See, however, a conjecture by Kusner and McGrath 5.43 later in this section.)

Remark 5.11 The fact that one obtains a branched conformal immersion here as
opposed to a branched isometric immersion as in Theorem 5.1 is due simply to the
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invariance of Steklov eigenvalues on surfaces under conformal changes ofmetric away
from the boundary. The pullback by the branched immersion u of the metric on u(�)

induced by the Euclidean metric is another maximising metric g for σ ∗
1 (�) that is

σ -isometric to g0. If u has branch points, then g will have conical singularities and the
conformal factor will be singular at the cone points. As noted in Remark 2.10, these
isolated singularities do not affect the conclusion that Stek(�, g) = Stek(�, g0).

For an outline and key ideas of the interesting proof of the first statement, see
Subsection 1.4.2 of Fraser’s expository article [92] referenced above. The second
statement is a special case of [98, Proposition 8.1]; we give the full statement of that
proposition later in this subsection as Proposition 5.44.

Fraser and Schoen generalised the first statement of Theorem 5.10 to higher eigen-
values on all surfaces:

Theorem 5.12 [98, Proposition 5.2]Let�be a compact smooth surface with boundary.
Suppose g0 is a Riemannian metric on � satisfying

σk(g0)|∂�|g0 = σ ∗
k (�).

Then the multiplicity of σk(g0) is at least three. After rescaling g0 so that σk(g0) = 1,
there exist linearly independent eigenfunctions u1, . . . , un for σk(g0) such that u :=
(u1, . . . , un) is a proper branched conformal minimal immersion of � into the unit
ball Bn that restricts to an isometric immersion from ∂� into S

n−1. The image u(�)

is a free boundary minimal surface.

We now comment on the size of n in Theorems 5.10 and 5.12. Necessarily n ≤
mult(σk) where k is the eigenvalue under consideration. Karpukhin, Kokarev, and
Polterovich [158, Theorem 1.1] (see also Jammes [149, Theorem 1.5] and Fraser-
Schoen [98, Theorem 2.3]) obtainedmultiplicity bounds on the kth Steklov eigenvalue
of any compact Riemannian surface of genus γ with b boundary components:

{
mult(σk) ≤ min(4γ + 2k + 1, 4γ + 2b + k) � orientable,

mult(σk) ≤ min(2γ + 2k + 1, 2γ + 2b + k) � non-orientable.
(5.7)

In particular for every Riemannian surface of genus zero, one hasmult(σ1)(�, g) ≤ 3.
It was not previously known whether this maximum is attained (except in the case of
the disk, where the answer is no). In the proof of Theorem 5.10, the authors showed
directly that themultiplicity has to be at least three for anymetric realising σ ∗

1 (�). This
fact together with Theorem 5.15 and Proposition 5.17 below prove that themultiplicity
bound of three is indeed attained for infinitely many surfaces of genus zero.

We end this subsection by stating Fraser and Schoen’s partial analogue of Theo-
rem 5.2 for conformally maximising metrics.

Theorem 5.13 [96, Proposition 2.8] Let (�, g0) be a compact Riemannian surface
with boundary and suppose that

σk(�, g0)|∂�|g0 = sup
g∈[g0]

σk(�, g)|∂�|g
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where [g0] is the conformal class of g0. Then there exist linearly independent
σk(�, g0)-eigenfunctions u1, . . . , um such that

∑m
j=1 u2

j = 1 on ∂�. Thus u :=
(u1, . . . , um) : (�, g0) → B

m is a free boundary harmonic map.

Remark 5.14 It is immediate from Definition 5.4 that any proper map u : (�, g0) →
B

m by σk-eigenfunctions is a free boundary harmonic map. However, given a Rie-
mannian surface (�, g0) and a free boundary harmonic map τ : (�, g) → B

m , one
cannot conclude that the component functions are Steklov eigenfunctions since the
map p �→ |dτpνp| need not be constant on ∂�. The question of a converse to Theo-
rem 5.13, as well as analogues in higher dimensions, will be addressed in Sect. 5.8.

5.2 Existence of maximisingmetrics for the first eigenvalue

5.2.1 Steklov maximisers on surfaces of genus zero

The first general result concerning the existence of metrics realising σ ∗
1 (�) for a large

class of surfaces � was proved by Fraser and Schoen:

Theorem 5.15 [98, Theorem 1.1]. Let �0,b be the orientable surface of genus zero
with b smooth boundary components. In the notation of 5.7, assume that

σ ∗
1 (0, b) > σ ∗

1 (0, b − 1). (5.8)

Then there exists a smooth Riemannian metric g on �0,b such that

σ1(g)|∂�0,b|g = σ ∗
1 (�0,b).

(If b = 1, the right-hand side of Inequality (5.8) isn’t defined, but in that case we
already know that the flat disk realises σ ∗

1 (0, 1).)
See [92, Theorem 1.4.4] for an outline of the innovative and deep proof of Theo-

rem 5.15. We make only brief comments here. Let {g j } be a sequence of Riemannian
metrics on� := �0,b such that σ1(g j )|�|g j → σ ∗

1 (�). One must show the following:

(i) The conformal classes of these metrics stay within a compact subset of the moduli
space of conformal structures. This is where the gap inequality (5.8) plays an
important role.

(ii) The boundary measures do not degenerate. The proof involves a carefully chosen
choice of maximising sequence {g j }.

Remark 5.16 Fraser and Schoen showed that the non-strict version of Inequality (5.8)
always holds. In fact, they showed more generally that for all γ ≥ 0, one has

σ ∗
1 (γ, b) ≥ σ ∗

1 (γ, b − 1) (5.9)

(See the beginning of the proof of [98, Proposition 4.3].) Thus if the strict inequality
holds for b, then σ ∗

1 (0, b) > σ ∗
1 (0, b′) for all b′ < b.
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Proposition 4.3 of [98] asserted that if σ ∗
1 (0, b−1) is achieved by a smooth metric,

then Inequality (5.8) holds. This statement, induction on b and Theorem 5.15 led to
the conclusion that a smooth maximising metric exists for all b. However, Fraser and
Schoen later communicated a gap in their proof of the strict inequality in Proposition
4.3 (see [115, Appendix]). See also Remark 5.26 below.

While the general case of the gap condition remains open, one does have the fol-
lowing:

Proposition 5.17 Let B denote the set of positive integers for which the gap condi-
tion (5.8) is satisfied. Then B is infinite.

Proof The proposition follows immediately from Theorems 3.12 and 3.21. ��
Theorems 5.10 and 5.15 together imply the following:

Corollary 5.18 Let � be an orientable smooth surface of genus zero with b boundary
components where b ∈ B in the notation of Proposition 5.17. Then there exists an
embedding of � in B

3 as a free boundary minimal surface such that the metric g0 on
� induced by the Euclidean metric satisfies

σ1(g0)|∂�|g0 = σ ∗
1 (�).

(It was originally asserted in [98] that a sequence of free boundaryminimal surfaces
associated withmaximisingmetrics converge to a double disk as the number of bound-
ary components b approaches ∞. Following communication from Fraser and Schoen
regarding a subtle error in this assertion, Girouard and Lagacé [115, Appendix] con-
jectured that these surfaces converge in the varifold sense to the boundary sphere S2.
This conjecture was later affirmed along with a remarkable generalisation addressed
in Sect. 5.5.)

Fraser and Schoen also found explicit maximising metrics on two surfaces of genus
zero:

Theorem 5.19 [98, Theorem 1.1]. Let � be either an annulus or a Möbius band. Then
there exists an explicit smooth Riemannian metric g on � such that σ1(g)|∂�|g =
σ ∗
1 (�).

Their constructions of the maximisers and some of the ideas behind the proof of
Theorem5.19 are described in the following example. Note in particular the interesting
role played by Theorem 5.10.

Example 5.20 (i) Except for the equatorial disk, the earliest known example of a free
boundary minimal surface in B3 is the so-called critical catenoid, the intersection
withB3 of the unique catenoid about the x3 axis centered at the origin thatmeets the
unit sphereS2 orthogonally. See Fig. 4. Fraser and Schoen obtained an approximate
value of 4π

1.2 for its first normalized eigenvalue (thus improving the previously best
known bound of 4π for σ ∗

1 (0, 2) given in Theorem 3.3). Observe that the gap
condition σ ∗

1 (0, 2) > σ ∗
1 (0, 1) = 2π holds, so Theorem 5.15 guarantees existence
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Fig. 4 Critical catenoid drawn by Emma Fajeau (originally appeared in Notices of the American Mathe-
matical Society [20])

of a maximiser for σ ∗
1 (0, 2). In [98, Theorem 6.2], Fraser and Schoen showed

that the critical catenoid is the unique, up to congruence, free boundary minimal
annulus embedded in B3—in fact in any Bn—whose coordinate functions are first
Steklov eigenfunctions. Comparing this uniqueness statement with Theorem 5.10,
they concluded that the critical catenoid does indeed realise σ ∗

1 (0, 2).
(ii) Fraser and Schoen explicitly constructed a free boundary minimal embedding

of the Möbius band into B
4 that is invariant under an action of S1 by rotations.

Moreover they showed (i) that it is the unique free boundary minimalMöbius band
in anyBn that isS1 invariant and (ii) that any free boundaryminimalMöbius band in
B

n whose coordinate functions are first eigenfunctionsmust be S1-invariant.While
Theorem 5.15 only applies to orientable surfaces, they separately proved existence
and regularity of amaximisingmetric on theMöbius band. It thus followed that the
metric on theMöbius band� induced by the S1 free boundaryminimal embedding
in B

4 must realise σ ∗
1 (�). As a further consequence, they found that σ ∗

1 (�) =
2π

√
3.

An early version of the article [98] containing Theorem 5.15 was first posted on
the arXiv in 2012. The innovative ideas introduced there quickly ignited major devel-
opments on the existence of maximising metrics for the normalised eigenvalues both
for the Laplace eigenvalue problem on closed surfaces and the Steklov problem on
compact surfaces with boundary. We will discuss the Laplace setting first and then
return to the Steklov setting to address surfaces of genus greater than zero.

5.2.2 Laplace maximisers

Analogous to Notation 5.7, for a closed surface M we write

λ∗
k(M) = sup{λk(g)|M |g} and λ∗

k(γ ) = λ∗
k(Mγ ) (5.10)

where the supremum is over all Riemannian metrics g on M and where Mγ is the
orientable closed surface of genus γ .

Motivated by Theorem 5.15, Petrides proved existence of maximising metrics for
the first normalised eigenvalue on orientable surfaces of arbitrary genus provided a
gap condition holds.
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Theorem 5.21 [221] Let Mγ be a connected smooth oriented closed surface of genus
γ . Assume

λ∗
1(γ ) > λ∗

1(γ − 1). (5.11)

Then there exists a Riemannian metric g0 on Mγ , smooth except for possibly a finite
number of cone points, such that

λ1(Mγ , g0)|Mγ |g0 = λ∗
1(γ ),

and there exists an associated branched minimal immersion by first eigenfunctions of
Mγ into a sphere.

Moreover, the set BL of positive integers γ that satisfy the gap condition (5.11) is
infinite.

Colbois and El Soufi [56] earlier showed that the non-strict version of Inequal-
ity (5.11) always holds. Petrides noted that the final statement of the theorem is
immediate from the lower bound

λ∗
1(γ ) ≥

3

4
(γ − 1), (5.12)

which—as pointed out in [96]—follows from work of Brooks and Makover [26] (see
also Buser-Burger-Dodziuk [38]).

Matthiesen and Siffert extended Petrides’ result to the non-orientable setting.
Following their notation, we will use the superscript K (as in Klein) to denote non-
orientable. Thus M K

γ will denote the closed non-orientable surface of genus γ (γ is
sometimes referred to as the “non-orientable genus”), and we write

λ∗
k(γ )

K := λ∗
k(M K

γ ).

Theorem 5.22 [196, Theorem 1.2] Let M K
γ denote the smooth closed non-orientable

surface of non-orientable genus γ . Assume

λ∗
1(γ )

K > max

{
λ∗
1(γ − 1)K , λ∗

1

(⌊
γ − 1

2

⌋)K
}
. (5.13)

Then there exists a Riemannian metric g0 on M K
γ , smooth except for possibly a finite

number of cone points, such that

λ1(M K
γ , g0)|M K

γ |g0 = λ∗
1(γ )

K .

As in the orientable case, we have

Proposition 5.23 Inequality (5.13) holds for infinitely many γ ∈ Z+.
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Proof Given a closed non-orientable manifold M , every Riemannian g on M pulls
back to a Riemannian metric g̃ on the two-fold orientable cover M̃ , and the Laplace
spectrum of (M, g) is contained in that of (M̃, g̃). In view of Inequality (5.12), we
thus have

lim
γ→∞ λ∗

1(γ )
K = ∞

from which the proposition follows. ��
Explicit maximising metrics are known only for the four surfaces mentioned earlier

(S2, T 2, RP2 and the Klein bottle) and the orientable surface of genus two. For the
latter, Nayatani and Shoda [212] verified that a singular Bolza metric realises λ∗

1(2)
as conjectured in [147].

5.2.3 Steklov maximisers on surfaces of higher genus

Petrides generalised Theorem 5.15 to surfaces of genus > 0.

Theorem 5.24 [222, Théorème 16], [224, Theorem 1] Let � := �γ,b be the compact
orientable surface of genus γ with b smooth boundary components. If

σ ∗
1 (γ, b) > max{σ ∗

1 (γ − 1, b + 1), σ ∗
1 (γ, b − 1)}, (5.14)

then there exists a smooth Riemannian metric g on � such that

σ1(g)|∂�|g = σ ∗
1 (�).

(On the right-hand side of Inequality (5.14), if either of the two quantities is of
the form σ ∗

1 (γ
′, b′) with γ ′ < 0 or b′ < 1, then we replace σ ∗

1 (γ
′, b′) by zero.) The

non-strict version of Inequality (5.14) always holds.
While the proof of Theorem 5.24 is motivated by and uses many ideas from the

proof of Theorem 5.15, it differs from that of Theorem 5.15 even in the genus zero
case and thus provides a new proof of the latter theorem.

Matthiesen and Petrides [194] proved an analog of Theorem (5.24) for non-
orientable surfaces. Let�K

γ,b be the non-orientable surface of non-orientable genus γ
with b boundary components. Write

σ ∗
1 (γ, b)K = σ ∗

1 (M K
γ,b).

Theorem 5.25 [194] In the notation of the preceding paragraph, if

σ ∗
1 (γ, b) > max

{
σ ∗
1

(⌊
γ − 1

2

⌋
, b

)
, σ ∗

1 (γ − 1, b)K , σ ∗
1 (γ, b − 1)K

}
,(5.15)

then there exists a smooth Riemannian metric g on M K
γ,b that realises σ ∗

1 (γ, b).
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The gap inequality (5.15) is not explicitly stated in [194] but is explained in Sub-
section 2.2 of the article.

Remark 5.26 In [194], the authors put forth a proof of both Inequality (5.14) and
Inequality (5.15). The argument followed similar lines to a proof put forward in [195]
of the gap inequality (5.11). However, as we were completing this survey, we learned
that the authors had very recently discovered a computational error in the proofs of
all these gap inequalities. They are working to determine whether the proofs can be
corrected. Thus while it is widely believed that all these gap inequalities hold in full
generality, the problem remains open both in the Laplace and the Steklov settings at
the time of this writing.

Karpukhin and Stern proved that there are infinitely many pairs (γ, b) for which
the gap inequality (5.14) holds and thus for which σ ∗

1 (γ, b) is realised by a smooth
metric. More precisely, they showed:

Proposition 5.27 [167,Theorem1.8]LetBL be the infinite set defined in Theorem5.21.
For each γ ∈ BL , there exists infinitely many b ∈ Z+ such that the pair (γ, b) satisfies
the Steklov gap inequality (5.14).

At the time they proved this result, the set BL was understood to be all of Z+ and
thus the condition that γ ∈ BL does not explicitly appear in their statement.

We include the short proof.

Proof By Remark 3.17, we have σ ∗
1 (γ, b) ≤ λ∗

1(γ ) for all b and

lim
b→∞ σ ∗

1 (γ, b) = λ∗
1(γ ). (5.16)

The hypothesis that γ ∈ BL thus implies for all sufficiently large b that

σ ∗
1 (γ, b) > λ∗

1(γ − 1) ≥ σ ∗
1 (γ − 1, b + 1). (5.17)

Comparing (5.17) with the Steklov gap inequality, it remains to show that

σ ∗
1 (γ, b) > σ ∗

1 (γ, b − 1) (5.18)

for infinitely many b. Suppose the contrary. Since the non-strict version of the Steklov
gap inequality is known to hold, the map b → σ ∗

1 (γ, b) is monotone non-decreasing
and thus must eventually be constant. Equation (5.16) thus implies that

σ ∗
1 (γ, b) = λ∗

1(γ ) (5.19)

for all sufficiently large b. Letting b0 be the smallest b that satisfies Eq. (5.19), we
have

σ ∗
1 (γ, b0) > σ ∗

1 (γ, b0 − 1). (5.20)
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The facts that b0 satisfies Eq. (5.19) and that γ ∈ BL together imply that b0 sat-
isfies Eq. (5.17) and thus (by (5.20)) also the Steklov gap inequality (5.14). Hence
Theorem 5.24 yields a smooth metric g on �γ,b0 such that

σ ∗
1 (�γ,b0 , g)|�γ,b0 |g = σ ∗

1 (γ, b) = λ∗
1(γ ). (5.21)

One may fill in the holes in �γ,b0 and extend the Riemannian metric g to a Rie-
mannian metric on the closed surface Mγ . Equation (5.21) then contradicts the sharp
inequality (3.9). ��
Remark 5.28 Suppose that bi , i = 1, 2 are distinct positive integers such that each of
σ ∗
1 (γ, bi ), i = 1, 2 is realised by a Riemannian metric gγ,bi . Theorem 5.10 yields free

boundaryminimal surfaces Si in ballsBni together with conformal branched coverings
ui : (�γ,bi , gγ,bi ) → Si that restrict to regular Riemannian coverings ∂�γ,bi → ∂Si .
In case γ = 0, these branched coverings are homeomorphisms (see Corollary 5.18)
and the Si ’s are distinct, in fact mutually non-homeomorphic. In contrast, if γ ≥ 1,
one could have Si = S j for some i 	= j . However, Matthiesen and Petrides [194,
Theorem 1.1] showed that, for fixed γ , there can be only finitely many bi for which
(�γ,bi , gγ,bi ) is a branched covering of a given minimal surface S. The proof is an
elementary consequence of Equation/Inequality (5.6) alongwith the existence of upper
bounds for σ ∗

1 (γ, b) that are independent of b as in Remark 3.5.

5.3 Domaximisingmetrics exist for higher normalised eigenvalues?

For k ≥ 2, we are not aware of examples of surfaces with boundary, respectively
closed surfaces, for which the existence of maximisers for the kth normalised Steklov,
respectively Laplace, eigenvalue has been established. In contrast to the case k = 1,
the following theorem proves non-existence of maximising metrics for the higher
eigenvalues on the disk �0,1.

Theorem 5.29 [100, Theorem 2.3] For k ≥ 2, the value σ ∗
k (0, 1) is not attained by

any smooth Riemannian metric.

The theorem is an immediate consequence of Theorem 5.12 and the fact that the
equatorial disk is the only free boundary minimal disk in any Euclidean ball as noted
in Example 5.9.

The case k = 2 was proven earlier by Girouard and Polterovich [117].

Remark 5.30 Recall that the Hersch-Payne-Schiffer inequality states that σ ∗
k (0, 1) ≤

2πk. In the article just cited, Girouard and Polterovich constructed for each k ≥ 2 a
family of simply-connected plane domains�ε such that limε→0 σk(�ε)|∂�ε | → 2πk.
The domains�ε converge as ε → 0 to a union of k touching disks. As conjectured by
Nadirashvili [208] in 2002 and recently proved by Karpukhin, Nadirashvili, Penskoi
and Polterovich [162], analogous behaviour occurs in the case of the Laplace eigenval-
ues of metrics on the 2-sphere: λ∗

k(S
2) = 8kπ , and there exists a maximising sequence

of metrics converging to the union of k touching spheres each with the standard round
metric. Moreover, for k ≥ 2, the value 8kπ is not achieved within the class of all
metrics on S

2 that are smooth except possibly for finitely many conical singularities.
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Open Question 5.31 Can one find examples of compact surfaces with boundary and
integers k > 1 for which a σk-maximising metric exists.

For arbitrary orientable compact surfaces with smooth boundary and for each positive
integer k, Petrides introduced an expression that we will refer to as Gapk(�) (defined
below). The gap precludes the type of “bubbling” phenomenon just described in the
case of the disk.

Generalising the results described in the previous subsection, Petrides proved the
following:

Theorem 5.32 [222, Théorème 16], [224, Theorem 1] Let � be an orientable surface
with smooth boundary. If Gapk(�) > 0, then there exists a smooth Riemannian metric
on � realising σ ∗

k (�).

Remark 5.33 In [223], Petrides proved an analogous result in the Laplace setting, but
we will focus here only on the Steklov case.

The definition ofGapk(�) appears in the right-hand side of inequality (0.2) in [224].
Inequality (5.22) below corrects a typo in that expression. We wish to thank Petrides
both for providing the corrected expression and for the following more intuitive defi-
nition of Gapk .

Definition 5.34 LetS be the collection of all surfaces �̂ that can be obtained from� by
cutting along a non-empty finite collection of embedded closed curves τ : [0, 1] → �

with τ(]0, 1[) ⊂ int(�) and τ(0), τ (1) ⊂ ∂�. We identify two surfaces if they are
homeomorphic. Set

Gapk(�) = σ ∗
k (�)−max

�̂∈S
σ ∗

k (�̂).

Remark 5.35 For�γ,b as in Notation 5.7, a cut in�γ,b along a single curve τ as above
will result in one of the following:

1. A surface with two components �γ1,b1 and �γ2,b2 satisfying γ1 + γ2 ≤ γ and
b1 + b2 = b + 1. The curve τ appears as a boundary component of both.

2. The connected surface �γ−1,b+1.
3. The connected surface �γ,b−1.

Cuts that yield surfaces of either of the first two types arise from curves τ both of
whose endpoints lie on a single boundary component; for the third type, the endpoints
of τ must lie on different boundary components.

When k = 1, the condition “Gap1(�) > 0” is equivalent to Inequality (5.14).
Beginning with a surface � = �γ,b, one sees from Remark 5.35 that the set

S in Definition 5.34 consists of all surfaces distinct from �γ,b itself of the form
�γ1,b1 �· · ·��γs ,bs , where s ∈ Z+, γ1+· · · γs ≤ γ and γ1+· · ·+γs +b1+· · · bs ≤
γ + b + s − 1. Inducting on the number of components and taking into account the

123



80 B. Colbois et al.

effect of the length normalisation in computing σ ∗
k (�̂) when �̂ is not connected, one

can express the condition Gapk(�γ,b) > 0 as follows:

σ ∗
k (γ, b) > max

i1+···+is=k
i j≥1 ∀ j

γ1+···+γs≤γ
γ1+···+γs+b1+···+bs≤γ+b+s−1

(γ1,b1) 	=(γ,b) if s=1

s∑
q=1

σ ∗
iq
(γq , bq) (5.22)

Fraser and Schoen [100, Corollary 4.11] proved that the non-strict verstion of Inequal-
ity (5.22) is always satisfied.

By Theorem 5.32, any positive results on the following question would provide
answers to Open Question 5.31:

Open Question 5.36 For given k, which compact surfaces � satisfy Gapk(�) > 0?

We emphasise that when k = 1, it is widely expected that the gap inequality
is always satisfied. Proposition 5.27 lends support to this expectation. In contrast,
Theorems 5.29 and 5.32 show that the gap condition fails for all k ≥ 2 in the case of
the topological disk, and the question is wide open for other surfaces.

5.4 Existence results for conformally maximisingmetrics

We begin with the case of the Laplacian. Given a closed surface M and a conformal
class [g] of metrics on M , let

λ∗
k(M, [g]) = sup

h∈g
λk(M, h)|M |h (5.23)

Nadarashvili and Sire first put forth an argument in [209] to prove existence of a
metric realising λ∗

1(M, [g]) under the condition that λ∗
1(M, [g]) > 8π . In [210], they

similarly put forward an argument to realiseλ∗
k (M, [g]) for k ≥ 2 under the assumption

of a gap condition. Influenced by the results of Fraser and Schoen, Petrides [221] gave
a complete and very different existence proof for a maximiser of λ∗

1(M, [g]) without
a gap hypothesis. His proof of existence of a conformal maximiser was the first step
in his proof of Theorem 5.21 discussed above. Similarly, as a step in the result cited
in Remark 5.33, he proved existence modulo a gap condition of metrics realising
λ∗

k(M, [g]) for every k ≥ 2.
Karpukhin,Nadarashvili, Penskoi andPolterovich’s resolution [163] ofNadarashvili’s

conjecture (see Remark 5.30 above) enabled them to give a simpler expression for the
gap condition. They also completed the arguments put forward by Nadarashvili and
Sire (using results of Grigor’yan, Nadarashvili and Sire [127]). We state here the
version appearing in [163].

Theorem 5.37 [163, 209, 210, 221, 223] Let M be a closed surface and let [g] be any
conformal class of metrics on M. Then:

123



Some recent developments on the Steklov eigenvalue problem 81

1. For every k ≥ 1, either there exists a metric h ∈ [g] that is smooth except possibly
for finitely many singularities such that

λk(M, h)|M |h = λ∗
k(M, [g]) > λ∗

k−1(M, [g])+ 8π (5.24)

or else

λ∗
k(M, [g]) = λ∗

k−1(M, [g])+ 8π. (5.25)

2. For k = 1, the first case always holds; i.e., there exists h as above satisfying
Eq. (5.24).

The second statement follows from the first together with Petrides’ result [221, The-
orem 1] that

λ∗
1(M, [g]) > 8π (5.26)

except when M is diffeomorphic to a sphere.
The article [163] gives an informal interpretation of the first item in the theorem as

follows: Either a metric realising λ∗
k(M, g) exists or else for some j with 1 < j < k, a

maximising sequence of metrics for λ∗
k(M, [g]) degenerates to a disjoint union of the

surface (M, h j ), where h j ∈ [g] is a maximising metric for λ∗
k− j (M, [g]), together

with j identical round spheres (”bubbles”) each of volume 8π
λ∗k (M,g) . This informal

statement is clarified in [163, Subsection 5.1].
Note that the first item says that a metric realising λ∗

k(M, [g]) exists provided that
the gap condition λ∗

k(M, [g]) > λ∗
k−1(M, [g])+ 8π is satisfied. The reader may find

both this formulation of the first item and also the informal statement in the previous
paragraph helpful in comparing Theorem 5.37 with Theorem 5.38 below.

Next consider the Steklov problem on compact surfaces� with boundary. Given a
conformal class [g], let

σ ∗
k (�, [g]) = sup

h∈[g]
σk(�, h)|∂�|h . (5.27)

As the first step in his proof of Theorem 5.24, Petrides proved the following analogue
of the first item in Theorem 5.37:

Theorem 5.38 [224, Theorem 2] Let� be a connected compact surface with boundary
and [g] a conformal class of metrics on �. If

σ ∗
k (�, [g]) > max

1≤ j<k
σ ∗

k− j (�, [g])+ 2π j (5.28)

then there exists a smooth Riemannian metric h ∈ [g] such that

σk(�, h)|∂�|h = σ ∗
k (�, [g]).
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As before, the stronger conclusion that the metric is smooth is due to the fact that
any interior conical singularities can be conformally removed without affecting the
spectrum.

The proof uses a special choice of maximising sequence and a careful argument
using the relationship between conformally critical metrics and harmonic maps. The
gap hypothesis prevents disks from bubbling off.

Observe that when k = 1, existence of a maximising metric in [g] would follow
from an affirmative answer to the following question:

Open Question 5.39 Is σ ∗
1 (�, [g]) > 2π for every conformal class [g] when the

surface � is not diffeomorphic to a disk?

The inequality in the question above would be the Steklov analogue of Inequal-
ity (5.26).

5.5 From Steklov to Laplace: asymptotics of free boundaryminimal surfaces

Let M be a closed surface (not necessarily orientable) and let Mb be the compact surface
with boundary obtained by removing b disjoint disks from M . Thus for example, if
M = Mγ , the closed orientable surface of genus γ , then Mb = �γ,b, the orientable
surface of genus γ with b boundary components.

Assume

(H1) There exists a Riemannian metric (possibly with conical singularities) realising
λ∗
1(M).

(H2) There exist infinitely many positive integers b for which σ ∗
1 (Mb) is realised by

a Riemannian metric on Mb. In what follows, we will let {b j } be an increasing
infinite sequence of such integers and g j will denote a Riemannian metric on
Mb j realising σ ∗

1 (Mb j ).

By Propositions 5.17 and 5.27, there are infinitely many closed surfaces M for which
these hypotheses are satisfied.

We’ve seen

(i) lim j→∞ σ ∗
1 (Mb j ) = λ∗

1(M). (See Remark 3.17.)
(ii) For each j , there exists a proper branched conformal minimal immersion τ j :

(Mb j , g j ) → B
n j whose image S j is a free boundary minimal surface, and τ j

restricts to an isometric immersion from ∂Mb j to S
n j−1. (See Theorem 5.10.)

The multiplicity of σ1(Mb j , gb), and thus the value of n j in item (ii), is bounded
above by an integer n depending only on the genus of M . (See the multiplicity bound
(5.7).) By the observation at the end of Example 5.9, the free boundary minimal
surfaces S j in (ii) may be viewed as free boundary minimal surfaces in B

n . Thus we
may replace n j by n for all j .

Karpukhin and Stern proved the following striking asymptotic result:

Theorem 5.40 [165, Theorem 1.1] Assume M satisfies the hypotheses (H1) and
(H2). Up to a choice of a subsequence of {b j }, the free boundary minimal surfaces
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τ j : Mb j → B
n given by (ii) above converge in the varifold sense to a (branched)

minimal surface τ : M → S
n−1 inducing a Riemannian metric (possibly with conical

singularities) on M realising λ∗
1(M).

As a consequence, their supports S j converge in the Hausdorff sense to that of the
limit surface, and their boundary measures converge to twice the area measure of the
limit surface.

See Subsection 2.6 of [165] for a brief summary of the concept of convergence in
the varifold sense. Compare the final statement of the theorem with Eq. (5.4).

As an example (see [165, Corollary 1.4]), let M be the topological 2-sphere. By
the last statement in Theorem 5.21 along with Proposition 5.27, M satisfies (H1) and
(H2). Note that Mb = �0,b. By Remark 3.17, we have

lim
b→∞ σ ∗

1 (0, b) = 8π = λ∗
1(M) = λ1(S

2)|S2|

where S
2 is the round unit 2-sphere. By Theorem 5.10, the maximising metric for

the first Steklov eigenvalue on �0,b j (where b j is given as in (H2)) is induced by an
embedding of�0,b j as a free boundaryminimal surface inB3 for each j . Theorem 5.40
states in this case that (up to a choice of subsequence) the resulting sequence of free
boundary minimal surfaces converges in the varifold sense to the boundary sphere S2

itself, as was conjectured in [115].
The following is one of many interesting open questions raised by Karpukhin and

Stern in [165].

Open Question 5.41 [165, Open Question 3]. In the setting of Theorem 5.40, if the
limiting surface in S

n−1 realising λ∗
1(M) is embedded, does it necessarily follow that

the minimal surfaces in B
n realising σ ∗

1 (Mb j ) are embedded for all sufficiently large
j?

5.6 Spectral index of embedded free boundaryminimal surfaces

Knowledge of the spectral index of a free boundaryminimal surface, as defined inDefi-
nition 5.6, hasmany applications.We have already seen one application in Remark 5.8,
and we will discuss an application to obtaining eigenvalue bounds in the next subsec-
tion.

A. Fraser and M. Li conjectured:

Conjecture 5.42 [93, Conjecture 3.3] If � is a properly embedded free boundary min-
imal hypersurface in B

n, then σ1(�) = 1; i.e,. � has spectral index one.

This conjecture is analogous to a longstanding conjecture of Yau [268] asking
whether every embedded minimal surface in S

3 is embedded by first Laplace eigen-
functions.

We emphasise that if the conjecture holds, then for any choice of γ and b, Inequal-
ity (5.5) yields an upper bound of 1

2σ
∗
1 (γ, b) on the area of any embedded minimal

surface in Bn of given genus γ with b boundary components.
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In support of the conjecture, Fraser and Li [93, Corollary 3.2] proved that every
properly embedded free boundary minimal hypersurface in B

n satisfies σ1(�) ≥ 1
2 .

Batista and Cunha [12] showed that this inequality is strict.
Much work on the conjecture has focused on the case of n = 3. Lee and Yeon [179]

presented new approaches to the conjecture; e.g., they showed that the Gauss map of
any embedded free boundary minimal annulus in B

3 is one-to-one and re-interpreted
the conjecture as the problem of determining the Gauss map. McGrath [199, Theorem
4] affirmed the conjecture for free boundary minimal surfaces inB3 that satisfy certain
symmetry conditions; these conditions are satisfied by large families of examples in
the literature. Girouard and Lagacé [115, Theorem 1.13] applied McGrath’s result
and other tools to verify the conjecture for all free boundary minimal surfaces in B

3

of genus zero with tetrahedral, octahedral, or isosahedral symmetry and b boundary
components where b ∈ {4}, {6, 8}, {8, 12, 20}, respectively.

Recently, again in the case n = 3, Kusner andMcGrath [174] proved the conjecture
for surfaces satisfying substantially weaker symmetry conditions. These new results
encompass the results of [199] and [115] and apply to many more types of examples.
Moreover, under their symmetry assumptions, they prove that not only is the spectral
index one as conjectured but also that the coordinate functions of the embedded surface
span the full σ1 eigenspace. They then put forth the following stronger version of the
Fraser-Li conjecture:

Conjecture 5.43 [174, Conjecture 5] The first Steklov eigenspace of any properly
embedded free boundary minimal surface S in B

n coincides with the span of the
coordinate functions of the embedding.

The first item of the following proposition yields a partial converse to the Fraser-Li
conjecture:

Proposition 5.44 [98, Proposition 8.1] Let � be a Riemannian surface of genus zero
with more than one boundary component. Suppose that τ : � → B

3 is a branched
minimal immersion satisfying the free boundary condition and that τ(�) has spectral
index one. Then

1. τ is an embedding;
2. τ(�) does not contain the origin;
3. Any ray through the origin intersects τ(�) in at most one point;
4. � is a stable minimal surface with area bounded above by 4π .

The proof of the first three items uses the nodal domain theorem along with the
maximum principle for harmonic functions. The area bound follows from Kokarev’s
bound σ ∗

1 (�) ≤ 8π for all surfaces of genus zero (see Theorem 3.6).
As a consequence of Corollary 5.18, and the fact [112] that limb→∞ σ ∗

1 (0, b) = 8π
(see Remark 3.17), one has the following:

Corollary 5.45 The bound 4π in Proposition 5.44 is sharp.

The literature contains many constructions of embedded free boundary minimal
surfaces in B

3. In many cases the spectral index is not known. We give a sampling
here.
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• Folha, Pacard and Zolotareva [90] gave examples of surfaces of genus zero with b
boundary components for each large b, converging to the double disk as b → ∞.
Although their construction is a priori different from the construction by Fraser-
Schoen [98] of free boundary minimal surfaces converging to the double disk, they
conjectured that their surfaces are congruent to those of Fraser-Schoen. They also
proved the existence for all large b of free boundary minimal surfaces in B

3 of
genus one with b boundary components converging as b → ∞ to a double copy
of the unit equatorial disk punctured at the origin. The convergence is uniform on
compact subsets of B3 − {0}. McGrath in the work [199] cited above verified that
all the surfaces in both of these families have spectral index one.

• Ketover [169] and also Kapouleas and Li [155] constructed surfaces of genus γ
with three boundary components converging as varifolds to the union of the disk
and the critical catenoid as γ → ∞.

• Carlotto, Franz and Schulz [39] construct examples of every genuswith one bound-
ary component and with dihedral symmetry.

5.7 Applications of free boundaryminimal surfaces to finding Steklov eigenvalue
bounds andmaximisingmetrics

Currently, the disk, annulus and Möbius strip are the only surfaces with boundary for
which explicit maximising metrics have been determined. As seen in Example 5.20,
the interplay with free boundary minimal surfaces played a critical role in both the
case of the annulus and Möbius strip.

It is rare that one can establish the type of uniqueness statements that were used in
Example 5.20 to find the actual maximiser of σ ∗

k (�). However, any embedding of �
as a free boundary minimal surface of spectral index k in a Euclidean ball Bn can be
used to obtain a lower bound for σ ∗

k (�), since by Eq. (5.4) and Proposition 5.5, we
have

2|�|g = |∂�|g = σk(�, g)|∂�|g ≤ σ ∗
k (�)

where g is the metric on � induced by the Euclidean metric on B
n . In particular,

in view of the many examples in the literature of embedded free boundary minimal
surfaces in B

3, the Fraser-Li Conjecture 5.42 has strong implications for eigenvalue
bounds.:

If the Fraser-Li Conjecture 5.42 is affirmed, then the known examples of embedded
free boundary minimal surfaces in B3 will yield lower bounds for σ ∗

1 (�) for surfaces
of many topological types.

We now consider higher eigenvalues. Interesting results on maximisers have been
obtained when one restricts to a special class of metrics. Given a surface that admits a
circle action, let S(�) denote the set of S1-invariant smooth metrics on � and define

σ S
1

k (�) := sup
g∈S(�)

σk(�, g)|∂�|g.
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Fan, Tam and Yu [89] considered rotationally symmetric Riemannian metrics on
the topological annulus �0,2. We summarise their results:

1. σ S
1

2 (�0,2) = 4π . No metric in S(�0,2) attains this supremum. As T → ∞, the
normalised second eigenvalue on the cylinder [0, T ] × S

1 converges to 4π .
2. For every k > 2, they both find σ S

1

k (�0,2) and find explicit metrics g ∈ S(�0,2)

that attain σ S
1

k (0, 2).

3. For k > 2 odd, the maximising metric for σ S
1

k (�0,2) is induced by an immersion of
�0,2 into B3 whose image is a free boundary minimal surface, the so-called critical
k-catenoid.

4. For k > 2 even, the metric is induced by an immersion of �0,2 into B
4 whose

image is a free boundary minimal Möbius strip.

Subsequently, Fraser and Sargent [94] classified all free boundary rotationally sym-
metric minimal annuli and Möbius bands in B

n for arbitrary n. We will denote the
topological Möbius strip by Möb. Some highlights of their results are:

1. For all k ≥ 1, they show that σ S
1

2k−1(Möb) = σ S
1

2k (Möb). Moreover they com-
pute this value explicitly and show that it is attained by a free boundary minimal
embedding of Möb in B4.

2. Every rotationally symmetric free boundaryminimal annulus orMöbius band in any
B

n is critical for some k-th normalised eigenvalue within the space of rotationally
symmetric Riemannian metrics.

Example 5.20 shows that for both the annulus and the Möbius band, the supremum
of the first normalised Steklov eigenvalue is attained by a rotationally symmetric
metric. In contrast, for all k ≥ 2, Fraser and Schoen [100, Theorem 3.1] showed that

σ S
1

k (�0,2) < σ ∗
k (�0,2) and σ S

1

k (Möb) < σ ∗
k (Möb)

for all k ≥ 2.

5.8 Higher dimensions

In this final subsection, we address Karpukhin and Métras’ extensions to arbitrary
dimension of Theorems 5.10 and 5.13.

For motivation, we will first consider the setting of the Laplacian on closed mani-
folds.

5.8.1 Laplace conformally critical metrics and n-harmonic maps

Let (M, g) be a closed Riemannian manifold. By the variational formula for the
Dirichlet energy, a map u : (M, g) → S

m is harmonic if and only if

�gu = |du|2gu.
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Definition 5.46 A map u : (M, g) → Sm is said to be a λ-eigenmap if u is harmonic
and the component functions u1, . . . , um+1 are λ(M, g)-Laplace eigenfunctions.
Equivalently, u is harmonic with constant energy density |du|2 ≡ λ.

Now suppose that dim(M) = 2 and let u : (M, g) → S
m . Since the Dirichlet

energy is a conformal invariant in dimension two, the property of being harmonic
depends only on the conformal class of g. We say that u is non-degenerate if |du|2g is
nowhere zero. In this case we can define

gu = |du|2gg.

Since dim(M) = 2, we have

�gu u = 1

|du|2g
�gu = u, (5.29)

so u is an eigenmap with eigenvalue one with respect to gu . Moreover, Theorem 5.2
tells us that gu is λk-conformally critical where k is chosen so that either λk(M, gu) =
1 < λk+1(M, gu) or λk−1(M, gu) < 1 = λk(M, gu).

An insight of Matthiesen [193] is that in any dimension n ≥ 2, one can get a similar
result by replacing harmonic maps by n-harmonic maps, defined as follows:

Definition 5.47 Let (M, g) and (N , h) be Riemannian manifolds with M compact.
The n-energy of a map u : M → N is defined by

En(u) =
∫

M
|du|ng dVg.

(We again emphasise that, as in Eq. (5.1), the integrand depends on both metrics g
and h.) The map u is said to be n-harmonic if it is a critical point of En .

Note that when n = 2, En agrees with the Dirichlet energy (see Eq. (5.1)) except
for the missing coefficient 12 . (Some authors, including Karpukhin andMétras, include
a coefficient of 1

n in the definition of n-energy. We followed the convention of [193]
here.) In particular, a 2-harmonicmap is the same as a harmonicmap. There are numer-
ous references on n-harmonic maps; [249] addresses the relationship with minimal
immersions.

We will be interested in the case n = dim(M). In this case, one has for any m ∈ Z+
that

• A map u : (M, g) → Rm is n-harmonic if and only if

δg(|du|n−2
g du) = 0. (5.30)

where δg is the dual to d.
• A map u : (M, g) → S

m is n-harmonic if and only if

δg(|du|n−2
g du) = |du|ngu (5.31)
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The n-energy is a conformal invariant for n-dimensional manifolds M . Moreover,
we have the following:

Lemma 5.48 [193] Let (M, g) be an n-dimensional closed Riemannian manifold.

1. If u : M → S
m is an eigenmap with respect to g, then u is necessarily both

n-harmonic and harmonic.
2. If u : (M, g) → S

m is a non-degenerate n-harmonic map, then u is an eigenmap
with respect to the conformally equivalent metric g′ = |du|2gg.

The first statement is immediate from Eq. (5.31) since eigenmaps have constant
energy density, and the proof of the second statement is similar to the case n = 2
above.

Karpukhin and Métras [161] observed that Lemma 5.48 enables Theorem 5.2 to be
reformulated as in the corollary below and also showed that the result remains valid
with the notion of critical metric alluded to in Remark 5.3.

Corollary 5.49 (See [161, Theorem 1].) Let (M, g) be a compact n-dimensional Rie-
mannian manifold.

1. Let k ∈ Z+. If there exists a λk-conformally critical metric g0 in [g], then there
exists m ∈ Z+ and a non-degenerate n-harmonic map u : (M, [g]) → S

m.
2. Conversely, if u : (M, g) → S

m is a non-degenerate n-harmonic map, then there
exists k ∈ Z+ such that gu = |du|2gg is a λk-conformally critical metric and u is
a λk(M, g0) eigenmap.

5.8.2 Critical metrics for Steklov eigenvalues

Karpukhin and Métras had two critical insights that enabled them to generalise The-
orems 5.13 and 5.10 to higher dimensions:

1. For manifolds of dimension d + 1, one must use the normalisation

σ k(�, g) = σk(�, g)|�|
1−d
d+1
g |∂�|g. (5.32)

Indeed they showed that this is the only normalisation for which smooth critical
metrics can exist. (Compare with Example 4.16, which illustrates another instance
in which this normalisation is distinguished by its special behavior.)

2. One must introduce densities and consider the weighted Steklov spectrum.

The new normalisation that they introduced was discussed in Sect. 4. Here we
address the second insight above. To adapt Matthiesen’s ideas to the Steklov case, one
considers free boundary (d + 1)-harmonic maps, where as usual d + 1 = dim(�).

Free boundary (d+1)-harmonic maps u : (�, g) → B
m are defined analogously to

free boundary harmonic maps as in Definition 5.4. In view of Eq. (5.30), the condition
to be a free boundary (d + 1)-harmonic map can be expressed as

{
δg(|du|d−1

g du) = 0 in �,

∂νgu = |∂νgu|u on ∂�.
(5.33)
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Now assume that u is non-degenerate. If we replace g by the conformally equivalent
metric gu = |du|2gg, then (5.33) can be expressed as

{
�gu u = 0 in �,

∂νgu u = |∂νgu u|u on ∂�.
(5.34)

Equivalently, if one defines ρu : ∂� → R, by

ρu = |∂νgu u| (5.35)

then (5.34) says that the coordinate functions of u are eigenfunctions with eigenvalue
one of the weighted Steklov problem on (�, gu) with density ρu as in Example 2.20.
Denoting the eigenvalues by σk(�, gu, ρu), one defines the spectral index of u to be
the minimum k for which σk(�, gu, ρu) = 1.

Moreover, Karpukhin and Métras [161, Lemma 2] showed that the density ρu is
strictly positive. Given any Riemannian metric g on� and any strictly positive density
ρ, write

Dg,ρ := 1

ρ
Dg (5.36)

whereDg is the Dirichlet-to-Neumann operator of (�, g). As noted in Example 2.20,
theweightedSteklov eigenvaluesσk(�, g, ρ) are the eigenvalues ofDg,ρ . In particular,
the coordinate functions of the free boundary (d + 1)-harmonic map u : (�, g) →
B

m are eigenfunctions of Dgu ,ρu with eigenvalue one. Note, therefore, that they are
both harmonic and (d + 1)-harmonic with respect to gu (the latter because (d + 1)-
harmonicity is a conformal invariant in dimension d + 1 as noted above).

Generalising their notion of critical metric (see Remark 5.3), Karpukhin andMétras
define the notions of σ k-critical pairs and σ k-conformally critical pairs (g, ρ) as fol-
lows:

Definition 5.50 Let � be a (d + 1)-dimensional compact Riemannian manifold with
boundary. Denote by M� the space of all Riemannian metrics on �, and denote by
C∞(�)>0 the space of positive smooth densities on the boundary � of �.

1. Given a pair (g, ρ) ∈ M� × C∞(�)>0, denote by σk(�, g, ρ) the kth eigen-
value for the associatedweighted Steklov problem.Define the normalisedweighted
Steklov eigenvalues by

σ k(�, g, ρ) = σk(�, g, ρ) |�| 1−d
d+1 ‖ρ‖L1(�,g). (5.37)

Observe that this normalisation is the natural extension to the weighted Steklov
problem of the normalisation (5.32).

2. Given a functional F : M�×C∞(�)>0 → R, we say (g, ρ) ∈ M�×C∞(�)>0
is an F-critical pair if for each deformation {(gt , ρt )}t depending smoothly on
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t ∈ (−ε, ε) with (g0, ρ0) = (g, ρ), either

F(gt , ρt ) ≤ F(g, ρ)+ o(t) or else F(gt , ρt ) ≥ F(g, ρ)+ o(t). (5.38)

We say (g, ρ) is an F-conformally critical pair if (5.38) holds for all such defor-
mations (gt , ρt ) that satisfy gt ∈ [g] for all t .

We note that Karpukhin and Métras use the language “extremal” rather than “crit-
ical”.

Karpukhin and Métras [161] observed that a modification of the proof of Hassan-
nezhad’s theorem 4.9 yields

σ k(�, g, ρ) ≤ Ck2/n

where C is a constant depending only on the conformal class [g].
Remark 5.51 1. Observe that the Riemannian metric g and the positive density ρ can

be rescaled independently of each other without affecting the normalised eigenval-
ues, i.e.,

σ k(αg, βρ) = σ k(g, ρ) ∀α, β ∈ R+. (5.39)

Moreover, the eigenvalues themselves satisfy

σk(αg, α−1/2ρ) = σk(g, ρ)

for all α ∈ R+.
2. In the special case that dim(�) = 2, the eigenvalues moreover satisfy the following

conformal invariance property:

σk(τg, τ−1/2ρ) = σk(g, ρ) ∀ τ ∈ C∞
>0(�).

The conformal change (g, ρ) → (τg, τ−1/2ρ) extends the notion of σ -isometry
from metrics to metric-density pairs. (See Definition 2.6.) We will refer to such
changes as weighted σ -isometries.

Moreover, again in dimension2, the normalisation (5.37) coincideswith the stan-
dard normalisation σ k(�, g, ρ) = σk(�, g, ρ) ‖ρ‖L1(�,g). In particular, weighted
σ -isometries preserve both the weighted Steklov eigenvalues, as just noted above,
and also the normalised weighted eigenvalues. In particular, if (g, ρ) is σ k-critical
or conformally critical, then so is any weighted σ -isometric pair.

3. Again in dimension 2, observe that every weighted σ -isometry class of pairs (g, ρ)
contains pairs of the form (g′, 1). Indeed one can take g′ = 1

ρ̃2
g, where ρ̃ is any

strictly positive smooth function on � that restricts to ρ on ∂�. Moreover g′ is
unique up to σ -isometry in the usual sense of Definition 2.6. We caution, however,
that g′ is not σ -isometric to gu unless ρ ≡ 1.

We now state Karpukhin andMétras’ characterisation of conformally critical pairs.
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Theorem 5.52 [161, Theorems 2 and 3] Let � be a compact manifold with boundary
of dimension d + 1 ≥ 2. We use the notation of Definition 5.50 and Remark 5.51.

1. Suppose that (g, ρ) is σ k-conformally critical. Then there exists m > 1 and a non-
degenerate free boundary (d + 1)-harmonic map u : (�, [g]) → B

m such that
(g, ρ) = (gu, ρu) up to rescaling as in Eq. (5.39) (and, in the case of dimension
two, also up to weighted σ -isometries).

2. Conversely, let u : (�, [g]) → B
m be a non-degenerate free boundary (d + 1)-

harmonic map. Then (gu, ρu) is a σ k-conformally critical pair (as is any weighted
σ -isometric pair in case dim(�) = 2), where k is the spectral index of u.

The coordinate functions of u are eigenfunctions with eigenvalue one of the
weighted Steklov problem for the pair (gu, ρu). In particular, u is harmonic as well as
(d + 1)-harmonic with respect to gu .

Consider the case of surfaces. In view of Remark 5.51, the first statement of The-
orem 5.52 in this case is a reformulation of Theorem 5.13. (While Fraser and Schoen
stated Theorem 5.13 only for conformally maximal metrics, Karpukhin and Métras
observe that their proof is easily modified to address more general conformally critical
metrics.)

The second statement similarly guarantees that the coordinate functions of an
arbitrary free boundary harmonic map u : (�, [g]) → B

m can be realised as eigen-
functions for some σ k critical metric g′ for the unweighted Steklov problem; one needs
only choose g′ so that (g′, 1) is weighted σ -isometric to (gu, ρu) as in Remark 5.51.

Example 5.53 [161, Theorem 6] Let � be an annulus. Conformal classes of metrics
on � are in one-to-one correspondence with cylinders [0, T ] × S1 for T ∈ R+. The
global σ 1-maximising metric (the critical catenoid described in Example 5.20) lies
in the conformal class [gt∗ ] for which t∗ = t0

2 where t0 is the unique solution of the
equation t = coth t . For those conformal classes [gt ]with t ≥ t∗, the authors explicitly
construct a rotationally symmetric free boundary harmonic map ut : (�, gt ) → B

3 of
spectral index one. (For t = t∗, ut is the immersion to the critical catenoid.) For each
such t , the last statement in Remark 5.51 yields a σ 1-conformally critical metric g′

t for
the unweighted Steklov problem in the conformal class [gt ] such that the coordinate
functions of u areσ1(�, g′

t )-eigenfunctions.However, they show that for T sufficiently
large, ρut takes on different constant values on the two boundary circles of�, so g′

t is
not σ -isometric to gut .

They conjecture that these σ 1-conformally critical metrics are σ 1-conformal max-
imisers.

Next we consider critical pairs in the full space M� × C∞
>0. Since any σ k-critical

pair (g, ρ) is also σ k-conformally equivalent, Theorem 5.52 yields a free boundary
(d + 1)-harmonic map u : (�, [g]) → B

m such that (g, ρ) = (gu, ρu). As noted after
the statement of Theorem 5.52, the coordinate functions of u are harmonicwith respect
to gu . Karpukhin and Métras show that u is moreover a conformal map and thus the
image is a free boundary minimal submanifold. Denoting by gBm the Euclidean metric
on Bm , we moreover have

u∗gBm = |du|2gg = gu
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and ρu ≡ 1. This argument implies the first statement of the following theorem:

Theorem 5.54 [161, Theorem 5] Let � be a compact manifold with boundary and let
(g, ρ) be a σ k-critical pair. Then there exists m ∈ Z+ and a free boundary minimal
immersion u : � → B

m such that (g, ρ) = (gu, 1) up to rescaling as in Eq. (5.39)
(and, in the case of dimension two, also up to weighted σ -isometries).

Conversely, if u : � → B
m is a free boundary minimal immersion, then (u∗gBm , 1)

is a σ k-critical pair, where k is the spectral index of u.

If (g, 1) is a σ k-critical pair, respectively σ k-conformally critical pair, then g is nec-
essarily a σ k-conformally critical metric. In view of the results above, it is interesting
to ask the converse:

Open Question 5.55 If g is a σ k-(conformally) critical metric, is (g, 1) necessarily a
σ k-(conformally) critical pair?

We wish to thank Karpukhin and Métras for clarifying the discussion below.
Using [161, Theorems 9 and 10] for conformally critical metrics and [161, The-

orem 12], along with an analogue of [161, Theorem 9] for globally critical metrics,
Question 5.55 has an affirmative answer provided that the σ k-(conformally) critical
metric g satisfies the condition that

σ k(�, g) > σk−1(�, g) or σ k(�, g) < σk+1(�, g). (5.40)

Consider the case of conformally maximising metrics. For k = 0, 1, 2, . . . and g
any Riemannian metric on �, write

σ ∗
k(�, [g]) = sup

h∈[g]
σ k(�, h).

Observe that if g is a conformal maximiser of σ k and if σ ∗
k−1(�, [g]) < σ ∗

k(�, [g]),
then the first inequality in (5.40) necessarily holds, so (g, 1) is a conformally critical
pair. Thus an affirmative answer to Question 5.55 for conformally maximising metrics
would follow from an affirmative answer to the following:

Open Question 5.56 Given a compact manifold � with boundary and a conformal
class [g] of Riemannian metrics on �, do we have

σ ∗
k(�, [g]) > σ ∗

k−1(�, [g]) for all k ≥ 1?

The analogous question for the Laplacian on closed manifolds was answered affir-
matively by Colbois and El Soufi [56].

Similarly, if g is a σ k-maximising metric on �, one could conclude that (g, 1) is a
σ k-maximising pair if one could show that σ ∗

k−1(�) < σ ∗
k(�).

Remark 5.57 As we were completing this survey, the extensive article [166] appeared
on the mathematics arXiv. This article contains many interesting results addressing
harmonic maps and eigenvalue optimisation in dimension greater than two.
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6 Discretisation and Steklov eigenvalues of graphs

To facilitate the study of the eigenvalues of the Laplacian on a Riemannian manifold,
numerous papers in the 1980’s (for example [25, 35, 154]) have shown that it is
very useful to introduce rough discretisation of manifolds. Then one can compare the
spectrum of the manifold (in particular the first nonzero eigenvalue) to the spectrum
of the combinatorial Laplacian on a graph associated to the discretisation. This idea of
rough discretisation has applications not only for the study of the spectrum but also for
other geometric concepts. This is very well explained in the two books by Chavel [43,
44]. See in particular [44, Chapter V] for isoperimetric inequalities and [44, Chapter
VI] for Sobolev inequalities.

More generally, the question behind this approach is the following: if two metric
spaces are "close in large scale", in some sense, what do they have in common? One
potential meaning of "close in large scale" is the existence of a rough quasi-isometry:
if (X , dX ), (Y , dY ) are twometric spaces, a map φ : X → Y is a rough quasi-isometry
if there exist constants a ≥ 1, b ≥ 0 and ε > 0 such that

a−1dX (x1, x2)− b ≤ dY (φ(x1), φ(x2)) ≤ adX (x1, x2)+ b

for all x1, x2 ∈ X and ⋃
x∈X

B(φ(x), ε) = Y .

Observe that two compact metric spaces are always roughly quasi-isometric, so when
we consider compact metric spaces, we will need more information.

Throughout this section, the metric space X will be a closed Riemannian manifold
M or a compact Riemannian manifold with boundary � and Y will be a subset of
points of X equipped with a graph structure. The goal is to compare the spectrum
of a differential operator on X with the spectrum of a combinatorial operator on Y .
It is important to note that this type of discretisation is different from those used in
numerical analysis,whichwere extended toRiemannianmanifolds bydifferent authors
(see the initial contribution byDodziuk and Patodi [74] and themore recent approaches
of Burago, Ivanov and Kurilev [33] and Aubry [11]). In the situation we will describe,
themesh ε > 0 of the discretization Y will be fixed. For the finite elements method and
its extension to the Riemannian setting, the mesh tends to 0 and the quotient between
the k th eigenvalue of the differential operator on the Riemannian manifold and the k
th eigenvalue of its combinatorial approximation tends to 1 as ε → 0 under suitable
assumptions ([74]). In [33] and [11], the authors make explicit the rate of convergence
by universal functions depending on the geometry of the manifold M (bounds on the
sectional curvature, injectivity radius, diameter).

The outline of this section is as follows.

• Section 6.1: Discretisation and spectrum. We will in particular recall the case of
the Laplacian before looking at the case of the Steklov problem on graphs.

• Section 6.2: Study of the spectrum of the Steklov problem on a graph.
• Section 6.3: Lower bounds in terms of the diameter.
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• Section 6.4: Upper bounds for subgraphs.

6.1 Discretisation and spectrum

6.1.1 Case of the Laplacian

We will recall the case of the Laplacian, because this is what we imitate in the case
of the Steklov problem on graphs. First, note that the study of the spectrum of the
combinatorial Laplacian is a well-established subject with a large literature (see for
example [27]), which is not the case for the Steklov problem on graphs.

We use a coarse and uniform discretisation that is not sensitive to the local geometry.
We fix a (large) family of compact Riemannian manifolds without boundary given
by a set of geometric parameters: bounds on the curvature in order to avoid local
deformations that are invisible to a discretisation, and a lower bound on the injectivity
radius in order to guarantee that the volumes of small balls are comparable (this last
point could be avoided by using weighted graphs). Then we choose a mesh (smaller
than the injectivity radius) for the discretisation (the distance between the points of
the discretisation) and discretise each manifold using the same mesh of discretisation.
The goal is then to establish a uniform comparison between the spectra of the smooth
Laplacian on the manifolds and the combinatorial ones on the corresponding graphs.
We refer to the paper [191] by Mantuano that we describe briefly below.

We associate a graph to a Riemannian manifold following [44, Section V.3.2]. Let
(Mn, g) be a connected closed n-dimensional Riemannian manifold. We denote by
dM the usual Riemannian distance. A discretisation of M , of mesh ε > 0, is a graph
� = (V , E) such that the set V of vertices is a maximal ε-separated subset of M . That
is, for any v,w ∈ V , v 	= w, we have dM (v,w) ≥ ε and∪v∈V B(v, ε) = M .Moreover,
the graph structure of � is entirely determined by the collection of neighbours that we
define as follows. For each v ∈ V , a point w ∈ V is declared to be a neighbour of v
(that is v ∼ w is an edge of �), if 0 < dM (v,w) < 3ε, see [44, p.140]. In the sequel,
we denote by N (v) the set of neighbours of v.

We denote by i , 1 ≤ i ≤ |V |, the vertices of �. If there is an edge between i and j ,
we denote this by i ∼ j . By functions on � we mean functions from V to R; the set
of functions forms a vector space of dimension |V |. The Laplacian �u of a function
u on � is given by

�u(i) =
∑
j∼i

(u(i)− u( j)).

This is a symmetric operator on V and it has a set of eigenvalues

0 = λ0(�) < λ1(�) ≤ · · · ≤ λ|V |−1(�).

We have the following important result [191, Theorem 3.7]): ifM(n, κ, r0) denotes
the class of all closed n-dimensional Riemannian manifolds with Ricci curvature and
injectivity radius uniformly bounded below (i.e. with Ricci(M, g) ≥ −(n − 1)κg,
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κ ≥ 0 and I n j(M) ≥ r0 > 0) and if we fix ε < r0
2 , there exist positive constants c, C

such that for all manifolds M in M(n, κ, r0) and any discretisation � of M of mesh
ε, we have

c ≤ λk(M)

λk(�)
≤ C (6.1)

for all 0 < k < |V |. The crucial point is this: the constants c and C depend on n, κ ,
r0, and ε, but not on the particular manifold or discretisation we consider.

Remark 6.1 Observe that |V | behaves like the volume of M for a fixed mesh size ε,
for example ε = r0

4 , in the sense that |V |/|M | is bounded above and also bounded
away from zero by constants depending on the bounds on the geometry (curvature,
injectivity radius) in the classM(n, κ, r0). To see this, we use the fact that the mesh is
smaller than the injectivity radius and that the curvature is bounded. So the volumes
of the ball of radius ε are uniformly comparable.

6.1.2 The Steklov spectrum on a compact Riemannian manifold with boundary

In [64], Colbois, Girouard and Raveendran introduced a discretisation for the Steklov
spectrum in the spirit of what was done for the Laplacian.

In comparison with the case of the Laplacian, the two main difficulties are the
presence of a boundary and the necessity to define what plays the role of the Steklov
problem on graphs and of its spectrum.

Regarding the Steklov spectrum, the definition considered in [64] differs slightly
from the definitions commonly used recently (as will be explained below). In [64], a
graph with boundary is a pair (�, B) where � = (V , E) is a finite, simple, connected
graph, and B ⊂ V is a non empty set of vertices called the boundary. The eigenvalues
of the Steklov problem on (�, B) are defined by

σk(�, B) = min
F

max
u∈F,u 	=0

∑
i∼ j (u(i)− u( j))2∑

i∈B u(i)2
(6.2)

where F is a vector subspace of dimension k+1 of the functions on�. That is, in order
to define the eigenvalues, we imitate the usual min-max characterisation in the discrete
setting, but without defining a discrete Dirichlet-to-Neumann operator. Observe that
there are exactly |B| eigenvalues (counted with multiplicity) and that, in the particular
case where B = V , we recover the spectrum of the usual combinatorial Laplacian.

With this definition, a relation between the Steklov spectrum of a Riemannian
manifold and the spectrum of its discretisation can be established as follows. For
κ ≥ 0 and r0 ∈ (0, 1), we introduce the space M(d, κ, r0) of Riemannian manifolds
� of dimension d + 1 with non empty boundary and with the following properties:

• The boundary� admits a neighbourhoodwhich is isometric to the cylinder [0, 1]×
�, with the boundary corresponding to {0} ×�;

• The Ricci curvature of � is bounded below by −dκ;
• The Ricci curvature of � is bounded below by −(d − 1)κ;
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• For each point p ∈ � such that d(p, �) > 1, inj�(p) > r0;
• For each point p ∈ �, inj�(p) > r0.

The first condition, requiring that a neighborhood of the boundary be cylindrical,
seems to be very strong. However, in many applications, it suffices to have a Rieman-
nian manifold which is locally quasi-isometric (in the Riemannian sense) to a cylinder
near the boundary.

To discretise the elements � ∈ M(d, κ, r0) we first fix the mesh ε ∈ (0, r0
4 ). We

choose a maximal ε-separated set V� on the boundary� of�, that is, a discretisation
of the boundary. Then we introduce a copy V ′

ε of V� using the fact that� is cylindrical
near the boundary:

V ′
ε = {4ε} × V�.

We then introduce a maximal ε-separated set VI on�\(0, 4ε)×� such that V ′
ε ⊂ VI .

Then the discretisation is given by the set V = V� ∪ VI .
We associate to V the structure of a graph with boundary B = V� . Regarding the

edges, they are of two types. First, as in Subsection 6.1.1, we join two vertices v and
w by an edge if d�(v,w) < 3ε where d� denotes the Riemannian distance on �.
Secondly, we join each vertex (4ε, v) in V ′

ε to the vertex (0, v) ∈ B. We thus obtain a
graph � = (V , E) with boundary B.

With this definition, we obtain a uniform comparison between the first nonzero
Steklov eigenvalue of� ∈ M(d, κ, r0) and the first nonzero eigenvalue of the Steklov
problem on the associated graph with boundary � = (V , E) [64, Theorem 3]. Given
ε ∈ (0, r0

4 ), there exist two constants A1, A2 depending on κ, r0, d, ε such that for any
discretisation of a manifold � ∈ M(d, κ, r0),

A1 ≤ σ1(�)

σ1(�)
≤ A2

where � is the graph associated to the discretisation.
If we want to take all possible eigenvalues into account, we have that for 1 ≤ k ≤

|B| − 1 (with B the boundary of �)

A1

k
≤ σk(�)

σk(�)
≤ A2 (6.3)

We see that for large k, the inequality is weaker than one might expect in view of
Inequality (6.1) in the case of the discrete Laplacian.

This result, [64, Theorem 3], has three immediate applications: [64, Theorems
4,5,6]). In particular, Theorem 6 shows that one can construct a family �l of surfaces
with connected boundary �l such that liml→∞ σ1(�l)|�l | = ∞.

Open Question 6.2 For all 1 ≤ k ≤ |B| − 1, is it possible to obtain an inequality of
the form

A1 ≤ σk(�)

σk(�)
≤ A2?
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6.2 Study of the spectrum of the Steklov problem on a graph

In the previous subsection we defined a possible concept of a graph with bound-
ary, which was adapted to the discretisation of a compact Riemannian manifold with
boundary. We did not define the Steklov problem on a graph, but we directly defined
the eigenvalues via the min-max characterisation using the natural definition of the
Rayleigh quotient. We can extend this point of view to all finite graphs: we just have
to choose the boundary of a given finite graph among the vertices of the graph. The
two extremal situations are the case where the boundary has only one vertex, and the
only eigenvalue is 0, and the case where the boundary consists of all the vertices of
the graph, in which case we recover the usual combinatorial Laplacian: this was done
by Colbois and Girouard in [59].

A particular class of Riemannianmanifoldswith boundary consists of themanifolds
obtained as subdomains of a larger manifold. There is a corresponding concept for
graphs with boundary which are obtained as subgraphs of a larger graph. We will
consider these extensively inwhat follows. In this case,we cannot choose theboundary:
it is precisely defined by the situation. Moreover, there are no edges between any two
vertices in the boundary. In this particular case, there is a definition of a Steklov
problem on graphs, whose eigenvalues are the Steklov eigenvalues.

Definition 6.3 Let G = (V , E) be a graph and let � be a finite domain of V (that
is a finite connected subset of V ). The vertex boundary of � is B = δ� = {i ∈
V , i /∈ � : ∃ j ∈ �, i ∼ j}. The set of edges between two subsets �1,�2 ⊂ V is
E(�1,�2) = {i ∼ j, i ∈ �1, j ∈ �2}. Let � ⊂ V with � 	= V . We define a graph
with boundary � = (�̄, E ′) associated to � by

�̄ = � ∪ δ�; E ′ = E(�, �̄).

This defines a graph � with vertices �̄ and with boundary B = δ�. By definition,
between any two elements of B, there is no edge.

Remark 6.4 Note that sometimes the authors do not suppose � to be connected, see
for example [142, page 3]. But in that case, the multiplicity of the eigenvalue 0 is equal
to the number of connected components of the graph (see [142, Proposition 3.2]) and
in order to obtain nontrivial lower bounds, σ1 denotes the first nontrivial eigenvalue
([142, page 4]).

Example 6.5 Let G be the lattice Z2 with its usual graph structure (a vertex (p, q) has
4 neighbours (p + 1, q); (p − 1, q); (p, q + 1); (p, q − 1)). Let � be the subset of
Z
2 defined by

� = {(p, q) ∈ Z
2 : −1 ≤ p, q ≤ 1}.

We have

δ� = {(−2, q) ∪ (2, q) ∪ (p,−2) ∪ (p, 2) : −1 ≤ p, q ≤ 1}

and �̄ = � ∪ δ�. In this case, the points of δ� have only one edge.
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For domains in ambient graphs (as in Definition 6.3), there is a natural notion of
Steklov problem corresponding to the definition in the continuous case. As before, the
Laplacian�u of a function u is given by�u(i) = ∑

j∼i (u(i)−u( j)) andwe introduce

the normal derivative at a point i ∈ B given by ∂νu(i) = ∂u
∂ν

(i) = ∑
j∼i (u(i)−u( j)).

Then the Steklov problemon the graphwith boundary (�, B) consists of finding σ ∈ R
for which there exists a non-trivial solution of

{
�u(i) = 0 if i ∈ Bc,

∂νu(i) = σu(i) if i ∈ B.

The numbers σ are the Steklov eigenvalues and we have

0 = σ0 < σ1 ≤ · · · ≤ σ|B|−1.

The eigenvalues have the variational characterisation

σk(�, B) = min
F

max
u∈F,u 	=0

∑
i∼ j (u(i)− u( j))2∑

i∈B u(i)2
(6.4)

where F is a vector subspace of dimension k + 1 of the functions on �. Note that we
recover the notion of the Rayleigh quotient introduced in (6.2).

In this situation, one can also define a discrete Dirichlet-to-Neumann operator as
follows (see for example [142, (1.3)] and [218] in a more general situation):

� : Rδ� → R
δ�

given by

�v(i) = ∂νuv(i)

where uv denote the harmonic extension of v to �.

6.2.1 A Cheeger-type inequality

To our knowledge, the first estimate for σ1 in the discrete case was a Cheeger-type
inequality obtained independently byHassannezhad andMiclo in [131] (as a particular
case of Theorem A) and in the paper [142] by Hua, Huang and Wang. With the above
notations, the authors consider a finite graph � ⊂ V and establish a Cheeger-type
inequality following Escobar [87] and Jammes [150].

Let �̄ = � ∪ δ�. If A ⊂ �̄, we denote by ∂ A the edge boundary of A, that is
the subset of edges E(A, Ac) and by ∂�A the subset ∂ A ∩ E(�, �̄). For example, in
Example 6.5, if we take A ⊂ �̄ given by A = {(0, 2)}, then ∂ A consists of the 4 edges
emanating from (0, 2) but ∂�A consists only of the edge between (0, 2) and (0, 1). As
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in the continuous case (see (4.11) and (4.9)), beside the classical Cheeger constant

hC (�̄) = min
|A|≤ 1

2 |�̄|
|∂�A|
|A| ,

one has to introduce two other constants: the Escobar-type Cheeger constant

hE (�̄) = min
A⊂�̄:|A∩δ�|≤ 1

2 |δ�|
|∂�A|

|A ∩ δ�| ,

and the Jammes-type Cheeger constant

h J (�̄) = min
A⊂�̄:|A|≤ 1

2 |�̄|
|∂�A|

|A ∩ δ�| .

The main result is a Cheeger-Jammes type inequality [142, Theorem 1.3] and [131,
Theorem A]):

σ1(�̄) ≥ 1

2
hC (�̄)h J (�̄).

This inequality has the same defect as in the continuous case: one can deform a graph
far from the boundary andmake h very smallwithout significantly affecting theSteklov
spectrum. However, there are situations where the inequality is asymptotically sharp
[142, Example 5.1].

In [142, Proposition 4.2], the authors also establish an upper bound involving the
isoperimetric constant hE (�̄):

σ1(�̄) ≤ 2hE (�̄).

In [142, Example 4.2 ], the authors give a situation where this inequality is sharp. In
particular, one cannot avoid the factor 2 in the inequality.

Note that the results of [131, 142] are more general than what we mention, because
they are established for weighted graphs.

In the same spirit of what they did in the Riemannian (and measurable) cases,
Hassannezhad and Miclo establish a higher order Cheeger-type inequality for finite
graphs [131, Theorem A ]. Here also, as in the continuous case (see 4.13), there is a
term in k6 in the denominator of the inequality. Hassannezhad and Miclo also obtain a
better inequality when estimating σ2k+1 with respect to the Cheeger constant of order
k + 1 [131, Proposition 1].

Open Question 6.6 Same question as in the Riemannian case—is it possible to have
a higher order Cheeger inequality without the term in k?
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6.3 Lower bound via the diameter

For Riemannian manifolds, there are only a few results concerning lower bounds for
the first nonzero Steklov eigenvalue. In the context of the Steklov problem on graphs,
lower bounds depending on the extrinsic diameter of the boundary of a graph are
established by Perrin in [218].

Let � = (V , E) a finite graph, B ⊂ V the boundary. Then, the diameter of a
finite connected graph with boundary (�, B) is the maximum distance between any
two vertices of (�, B), where the distance of two adjacent vertices is 1. The extrinsic
diameter dB of the boundary B of � is the maximum distance in � between any two
vertices of B.

In [218, Theorem 1], it is shown that, for a finite connected graph with boundary
(�, B)

σ1(�, B) ≥ |B|
(|B| − 1)2dB

.

Note that the bound is optimal for |B| = 2 and that its proof is very easy. The
simplest graph with |B| = 2 of diameter dB is given by dB + 1 vertices 0, . . . , dB

with edges i ∼ i + 1, i = 0, dB − 1 and boundary the two extremities B = {0; dB}.
The first nonzero eigenvalue σ1 of this graph is 2

dB
.

In Theorem 2, a stronger, but much more elaborate estimate is proved:

σ1(�, B) ≥ |B|
� |B|

2 �� |B|
2  dB

.

Moreover, this bound is sharp for any B as dB → ∞ in the following sense. In [218,
Lemma 2], the author constructs for each given b a family of graphs Hb with |B| = b,
diameter db and first nonzero eigenvalue σ1(Hb) = |B|

� |B|
2 �� |B|

2 ( dB−2)+b
.

Note that from [218, Theorems 1 and 2] we can deduce a similar estimate for
Riemannian manifolds with boundary that we can discretise described in Sect. 6.1.
However, the estimate depends not only on the extrinsic diameter of the boundary, but
also on the bounds on the Ricci curvature and on the injectivity radius that we impose.

6.4 Upper bounds for subgraphs

In their paper [129], Han and Hua study the Steklov eigenvalue problem on subgraphs
of integer lattices. One can compare this problem with the study of the spectrum of
Euclidean domains in the continuous case. This paper leads naturally to the same type
of questions for subgraphs of more general lattices. We will briefly describe some
recent results about this question because they lead to different approaches to the
problem.

In [129], the authors consider the lattice Z
n with its usual graph structure, and a

finite subset�which defines a graph �̄with boundary B. In [129, Theorem 1.2], they
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prove a Brock-type inequality (compare to Theorem 4.28 in the Euclidean case):

n∑
i=1

1

σi (�̄)
≥ C1|�|1/n − C2

|�| , (6.5)

with explicit constants C1 = (64n3ω
1
n
n )−1, where ωn is the volume of the unit ball in

Rn , and C2 = 1
32n .

Note that in order for the right-hand side to be positive, one needs to have |�| >(
C2
C1

)n/(n+1)
which is satisfied if |�| is large enough in terms of n. As a corollary, the

authors show (Corollary 1.4) that

σ1(�) ≤ n

C1|�| 1n − C2|�|
. (6.6)

In particular, as |�| → ∞, σ1(�) → 0, at least at rate C(n)

|�| 1n
.

The proof of the theorem is quite tricky. The authors associate to the subgraph a
domain of Rn , and they apply a weighted isoperimetric inequality due to Brock to
this domain (see Inequality (4.28)). The difficulty is the construction of a convenient
domain, which creates a lot of technical problems.

In [219], Perrin investigates the same type of problem, but with a more geometric
viewpoint, in the sense where the author does not use classical results from analysis
as the Brock inequality, but works directly on the graph itself. The author observes
that the crucial point is to control the growth of balls in the graph, which need not be a
Euclidean lattice. For example, the Heisenberg lattice H3(Z) of the Heisenberg group
H3(R) is convenient. In [219], the author considers a finite subgraph � of a Cayley
graph � of a group with polynomial growth of order D: there exists C0 = C0(�) such
that, if B(N ) is any ball of radius N in �,

C−1
0 N D ≤ |B(N )| ≤ C0N D

for each N ∈ N
∗. For example, for the lattice Zn , D = n, but for the lattice H3(Z),

D = 4.
In this setting, Perrin shows that there exists a constant C(�) such that, if B denotes

the boundary of the finite subgraph � ⊂ �, we have [219, Theorem 1]:

1. If D ≤ 2, σ1(�̄) ≤ C(�) 1
|B| .

2. If D > 2, σ1(�̄) ≤ C(�)
|�| D−2

D

|B| .

As a corollary [219, Corollary 2], Perrin observes that σ1(�̄) ≤ 1

|�̄| 1D
.

The proof of Perrin’s result is completely different from, and simpler than, the proof
Inequality (6.6). The idea is to look directly at the graph and to construct a test function
for the Rayleigh quotient, using the fact that the growth of the balls is controlled. For
the first nonzero eigenvalue σ1, this result generalises the Inequality (6.6), but with a
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less explicit constant C(�), and it says nothing for the next eigenvalues: it does not
seem possible to use the same method to estimate the higher eigenvalues.

However, the higher eigenvalues may be estimated by other means, as in the recent
paper [250] by Tschanz. The main result is [250, Theorem 5]): for a subgraph �

of a Cayley graph � of polynomial growth of order D ≥ 2, there exists a constant
C(�) > 0 such that for all k ≤ |B| − 1,

σk(�̄) ≤ C(�)
1

|B| 1
D−1

k
D+2

D . (6.7)

In particular, for a fixed k, we see that a large volume of� implies a small eigenvalue
σk(�) [250, Corollary 6]. This comes from the fact that there exists a constant C =
C(D) > 0 such that |B| ≥ |�| D−1

D ([250, Proposition 9]).
The proof of the result uses a third method; as in [129], the author cannot work

directly on the graph. But the idea is to associate to� a complete Riemannianmanifold
M of dimension D modelled on it and to � a domain U of M . Then, one shows that
the growth of balls in M is polynomial of order D, and the author adapts the method
of [57] to obtain a result on the domain U . Using [64], one can transfer the estimate
from U to �.

A further question is whether or not we need to have polynomial growth to get such
results. This is not the case, as was shown by He and Hua in [134]. The authors study
the case of subgraphs of a tree, and it is easy to produce trees where the volume of
balls grows exponentially, for example the regular tree of degree ≥ 3. The authors
establish a variety of results (Theorem 1.1, 1.2, 1.5). In particular, Theorem 1.5 says
the following: consider a finite tree � = (�, E) with boundary B = δ�, where the
boundary denotes the vertices of degree one. Suppose that � has degree bounded by
D. Then, for any 3 ≤ k ≤ |B| − 1,

σk(�̄) ≤ 8(D − 1)2(k − 1)

|B| . (6.8)

In Theorem 1.3, the authors obtain an upper bound in terms of the diameter L of
the tree:

σ1(�̄) ≤ 2

L
,

and they characterise the equality case.
This result leads to another natural question: a treemay have exponential growth but

is very different from a space of negative curvature like a Cartan–Hadamard manifold,
for example the hyperbolic space. Precisely, there does not exist a rough quasi-isometry
between a tree and the hyperbolic space. The question is to decide what can be said for
subgraphs of Cayley graphs roughly quasi-isometric to a Cartan–Hadamard manifold.

A partial answer to this question is given by Tschanz in [251] for a finite subgraph
of a graph� roughly quasi-isometric to the hyperbolic space. In order to construct such
a graph �, the author uses a tiling of the hyperbolic space by triangles. The vertices
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V of � correspond to the triangles of the tiling and the edges to the adjacent triangles.
By construction, � is roughly quasi-isometric to the hyperbolic space.

In [251, Theorem 9], it is shown that there exists a constant C(�) such that for all
finite subgraphs � of � with boundary B, one has

σk(�̄) ≤ C(�)
k2

|B|2 . (6.9)

The first idea of the proof is, in some sense, comparable to the proof of [129], that
is to associate a domain of the hyperbolic space to the subgraph. Then Tschanz uses
[57, Theorem 1.2] to get an upper bound for the Steklov spectrum of the domain, and
[64, Theorem 3] to transfer the estimate from the domain to the graph. This leads
to serious technical difficulties; the reason is that the domains are constructed by
gluing together hyperbolic triangles, resulting in singularities along their boundaries.
Thus the domains are not quasi-isometric in the Riemannian sense to a domain with
cylindrical boundary. To solve this difficulty, the idea is to smooth out the domain near
the boundary.

There exist numerousCayleygraphswhich are roughly quasi-isometric to the hyper-
bolic space. For example, to each compact surfacewith curvature−1, one can associate
such a graph via its fundamental group. It seems natural that the behaviour of the spec-
trum of subgraphs of roughly quasi-isometric domains must be comparable. This is
not obvious and it leads to the following question.

Open Question 6.7 Let �1, �2 be two infinite roughly quasi-isometric graphs. If there

exists a constant C1(�1) such that for each finite subgraph � of �1, σ1(�̄) ≤ C1(�1)|B|α ,

with B the boundary of � and α > 0, is an analogous property also true for the finite
subgraphs of �2?

6.5 Other contributions

There are new contributions appearing regularly on the spectrum of the Steklov prob-
lem ongraphs that we will not describe here. For example, the setting of weighted
finite graphs satisfying the Bakry-Emery curvature-dimension condition C D(K , n)
with K > 0 and n > 1 is considered in [245].These authors considered also a dis-
crete Dirichlet-to-Neumann operator for differential forms on graphs [244] For infinite
graphs, see the preprint [143].

7 Steklov spectrum on p-forms

There are several different notions of a Dirichlet-to-Neumann map acting on the
space A(�) of smooth differential forms on the boundary � of a compact (d + 1)-
dimensional Riemannian manifold �. The earliest such notion, introduced by Joshi
and Lionheart [153], is a pseudo-differential operator Ap(�) × Ad+1−p(�) →
Ad−p(�) × Ap−1(�). Belishev and Sharafatudinov [13] introduced an operator
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� : Ap(�) → Ad−p(�). The article [241] by Sharafutdinov and Shonkwiler synthe-
sises these two notions. These definitions are motivated not by spectral problems but
rather inverse problems such as the analog for forms of Calderon’s problem, which
asks the extent to which the Dirichlet-to-Neumann map of a Riemannian manifold
with boundary determines the manifold.

We will focus here on two notions of a Dirichlet-to-Neumann map for p-forms,
both of which allow the Steklov spectrum to be generalised to the setting of p-forms.
The first, introduced by Raulot and Savo [232], is a non-negative elliptic, self-adjoint,
pseudo-differential operator of order one. The second, introduced byKarpukhin [157],
coincides up to sign with the composition ∗ ◦ �, where � is the operator defined by
Belishev and Sharafutdinov and ∗ is the Hodge-∗ operator of�. This operator is self-
adjoint on the space of co-closed forms and has non-negative discrete spectrum on
this space.

The definition of the Dirichlet-to-Neumann map on functions relies crucially on
the uniqueness of the harmonic extension to � of functions f ∈ C∞(�). In defining
a Dirichlet-to-Neumann operator on p-forms when p > 0, one must take into account
the non-uniqueness of harmonic p-forms on� that pull back to a given smooth p-form
on �.

Before introducing the operators, we recall the Hodge-Morrey-Friedrichs decom-
position of the space Ap(�) of smooth p-forms on �. See [237] for an extensive
introduction to the Hodge-Morrey-Friedrichs decomposition and its applications to
boundary value problems or [157] for an overview of the aspects especially relevant
here. Recall that the Hodge Laplacian acting on the space Ap(�) of smooth p-forms
on a compact Riemannian manifold � is given by � = (dδ + δd).

Notation 7.1 For any subspace W of A(�), we denote by WD and WN the subspaces
of elements ofW satisfying Dirichlet and Neumann boundary conditions, respectively,
i.e.,

WD(�) = {ω ∈ W(�) : i∗ ω = 0}

where i : � → � is the inclusion, and

WN (�) = {ω ∈ W(�) : ν�ω = 0}

where ν is the outward pointing unit normal along � and � denotes the interior
product.

Let δ denote the adjoint of the exterior differential operator. Set

Hp(�) = {ω ∈ Ap(�) : dω = 0 = δω}.

Elements of Hp(�) are called harmonic fields.

The Hodge-Morrey-Friedrichs decomposition says that

Ap(M) = d(Ap−1
D (�))⊕Hp(�)⊕ δ(Ap+1

N (�)). (7.1)
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In contrast to the case of closed manifolds, the space of harmonic p-fields is prop-
erly contained in the space of harmonic p-forms and both are infinite-dimensional.
However, Hp

N (�) is finite-dimensional and the Hodge-Morrey-Friedrichs decompo-
sition further says that every de Rham cohomology class is uniquely represented by
an element of Hp

N (�):

H p(�;R) " Hp
N (�).

Similarly, the relative cohomology classes of � are represented by Hp
D(�):

H p(�,�;R) " Hp
D(�).

7.1 Raulot and Savo’s Dirichlet-to-Neumann operator and its spectrum

Definition 7.2 [232] Let Ap(�) be the space of smooth p-forms on �. Given η ∈
Ap(�), define the harmonic tangential extension η̂ of η to be the unique p-form on
� satisfying

⎧⎪⎨
⎪⎩
�η̂ = 0

i∗η̂ = η

ν� η̂ = 0.

Then Raulot and Savo’s Dirichlet-to-Neumann operator Drs
p : Ap(�) → Ap(�) is

defined by

Drs
p (η) = ν� dη̂.

Observe that when p = 0, Drs
p coincides with the usual Dirichlet-to-Neumann

operator D : C∞(�) → C∞(�). For arbitrary p, we will denote the eigenvalues of
Drs

p by

0 ≤ σ rs
1,p(�) ≤ σ rs

2,p(�) ≤ · · · .

Remark 7.3 (i) Zero occurs as an eigenvalue of Drs
p if and only H p(�;R) 	= 0. In

this case the eigenvalue zero has multiplicity equal to the Betti number βp(�) =
dim H p(�;R). In particular, the indexing convention introduced above on the
eigenvalues is inconsistent with the convention we have been using in the case of
functions, where σ0(�) = 0 and σ1(�) is the first non-zero eigenvalue. In this
case, we have σ rs

k, 0(�) = σk−1(�).
We will denote the non-zero eigenvalues of Drs

p by

σ̂ rs
k,p(�) := σ rs

βp(�)+k, p(�). (7.2)
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Under the assumption that � is connected, we have

σ̂ rs
k,0(�) = σk(�). (7.3)

(ii) If one replaces �η̂ = 0 by �η̂ = αη̂ in Definition 7.2, where the parameter α
lies in C − [0,∞), then one obtains a parametrised family of invertible pseudo-
differential self-adjoint operators introduced earlier by Carron [40].

The variational characterisation of the eigenvalues is given by

σ rs
k,p(�) = inf

V
sup

0 	=ϕ∈V

‖dϕ‖2
L2(�)

+ ‖δϕ‖2
L2(�)

‖i∗ϕ‖2
L2(�)

. (7.4)

Here V runs over the collection of all k-dimensional subspaces ofAp
N (�). (See [232].)

The articles [156, 177, 202, 232, 233, 242, 243, 267] and [266], contain many
interesting geometric bounds both from above and below for the eigenvalues. We give
only a sampling here.

7.1.1 Upper bounds in terms of the isoperimetric ratio

A compact Riemannian manifold � with boundary � is said to be harmonic if the
mean value of any harmonic function on � equals its mean value on �.

Theorem 7.4 Let � be a (d +1)-dimensional compact oriented Riemannian manifold
with smooth boundary �.

1. (Raulot-Savo [232])

σ rs
1,d(�) ≤ |�|

|�| .

If equality holds, then�must be harmonic. (As a partial converse, if� is harmonic,
then |�|

|�| lies in the spectrum of Drs
d .)

2. (Raulot-Savo [233]) If � is a Euclidean domain then

σ rs
1,p(�) ≤

(
p + 1

d + 1

) |�|
|�|

for p = 1, . . . , d. The inequality is strict when p < d+1
2 . When p ≥ p+1

2 , equality
holds iff � is a Euclidean ball.

For the equality statement in (1), the authors show that � is harmonic if and only
if the “mean-exit time” function E on �, given as the solution of �E ≡ 1 on � and
E = 0 on �, has constant normal derivative. In this case, ∗d E is an eigenform with
eigenvalue |�|

|�| .
Yang and Yu generalised the inequality in item (2), and Shi and Yu strengthened it

further as follows:
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Theorem 7.5 Let � be a (d +1)-dimensional compact oriented Riemannian manifold
with smooth boundary �. Suppose that the space of parallel exact 1-forms on � has
dimension m > 0. Then:

1. (Yang-Yu [266, Theorem 1.2])

σ̂ rs
k,p(�) ≤ C p

m−1

C p+1
m + 1− k

|�|
|�| (7.5)

for p = 1, . . .m − 1 and k = 1, 2, . . .C p+1
m . Here C 

k denotes the binomial

coefficient
(k
 

)
.

2. (Shi-Yu [242, Theorem 1.3]) σ̂ rs
1,p(�) + · · · + σ̂ rs

C p+1
m ,p

(�) ≤ C p
m−1

|�|
|�| for p =

1, . . .m − 1.

Open Question 7.6 Is Yang-Yu’s inequality sharp when k = 1 and p < d+1
2 ? Is it

sharp when k > 1?

7.2 Generalising the Hersch-Payne-Schiffer Inequality

Notation 7.7 Given a compact Riemannian manifold� with b connected components,
we denote the eigenvalues of the Laplace-Beltrami operator of � by

0 = λ0(�) ≤ λ1(�) ≤ · · ·

Note that the first non-zero eigenvalue is λb(�).

Thewell-knownHersch-Payne-Schiffer [137] inequality states for simply-connected
plane domains � that

σ j (�)σk(�)L(∂�)2 ≤ λ j+k(S
1) =

{
π2( j + k)2, j + k even

π2( j + k − 1)2, j + k odd
(7.6)

The inequality was proven by the clever trick of considering the product R(u)R(v)

of the Steklov Rayleigh quotients of suitably chosen functions u, v ∈ C∞(�) whose
harmonic extensions û and v̂ to � are harmonic conjugates.

This method is of course special to dimension two. Surprisingly, by using the
Steklov spectrum on differential forms, Yang and Yu generalised the Hersch-Payne-
Schiffer inequality to higher dimensions:

Theorem 7.8 [267] Let � be a compact, oriented (d + 1)-dimensional Riemannian
manifold with smooth boundary �. Then for every j, k ∈ Z+, we have

σ j (�) σ̂ rs
k,d−1(�) ≤ λ j+k+βd−2(�)

where βd is the dth Betti number of �.
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Observe that this result agrees with Eq. (7.6) when � is a 2-dimensional simply-
connected plane domain.

The key to Yang and Yu’s generalisation is the observation that harmonic functions
û and v̂ on a planar domain are harmonic conjugates if and only if

∗dû = d v̂

(up to sign) where ∗ denotes the Hodge star operator. In higher dimensions, starting
with a suitably chosen function u ∈ C∞(�) and its harmonic extension û to �, the
role of v̂ is played by a (d − 1)-form α̂ such that ∗dû = dα̂. (One of the defining
conditions placed on u guarantees that ∗dû is exact.) The proof then follows the outline
of Hersch, Payne and Schiffer’s proof.

Subsequently, Karpukhin [156] applied these results to obtain a version of the
Hersch-Payne-Schiffer inequality for connected surfaces of arbitrary genus γ and
b boundary components. In this case, we have d = 1 so σ̂ rs

k,d−1(�) = σk(�) and
β1 = 2γ + b − 1. Thus Theorem 7.8 says that

σ j (�)σk(�) ≤ λ j+k+2γ+b−3(�).

By finding an upper bound for λp+q+2γ+b−2(�) when � is a disjoint union of b
circles, Karpukhin obtained the Steklov eigenvalue bound stated earlier in this survey
as Theorem 3.3.

7.2.1 Geometric lower bounds

Notation 7.9 1. Let (�, g) be a compact d + 1-manifold with smooth boundary �.
For x ∈ �, let

κ1(x) ≤ κ2(x) ≤ · · · ≤ κd(x)

be the principal curvatures at x. Set

cp(�) = inf
x∈� (κ1(x)+ · · · + κp(x)).

� is said to be p-convex if cp(�) ≥ 0. In particular, 1-convexity is equivalent to
convexity.

2. Let W (p)(�) be the curvature term in Bochner’s formula for the Laplacian on
p-forms:

�(ω) = ∇∗∇ω + W (p)(�).

In particular, W (1)(�) and W (d)(�) coincide with the Ricci tensor.

Theorem 7.10 [Raulot-Savo [232, Theorems 1 and 3.] Assume that W (p)(�) ≥ 0. Let
p ∈ {1, . . . , d} and suppose that cp(�) > 0. Then
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1. If p < d+1
2 , we have

σ rs
1,p(�) >

d − p + 2

d − p + 1
cp(�).

2. If p ≥ d+1
2 , we have

σ rs
1,p(�) ≥ p + 1

p
cp(�).

Equality holds for the ball in Euclidean space Rd+1. If, moreover, p > d+1
2 , then

the ball is the only Euclidean domain for which equality holds.

The proof used a Reilly-type formula for differential forms.

Remark 7.11 1. Escobar’s Conjecture, cited in Sect. 4.1.1 asks whether σ1(�) ≥
c1(�) under the hypotheses that c1 > 0 and that � has non-negative Ricci cur-
vature. Under the same hypotheses as Escobar’s conjecture, the case p = 1 of
Theorem 7.10 says that σ rs

1,1(�) > d+1
d c1(�).

2. When p = d, we have cd(�) = d H , where H is the minimum on � of the mean
curvature. Thus the case p = d of the theorem says that if the Ricci curvature
of � is non-negative and the mean curvature of the boundary is positive, then
σ rs
1,d(�) ≥ (d + 1)H . The authors further prove in this case that equality holds if

and only if � is a Euclidean ball.

While Theorem 7.10 assumes p ≥ 1, Karpukhin [156] applied this theorem along
with Theorem 7.8 to obtain new geometric lower bounds for the Steklov spectrum on
functions:

Theorem 7.12 Assume that W (2)(�) ≥ 0 and that cd−1(�) > 0.

1. If dim(�) = d + 1 ≥ 4, then

σk(�) ≤
(

d − 1

cd−1(�)d

)
λm−1(�)

for all k ≥ 1.
2. If dim(�) = 3, then for all k ≥ b + 2, where b is the number of boundary

components of �, one has

σk <

(
2

3cd−1(�)

)
λk−1.

The short proof in the case that � is orientable combines Theorem 7.10 with p =
d − 1 (after noting that non-negativity of W (2) yields the same for W (d−1)) with
Theorem 7.8. The non-orientable case is proven by passing to a double cover.

123



110 B. Colbois et al.

7.2.2 Bounds in terms of geometry and the Hodge Laplace eigenvalues of the
boundary

Notation 7.13 Let �(p)
� denote the Hodge Laplacian acting on smooth p-forms on

�. We denote the non-zero eigenvalues of �(p)
� by

0 < λ̂1,p(�) ≤ λ̂2,p(�) ≤ · · ·

�
(p)
� leaves invariant the subspaces of harmonic forms (the zero eigenspace of �(p)

� ),
the exact forms, and the co-exact forms. For p > 0, denote the nonzero eigenvalues
of �(p)

� restricted to the exact p-forms by

0 < λ′
1,p(�) ≤ λ′

2,p(�) ≤ · · ·

In particular, we have λ̂k,p ≤ λ′
k,p.

Observe that

λ′
k,1(�) = λ̂k,0(�) = λk+b−1(�) (7.7)

where b is the number of connected components of� andλ j defined as inNotation 7.7.
The following result was first proven by Raulot and Savo [232] when R0 = 0. The

extension to the case R0 > 0 is due to Kwong [177].

Theorem 7.14 [232, Theorem 8], [177, Theorem 2.4 (part 4)]. We use Notation 7.1,
7.9 and 7.13. Assume that H p(�,�;R) = 0, that W (p) ≥ R0, and that cp(�) and
cd+1−p(�) are both non-negative. Then

2λ′
1,p ≥ R0 + cp(�)σ rs

1,d−p(�)+ cd+1−p(�)σ rs
1,p−1(�).

The hypotheses that the Ricci curvature is non-negative and the mean curvature is
positive imply that H1(�;�;R) = 0. (See [237, Theorems 2.6.1 and 2.6.4, Corollary
2.6.2]). Thus, in view of Eq. (7.7), the special case of p = 1 in Theorem 7.14 can be
restated as follows:

Theorem 7.15 [232, Theorem 9], [177, Theorem 2.4].Assume that the Ricci curvature
of � is bounded below by a non-negative constant R0 and that � has strictly convex
boundary (i.e., c1(�) > 0). Letting b be the number of boundary components of �,
we have

2λb(�) ≥ R0 + c1(�)σ rs
1,d−1(�)+ (d)(H)σ1(�)

where H is the minimum value of the mean curvature of �. If d ≥ 3, then equality
holds if and only if R0 = 0 and � is a Euclidean ball.

This theorem sharpens a result of Escobar [88, Theorem 9], who showed under the
same hypotheses that 2λb(�) > (d)(H)σ1(�).
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7.2.3 Manifolds isometrically immersed in Rm

For compact (d + 1)-dimensional Riemannian manifolds � with boundary that are
isometrically immersed in Rm for some m, Michel [202] compared σ rs

1,p and σ rs
1,p−1

in the presence of geometric bounds.

Notation 7.16 Define a tensor field T (p) on � as follows: For x ∈ � and n a normal
vector to � at x, the shape operator Sn gives rise to a self-sdjoint endomorphism S p

n
of �p

x (�) given by

S p
n (ω)(X1, . . . , X p) =

p∑
j=1

ω(X1, . . . , Sn(X j ), . . . , X p).

Define T p
x to be the self-adjoint non-negative endomorphism of �p

x (�) given by

T (p)
x =

r∑
i=1

(S p
ni )

2

where {n1, . . . ,nr } is an orthonormal basis for the normal bundle to � at x. (The
definition is independent of the choice of basis.)

Theorem 7.17 [202] Suppose that the (d+1)-dimensional compact Riemannian man-
ifold � is isometrically immersed in Rm. Let p ∈ {1, . . . , d}. In the notation of 7.9
and 7.16, if � has p-convex boundary and W (p) ≥ T (p), then

σ rs
1,p(�) ≥ σ rs

1,p−1(�)+ cp(�)

p
.

If m = d + 1 and d+3
2 ≤ p ≤ d, then equality holds when � is the Euclidean unit

ball.

Note that when m = d + 1, i.e., � is a Euclidean domain, the only relevant
hypothesis is p-convexity since W (p) ≡ T (p) ≡ 0 in that case.

7.3 Karpukhin’s Dirichlet-to-Neumann operator and its spectrum

In this subsection, � is assumed to be oriented. Karpukhin’s notion of the Dirichlet-
to-Neumann operator on forms is a modification of that of Belishev and Sharafutdinov
and is motivated by Maxwell’s equations.

Definition 7.18 [157] Given η ∈ Ap(�), let η̃ ∈ Ap(�) be any solution of

⎧⎪⎨
⎪⎩
�η̃ = 0

i∗η̃ = η

δη̃ = 0

(7.8)
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Then Karpukhin’s Dirichlet-to-Neumann operatorDK
p : Ap(�) → Ap(�) is defined

by

DK
p (η) = ν� dη̃.

The author proves thatDK
p is well-defined by first showing that the set of solutions of

Eq. (7.8) is an affine space with associated vector spaceHD(�). As was the case with
Drs

0 , the operator DK
0 coincides with D : C∞(�) → C∞(�).

Note that the condition ν � η̂ = 0 in Definition 7.2 has been replaced here by the
condition that η̃ be co-closed.Observe that i∗ω = 0 = ν � dω for allω ∈ d(Ap−1

D (�)),
and the Hodge-Morrey-Friedrichs decomposition (7.1) shows thatAp(�) is the direct
sum of d(Ap−1

D (�)) with the space of co-closed p-forms.
TheHodge decomposition and the fact that all harmonic forms on a closedmanifold

are co-closed show thatAp(�) is the vector space direct sum of the subspaces of exact
p-forms and of co-closed p-forms. Karpukhin [157, Theorem 2.3] showed

(i) DK
p is identically zero on the space of exact forms on �.

(ii) The restriction to the space of co-closed forms on� is a non-negative operator with
compact resolvent and discrete spectrum. Moreover, the kernel of the restricted
operator has dimension Ip given by

Ip := dim(i∗H p(�;R)). (7.9)

(iii) DK
d ≡ 0; thus the operator is of interest only on forms of degree at most d − 1.

We will denote the eigenvalues of DK
p restricted to the space of co-closed forms by

0 ≤ σ K
1,p(�) ≤ σ K

2,p(�) ≤ · · ·

and the non-zero eigenvalues by

σ̂ K
k,p(�) := σ K

k+Ip,p(�).

Open Question 7.19 Is DK
p a pseudo-differential operator?

Example 7.20 [157, 233] Let� = B
d+1 be the Euclidean unit ball of dimension d +1

and thus � = S
d . Recall (Example 2.1) that the Dirichlet-to-Neumann operator on

C∞(Sd) and the Laplace-Beltrami operator of Sd have the same eigenspaces, namely
the restrictions to S

d of the homogeneous harmonic polynomials of degree k for
k = 0, 1, 2, . . .. In the case of p-forms, somewhat similar relationships exist between
the eigenspaces of the Hodge Laplacian of Sd (computed by Ikeda and Taneguchi in
1978) and those of both Drs

p and DK
p as we now describe.

Let Pk,p denote the space of all homogeneous polynomial p-forms of degree k.
(Here ω ∈ Ap(�) is said to be a homogeneous polynomial p-form of degree k if,
relative to the standard basis {dxi1 ∧ · · · ∧ dxi p ; 1 ≤ 11 < · · · i p ≤ d + 1} of
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�p(Rd+1), all its coefficient functions are homogeneous polynomials of degree k.)
Let

Pc c
k,p = {ω ∈ Pk,p : δω = 0}.

We first recall Ikeda and Taneguchi’s computation of the eigenspaces of the Hodge
Laplacian on S

d . Recalling Notation 7.1, let

H ′
k,p = Pc c

k,p ∩Hp(Rd+1)

and

H ′′
k,p = Pc c

k,p ∩Ap
N (Rd+1).

For 1 ≤ p ≤ d − 1, the collection of subspaces {i∗H ′
k,p, i∗H ′′

k,p : k = 1, 2, . . .} is a
complete eigenspace decomposition for the Hodge Laplacian on Ap(Sd). Moreover,
the subspaces i∗H ′

k,p, k = 1, 2, . . . together span the space of exact forms, and the
subspaces i∗H ′′

k,p together span the co-exact forms.
We first consider the co-exact subspaces. Let η ∈ i∗H ′′

k,p. Since H ′′
k,p consists of

tangential co-closed harmonic forms, we have η̂ = η̃ in the notation of Definitions 7.2
and 7.18. Thus Drs

p and DK
p agree on this subspace. For both operators, i∗H ′′

k,p is an
eigenspace with eigenvalue p + k.

Next consider the exact subspaces. It turns out that each i∗H ′
k,p is an eigenspace

for Drs
p with eigenvalue (k + p − 1) d+2k+1

d+2k−1 . However, in contrast to the case of the
co-closed forms, the tangential harmonic extensions of elements of i∗H ′

k,p are not
polynomial forms. On the other hand, for all k, elements η ∈ i∗H ′

k,p have co-closed
polynomial harmonic extensions η̃ lying in H ′

k,p. Since dη̃ = 0 and thus ν � η̃ = 0,

the operator DK
p is identically zero on the exact forms, in agreement with statement

(i) above.
Finally, for p = d, we have Ad(Sd) = d Ad−1(Sd)⊕ Rω, where ω is the volume

form of Sd . All three operators (the Hodge Laplacian,Drs
d andDK

d ) vanish on ω while
the behaviour on the exact forms is the same as in the case 1 ≤ p ≤ d−1. In particular,
DK

d ≡ 0 in agreement with (iii).

The eigenvalues σ K
k,p, k = 0, 1, 2 . . ., satisfy the variational characterisation (see

[157, Theorem 2.3]):

σ K
k,p(�) = max

E
min
η⊥E

i∗ϕ=η

‖dϕ‖2
L2(�)

‖η‖2
L2(�)

. (7.10)

where E varies over all k-dimensional subspaces of Ap(�) consisting of co-closed
p-forms. The maximum is achieved when E is spanned by the first k-eigenforms, η
is a σ K

k,p-eigenfunction, and ϕ satisfies Eq. (7.8) (with ϕ playing the role of η̃). (Note
that dϕ is independent of the choice of solution to Eq. (7.8).
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Theorem 7.21 [157, Theorem 2.5]. For 0 ≤ p ≤ d − 1, one has

σ̂ rs
k,p(�) ≤ σ̂ K

k,p(�)

for all k = 1, 2, . . .

The proof compares the variational characterisations of eigenvalues.
Girouard, Karpukhin, Levitin and Polterovich proved the following analogue of

Eq. (2.3). Recall that the Hodge Laplacian �
(p)
� on � = ∂� leaves invariant the

subspace of co-closed p-forms in Ap(�).

Theorem 7.22 [114, Theorem 5.6] Let

0 ≤ λ̃0(�) ≤ λ̃1(�) ≤ · · ·

denote the eigenvalues of �(p)
� restricted to the subspace of co-closed forms inAp(�).

Then there exists a constant C such that∣∣∣∣σ K
k,p(�)−

√
λ̃k(�)

∣∣∣∣ ≤ C . (7.11)

As a consequence, they obtained the following Weyl law [114, Theorem 5.8]:

#{σ K
k,p(�, g) < σ } =

(
d − 1

p

) |Bd ||�|g
(2π)d

σ d + o(σ d) (7.12)

where d + 1 = dim(�) ≥ 2.

Open Question 7.23 Can the error bound in the Weyl Law (7.12) for the asymptotics
of σ K

k,p be improved to O(σ d−1)?

This would follow from an affirmative answer to Question 7.19. See [114, Remark
5.9] for further comments.

Karpukhin remarks that many of the eigenvalue inequalities for the Raulot-Savo
eigenvalues σ rs

k,p have analogues for σ K
k,p and in fact can be reproven using Theo-

rem 7.21. He illustrates with the following generalised and strengthened version of
Theorem 7.8.

Theorem 7.24 [157, Theorem 2.7]. Let � be a compact, oriented (d +1)-dimensional
Riemannian manifold with smooth boundary �. Then for every j, k ∈ Z+ and every
p ∈ {0, 1, . . . , d − 1}, we have

σ̂ K
j,p(�)̂σ K

k,d−1−p(�) ≤ λc c
Ip+ j+k−1+βd−p

(�).

Here 0 ≤ λc c
1,p(�) ≤ λc c

2,p(�) ≤ · · · are the eigenvalues of the Hodge Laplacian of
� acting on the space of co-closed p-forms.

If j = k = 1, then equality holds for all p ∈ {0, 1, . . . , d − 1} when � is a
Euclidean unit ball.
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Observe that Theorem 7.8 follows from the case p = 0 of Theorem 7.24 together
with Theorem 7.21. In view of the fact that the inequality in Theorem 7.24 is sharp
when j = k = 1, it is interesting to ask whether other inequalities for the Raulot-Savo
eigenvalues have sharp versions for Karpukhin’s eigenvalues.

7.3.1 Conformally invariant case: d = 2p+ 1

Suppose that the dimension d + 1 of � is even and let p = d−1
2 . Then, analogous

to the case of the Steklov spectrum on functions in dimension two, the variational
characterisation of eigenvalues (7.10) shows that the eigenvalues σ K

k,p are invariant
under conformal changes of metric provided the conformal factor is trivial on the
boundary �.

Motivated by the literature on optimizing Steklov eigenvalues on surfaces discussed
in Sect. 5, Karpukhin proposes:

Problem 7.25 [157] Given a closed oriented Riemannian manifold (�, h) of dimen-
sion d = 2p + 1, let [�, h]m denote the collection of all orientable Riemannian
manifolds (�, g) with ∂� = �, g|� = h and βd−p(�) = m. For fixed m and k,
investigate

sup {σ K
k,p(�, g) : (�, g) ∈ [�, h]m}.

The following theorem shows that the supremum is always finite.

Theorem 7.26 [157, Theorem 2.11] Suppose d = 2p + 1. Then with the notation and
hypotheses of Theorem 7.24, we have

σ̂ K
k,p(�)2 ≤ λc c

Ip+2k−1+βp+1
(�).

Moreover, when k ≤ 1
2

(2p+2
p+1

)
, equality holds for the Euclidean unit ball.

The inequality is immediate from Theorem 7.24.

Conjecture 7.27 [157]

• The inequality in Theorem 7.26 is sharp for all k.

• When k ≤ 1
2

(2p+2
p+1

)
, equality holds only for the Euclidean unit ball.

8 Inverse problems: positive results

In this sectionwe discuss some recent “positive" inverse spectral results for the Steklov
problem. By “positive" we mean that we are looking for geometric information that
can be recovered from the Steklov spectrum.

The analogous problem for the Laplacian, either on a closed manifold or with
Dirichlet, Neumann, or Robin conditions on a domain, has been well-studied. The
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traditional approach is to look for spectral invariants—quantities which can be deter-
mined from the spectrum of the Laplacian and which have some geometric meaning.
With these invariants, one may then try to prove results such as spectral rigidity: prov-
ing that all elements of a certain restricted class of domains or manifolds are spectrally
distinguishable.

The hunt for spectral invariants of the Laplacian starts with Weyl’s asymptotics.
Weyl proved in 1911 (in the cases d = 1 and d = 2) that when� ⊂ R

d+1 is bounded
and has sufficiently regular boundary,

N (λk ≤ λ) = Cd |�|λ(d+1)/2 + o(λ(d+1)/2),

where Cd is a dimensional constant [261]. This estimate has been generalised to
all dimensions and refined significantly over the last century. Notably, in 1980, Ivrii
proved a two-term asymptotic formula under the assumption that the set of all periodic
geodesic billiards on � has measure zero [146]:

N (λk ≤ λ) = Cd |�|λ(d+1)/2 + C ′
d |∂�|λd/2 + o(λd/2).

Similar asymptotics hold under similar assumptions in the case where � is a closed
manifold (see for example Duistermaat andGuillemin [79]), or a domain in a complete
manifold; we will not discuss them here.

The use of these asymptotics for inverse problems is that since the counting function
is spectrally determined, so are the coefficients of the expansion on the right-hand
side. This shows that the volume of � may be determined from the spectrum of the
Laplacian, and similarly the volume of ∂�may be recovered under the aforementioned
dynamical assumptions.

In order to obtain more spectral invariants, we may turn to heat invariants. It was
shown byMcKean and Singer in 1967 [200] that for a smooth manifold with boundary
of dimension d + 1, the trace of the heat kernel, T r H(t), has a short-time asymptotic
expansion as t → 0 given by

T r H(t) =
∞∑
j=0

a j t
−(d+1)/2+ j/2.

Here the quantities a j may be computed recursively, and each is an integral, over �,
of a polynomial in the curvature of � and its derivatives, plus an analogous integral
over ∂� involving the principal curvatures of the boundary. See the appendix of [213]
and the references therein, including [201]. The key point is that since

T r H(t) =
∞∑

k=1

e−λk t ,

the heat trace, and thus all of the coefficients ai , are spectral invariants. We call the ai

the “heat invariants”.
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The first term a0 is a dimensional constant times the volume of�, so that volume is
a spectral invariant. Likewise, it follows from examining a1 that the volume of ∂� is
a spectral invariant, even when the dynamical assumption needed to obtain a second
term in Weyl’s law is not satisfied. The coefficient a2 was first studied by McKean
and Singer [200], who showed that if � is a compact surface with boundary then a2
is a nonzero multiple of the Euler characteristic, and therefore the Euler characteristic
is a spectral invariant. More can be done, though the calculation of the ai is recursive
and some of the formulas for ai , i ≥ 3, are harder to interpret geometrically. See, for
example, [110] for a detailed discussion of these formulas.

A more exotic approach to spectral invariants is to make use of the spectral zeta
function, defined for %s large by

ζ(s) :=
∞∑

k=1

λ−s
k .

This functionmay then bemeromorphically continued to the complex plane bywriting

ζ(s) = 1

�(s)

∫ ∞

0
t s−1T r H(t) dt

and taking advantage of the short-time asymptotic expansion of the heat trace. Since
the spectral zeta function is spectrally determined, so are all special values of the zeta
function and its derivatives.

A particularly useful special value is the determinant of the Laplacian, defined by

det� := e−ζ ′(0).

In a series of celebrated papers in the late 1980s,Osgood, Phillips, andSarnakusedboth
the determinant and the heat invariants to show that any isospectral family of planar
domains is compact in a natural C∞ topology [213, 214]. Specifically, they used the
determinant together with some calculus of variations and the first couple of heat
invariants to prove compactness in the Sobolev space Hs for some s > 0 [214]. They
then used the heat invariants {ai } to bootstrap the argument and obtain compactness
for every real s, with each successive heat invariant improving the Sobolev order
by one [213]. Although they were not able to explicitly compute each heat invariant
without recursion, they were able to isolate key terms which enabled them to prove
compactness. See [213, Appendix].

8.1 Steklov spectral invariants

Manyof the techniques used for theLaplacian are naturally used in theSteklov problem
as well. For example, there are Weyl asymptotics:

N (σk ≤ σ) = Cd |∂�|σ d + o(σ d), (8.1)
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where again Cd is an explicit dimensional constant.
The asymptotics (8.1) are due to various authors under various assumptions on

smoothness of the boundary. In the case where � is a domain in Euclidean space and
∂� is C1, it was proved by Agranovich in 2006 [2].

Open Question 8.1 Show that (8.1) holds whenever ∂� is Lipschitz.

Recently, Karpukhin, Lagacé, and Polterovich have done this for d + 1 = 2 [160].
Observe that the exponent in (8.1) is d rather than (d + 1)/2. At least in the

case of smooth boundary, this is because the Steklov spectrum is the spectrum of a
pseudodifferential operator of order 1 on a d-dimensional manifold, rather than the
spectrum of a differential operator of order 2 on a d + 1-dimensional manifold. For
the same reason, the leading term is a geometric constant times the volume of the
boundary ∂�, showing that |∂�| is a Steklov spectral invariant.

As with the Laplacian, there is sometimes a second term in these asymptotics,
subject to certain assumptions concerning the dynamics of the geodesic flow on ∂�.
For example, if ∂� is smooth and its periodic geodesics form a set of measure zero in
its cotangent bundle, then one recovers a two-term Weyl law from the results of [79],
see [228, Remark 5.7]. However, as with the Laplacian, there are no further terms.

Although theWeyl asymptotics are the best results available in dimension d+1 > 2,
the case d +1 = 2 is quite different, due to the conformal invariance of the Laplacian.
Suppose that � is a simply connected surface with smooth boundary. In this case, it
has been known since the 1970s that the Steklov spectrum has very precise asymptotic
behaviour [235, 239]. Specifically, let D|∂D| be a disk with the same perimeter as �.
Then

|σk(�)− σk(D|∂D|)| = O(k−∞).

In other words, the eigenvalues of � converge quite rapidly to a doubled arithmetic
progression.

Remark 8.2 In 2014, Girouard, Parnovski, Polterovich and Sher investigated the d=2
case where� is not simply connected [116]. Suppose that� is a smooth surface with
boundary, which has N boundary components with lengths  1, . . . ,  N , and let U be
a union of N disks with perimeters  1, . . . ,  N . Then

|σk(�)− σk(U )| = O(k−∞).

Using some elementary number theory, they were able to prove that the multiset
{ 1, . . . ,  N } of boundary lengthsmay be determined algorithmically from the Steklov
spectrum σ(�) [116]. This work is described in detail in [116, Section 2].

The othermethods of obtaining spectral invariants have also beenused in theSteklov
setting. Polterovich and Sher made a systematic study of Steklov heat invariants [228],
proving among other things that the total mean curvature of ∂� is a Steklov spectral
invariant. This was then used to show that a ball in R

3 is uniquely determined by its
Steklov spectrum among all domains in R

3 [228].
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The Steklov spectral zeta function may be defined similarly to the Laplace spectral
zeta function. It was exploited in a notable series of papers by Julian Edward from
the late 1980s and early 1990s. In his first paper he used the zeta function to show
that a disk in R

2 is uniquely determined among simply connected domains by its
Steklov spectrum [80]. (This may also be deduced either from the Weyl asymptotics
or fromWeinstock’s inequality 3.1, and is in fact true even among all domains since the
number of boundary components is determined, see Remark 8.2.) In a follow-up work
he investigated compactness of isospectral sets of simply connected planar domains
along the lines of Osgood, Phillips, and Sarnak [81]. Although he was not quite able
to prove compactness of isospectral sets in the C∞ topology, he was able to prove it
in the H5/2−ε topology for any ε > 0, thus carrying out the first step of the program
of Osgood, Phillips, and Sarnak [213, 214] in the Steklov setting.

8.2 Isospectral compactness

Recently, Alexandre Jollivet and Vladimir Sharafutdinov [152] have completed the
program started by Edward.

Theorem 8.3 [152, Theorem 1.3] Suppose that {�i } is a sequence of Steklov isospec-
tral, compact, simply connected, possibly multisheeted planar domains. Then there
exists a subsequence of {�i } which converges to a limit � in the C∞ topology.

The proof is an interesting variation on the techniques of Osgood, Phillips, and Sarnak
in [213, 214] and we give a sketch of it here.

The main problem is that in [213], the authors used the Laplace heat invariants to
perform their bootstrapping procedure. However, in two dimensions, all Steklov heat
invariants beyond the first are non-local and as such cannot be computed by the same
recursive methods typically used to compute Laplace heat invariants. In general, as
shown in [228], only the first d Steklov heat invariants are local. So there is no hope
of being able to use a structure theorem for heat invariants to complete the proof.

Nevertheless, Jollivet and Sharafutdinov are able to use a set of invariants drawn
from the Steklov zeta function, which they call “zeta-invariants”, to replace the role of
the heat invariants. These invariants were originally defined in a paper of Malkovich
and Sharafutdinov [190]. To define these zeta-invariants, Jollivet and Sharafutdinov
use the well-known fact that if � is a compact, simply connected planar domain,
then the Steklov eigenvalue problem is equivalent to the eigenvalue problem for the
operator aDS1 , where

a(z) = |
′(z)|−1, 
 : D → � is biholomorphic. (8.2)

In this translation, also used by Edward [80, 81] and dating back much earlier [235],
the inverse spectral problem is equivalent to the problem of determining a(z) from the
spectrum of aDS1 . The zeta-invariants are defined by

Zm(a) := Tr[(aDS1)
2m − (−ia

d

dθ
)2m].
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Although Edward did not use the notation of zeta-invariants, his proof of isospectral
compactness in H5/2−ε uses the zeta-invariants Z1(a) and Z2(a) as well as the special
values of the zeta function ζ(−1) and ζ(−3) [81]. To do this he computed a formula
for Z1(a) in terms of the Fourier coefficients âm of a:

Z1(a) = 2

3

∞∑
n=2

(n3 − n)|ân|2.

This formula was then generalised by Malkovich and Sharafutdinov to a formula for
Zm(a) [190].

The key novel observation of Jollivet and Sharafutdinov is a lower bound for Zm(a),
namely

Theorem 8.4 [152, Theorem 1.1]. Let m ≥ 1 and let b = am. Then there is a constant
cm depending only on m such that for any smooth function a,

Zm(a) ≥ cm

∞∑
n=m+1

n2m+1|b̂n|2.

This lower bound builds on their prior work in [151] and turns out to be enough for
them to prove Theorem 8.3. In essence it fills the same role that the structure theorem
for higher heat invariants plays in [213]. Given a sequence of isospectral domains�k ,
let ak be the corresponding sequence of functions defined as in Eq. (8.2). The authors

use their lower bound on Zm(a) to obtain control over the Hm+ 1
2 -norms of ak and

thus prove compactness in Hm+ 1
2−ε for each m.

One might also consider the case of multiply connected domains. Indeed, Osgood,
Phillips, and Sarnak were able to prove an isospectral compactness theorem in that
setting as well [215].

Open Question 8.5 Are families of multiply connected, compact, Steklov isospectral
planar domains necessarily compact in the C∞ topology?

Remark 8.6 For certain restricted classes of manifolds, much stronger results than
isospectral compactness may sometimes be deduced. See, for example, the papers
[70] by Daudé, Kamran and Nicolau and [108] by Gendron, in the setting of warped
product manifolds.

8.3 Steklov spectral asymptotics with corners

As discussed in Remark 8.2, Steklov spectral asymptotics in two dimensions, for ∂�
smooth, are straightforward: the spectrum converges extremely rapidly to a doubled
arithmetic progression, or a union of such progressions in the case where ∂� has more
than one connected component. However, it has been known for a long time that the
presence of corners on ∂� changes the picture substantially. We highlight some recent
developments on asymptotics in these settings and then discuss the inverse spectral
applications.
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8.3.1 Sloshing asymptotics

The first recent results on these asymptotics come in the case of a mixed Steklov-
Neumann problem known as the sloshing problem. In this problem, � is taken as a
simply connected region in R

2 whose boundary decomposes in a piecewise smooth
fashion as S ∪ W , where S is a segment of the x-axis of length L from point A to
point B, and W is a curve in the lower half-plane from point B to point A. We let
α and β be the interior angles of � at A and B respectively. We then consider the
mixed Steklov-Neumann problem obtained by imposing Steklov conditions on S and
Neumann conditions on W . There is an analogous Steklov-Dirichlet problem as well.

Computations of these eigenvalues can be done directly in some very specific cases
such as the equilateral triangle. Based on these computations and on considerable
numerical evidence, Fox and Kuttler conjectured in 1983 [91] that in the case where
α = β,

σk · L = π(k + 1

2
)− π2

4α
+ o(1).

Recently, Levitin, Parnovski, Polterovich, and Sher proved the following generalisa-
tion of the Fox-Kuttler conjecture [182]:

Theorem 8.7 [182, Theorem 1.1] Suppose that � is a sloshing domain where W is
piecewise C1 and the angles α and β are less than π/2. Then

σk · L = π

(
k + 1

2

)
− π2

8

(
1

α
+ 1

β

)
+ o(1).

Observe that the angles produce a shift in the asymptotics of the eigenvalues. More-
over, if the domain is symmetric, the angles may be recovered from those eigenvalue
asymptotics.

Remark 8.8 Some comments:

• There is a similar result for the Steklov-Dirichlet problem; all that changes is that
the minus sign in front of the term with the angles becomes a plus sign.

• If W is straight near the corners, the remainder estimate can be improved from
o(1).

• The angles α and/or β may be allowed to equal π/2 under the assumption that �
satisfies a local John’s condition (see [182] for the definition).

The proof of Theorem 8.7 relies on a construction of quasimodes, that is, approxi-
mateSteklov eigenfunctions corresponding to approximateSteklov eigenvalues. These
quasimodes are constructed by using what physicists call the method of matched
asymptotic expansions: namely, one may glue a traveling wave along S to solutions
of model problems near its endpoints. Conveniently, appropriate model solutions near
the corners were originally given by Peters [220]. The gluing construction, in the end,
produces a sequence of quasimodes which are accurate enough to show that there is a
real Steklov eigenvalue near each quasi-eigenvalue.
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Amajor challenge in the proof, and in any similar quasimode construction, is that it
is difficult to show that this construction does not “miss” any Steklov eigenvalue—in
essence, that the set of quasimodes is complete. In this case this difficulty is handled
by combining ODE techniques based on [211] with domain monotonicity.

8.3.2 Steklov spectral asymptotics for polygons

The methods used to tackle the sloshing problem in [182] were further developed by
the same authors to give precise Steklov spectral asymptotics for curvilinear poly-
gons [183]. Throughout this subsection, we let� be a curvilinear polygon, piecewise
smooth, with finitely many nonzero interior angles α j and side lengths  j , arranged
so that the  j appear in clockwise order and α j is the angle between  j and  j+1.

Theorem 8.9 [183, Theorem 1.4] Suppose that � is a curvilinear polygon all of whose
interior angles are in (0, π). Then there exists a sequence of quasi-eigenvalues {σ̂k},
which may be explicitly computed in terms of the side lengths and the angles, as well
as an explicitly computable ε0 > 0, for which

σk = σ̂k + O(k−ε0).

Although σ̂k may be computed in all circumstances, giving a full account is nota-
tionally complicated. Here we restrict to the case where no α j has the form π/n for
n ∈ N. In this case, we define matrices as follows:

A(α j ) =
⎡
⎣ csc( π2

2α j
) −i cot( π2

2α j
)

i cot( π2

2α j
) csc( π2

2α j
)

⎤
⎦ ; B( j , σ ) =

[
ei jσ 0
0 e−i jσ

]
;

C(α j ,  j , σ ) = A(α j )B( j , σ ).

Then for any given�with angles &α = (α1, . . . , αn) and side lengths & = ( 1, . . . ,  n),
we can define the parameter-dependent matrix T (&α, & , σ ) by

T (&α, & , σ ) = C(αn,  n, σ )C(αn−1,  n−1, σ ) . . .C(α1,  1, σ ).

With this, we define the following:

Definition 8.10 Suppose that no αi is equal to π/n. Then the quasi-eigenvalues σ̂k of
� are the non-negative values of σ for which 1 is an eigenvalue of T (&α, & , σ ).
Themultiplicity of σ̂k is the geometricmultiplicity of 1 as an eigenvalue of T (&α, & , σ̂k),
except that if σ̂1 = 0 it hasmultiplicity 1.Note also that 1 is an eigenvalue of T (&α, & , σ )
if and only if the trace of T (&α, & , σ ) equals 2, which assists in computations [183].
There are similar, if more notationally involved, expressions for σ̂k when one or more
of the angles α j has form π/n.

The condition that T (&α, & , σ ) have eigenvalue 1 should be viewed as a quantisation
condition. Along each side of a polygon, a Steklov eigenfunction of sufficiently high
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energy σ will look like a traveling wave with frequency σ . The matrices A(α) should
be viewed as transmissionmatrices at the corners, and B( , σ ) asmatrices representing
propagation along each side. The condition that 1 be an eigenvalue of T is the condition
that when the wave propagates all the way around the polygon, it comes back with the
same phase.

The proof of Theorem 8.9 is again a quasimode construction, gluing together travel-
ing waves along each side with model solutions in each corner. The model solutions in
the corner are obtained by doubling the Peters solutions used in the sloshing problem.
There are a number of technical complications related to the curvilinear boundary, and
proving completeness is again quite difficult, but all this can be overcome.

A natural open question is the following:

Open Question 8.11 Can the condition that the angles of � are in (0, π) be relaxed
to (0, 2π)?

Based on numerical evidence the answer appears to be “yes”, but the proof techniques
used here depend very strongly on the angles being less than π .

8.3.3 Inverse spectral problem for polygons

As discussed earlier, it is possible to recover the boundary lengths of a surface from
its Steklov spectrum. This poses the natural question: what geometric information can
be recovered from the Steklov spectrum of a polygon �? In particular, can the side
lengths and/or angles be recovered? The following theorem, due to Krymski, Levitin,
Parnovski, Polterovich, and Sher [173], indicates that the answer is generically yes,
at least up to a natural symmetry involving the angles.

Theorem 8.12 [173, Theorem 1.9] Suppose that � is a curvilinear polygon, with all
interior angles in (0, π), and with no interior angle equal to π/n for any n. Suppose
also that the lengths { 1, . . . ,  n} are incommensurable over {−1, 0, 1}. Then

1. The side lengths  j , in order, may be recovered from the Steklov spectrum.
2. The vector

cos(&α) :=
(
cos

π2

2α1
, . . . , cos

π2

2αn

)

may be recovered from the Steklov spectrum.

Moreover, the procedure to recover these is constructive.

The procedure has two steps. First, the Steklov spectrum is used to reconstruct
the polynomial T (&α, & , σ ) via the construction of an infinite product and use of the
Hadamard-Weierstrass factorisation theorem. Second, the vectors cos(&α) and & are
recovered from T (&α, & , σ ). This second recovery is fully algorithmic and can be imple-
mented by computer.

Remark 8.13 • Observe that there is no hope of recovering &α from T (&α, & , σ ), as the
definition of T may be written so that it only involves cos(&α).
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• There are further results when one or more of the angles is π/n for n even; see
[173, Section 1.3] for details.

• The condition about incommensurability is necessary, as without this assumption
one may construct two different polygons with the same T (σ ). The same is true
if one or more angles are π/n for n odd. See [173, Subsection 3.3].

Many questions here are still open, for example:

Open Question 8.14 Under the hypotheses of Theorem 8.12, can the angles them-
selves, and not just cos(π2/2α), be recovered from the Steklov spectrum?

In order to address this one will need to use some sort of non-asymptotic information
from the Steklov spectrum, as the asymptotic behaviour does not distinguish between
two different angles with the same value of cos(π2/2α).

8.4 Inverse problems on orbifolds

Orbifolds are a generalisation of manifolds in which certain types of singularities
may occur. The simplest examples of orbifolds, the so-called “good orbifolds”, are
quotients O := H\M of a manifold M by a discrete group H acting smoothly and
effectively with only finite isotropy. (“Effective” means that the identity element of �
is the only element that acts as the identity transformation.) Points inO can be viewed
as H -orbits of the action of H on M , hence the name “orbifold”. Letting π : M → O
be the projection, the boundary of O is given by

∂O = π(∂M). (8.3)

Singularities occur at elements ofO for which the corresponding orbit has non-trivial
isotropy in H . The isotropy type of the singularity is the isomorphism class of the
isotropy group.

Arbitrary n-dimensional orbifolds locally have the structure of good orbifolds.
Every point in the interior of an orbifold has a neighborhoodU modelled on a quotient
�\Ũ of an open set Ũ ⊂ Rn by an effective action of a (possibly trivial) finite group.
A neighborhood of each boundary point has a similar model but with the role of Rn

played by a closed half-space of Rn .
Orbifolds are stratified spaces: the regular points form an open dense stratum, and

the singular strata are connected components of the set of singular points with a given
isotropy type.

Example 8.15 In the two-dimensional case, all singular strata are classified as follows:

1. Cone points p of order m, 2 ≤ m ∈ Z+: A neighborhood of p is modelled on the
quotient of a disk by the cyclic group generated by rotation.

2. Reflectors: These are 1-dimensional singular strata. A neighborhood of a point in
the reflector is modelled on the quotient of a disk by reflection across a diameter.

3. Dihedral points: These are points where two reflectors come together at an angle
of π

m for some m ∈ Z+. A neighborhood of the point is modelled on the quotient
of a ball by a dihedral group of order 2m.

123



Some recent developments on the Steklov eigenvalue problem 125

Fig. 5 “Half-disk” orbifold. The double lines denote a reflector edge

For n-dimensional orbifolds, one can have singular strata of any dimension < n.
The only strata of co-dimension one are reflectors (modelled on quotients of a ball by
reflection across a plane through the center).

Riemannian metrics on a good orbifold O := H\M are defined by H -invariant
Riemannian metrics on M . Letting π : M → O be the projection, a function f :
O → R is said to be C∞ if π∗ f ∈ C∞(M). Since the Laplacian of M commutes
with the isometric action of H , one can define a Laplace operator on C∞(O) by
π∗�O f = �M ◦π∗ f , where�M is the Laplace-Beltrami operator of M . On arbitrary
orbifolds, Riemannian metrics are defined locally using orbifold charts, subject to
a compatibility condition to obtain a global Riemannian metric. The Laplacian is
similarly defined.

The Dirichlet-to-Neumann operator and Steklov spectrum on orbifolds were
introduced in [6] by Arias-Marco, Dryden, Gordon, Hassannezhad, Ray, and Stan-
hope The Dirichlet-to-Neumann operator on compact Riemannian orbifolds is a
pseudo-differential operator with discrete spectrum. The variational characterisation
of eigenvalues (2.5) remains valid in the orbifold setting.

Remark 8.16 Any orbifold O whose only singular strata are reflectors is a good orb-
ifold. Moreover, the underlying topological space O of O has the structure of a
manifold with boundary. ∂O is the union of the orbifold boundary ∂O and the reflec-
tor strata. For example, a “half-disk” orbifold, the quotient of a disk by reflection, is
pictured in Fig. 5; the reflector stratum is indicated by a double line.

Functions f ∈ C∞(O)must have normal derivative zero on the reflectors since they
pull back to reflection-invariant functions on the double M . Thus the Steklov eigen-
value problem on O is equivalent to a mixed Steklov-Neumann eigenvalue problem
on the manifold O.

For both the Laplace spectrum and the Steklov spectrum, it is natural to ask the
following:

• Does the spectrum detect the presence of singularities? Equivalently, are Rie-
mannian orbifolds with singularities spectrally distinguishable from Riemannian
manifolds?

This question remains open even in the case of the Laplace spectrum although there
are many partial results. The heat asymptotics for closed Riemannian orbifolds were
developed by Donnelly [75] in the case of good Riemannian orbifolds and generalised
to arbitrary closed Riemannian orbifolds by Dryden, Gordon, Greenwald, and Webb
([76] and errata [77]). From the heat asymptotics, one can show for example that
the Laplace spectrum detects whether an orbifold contains any singular strata of odd
co-dimension.
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In the setting of the Steklov spectrum, the question above can be split into two
questions:

Open Question 8.17 Does the Steklov spectrum detect the presence of singularities
on the boundary of a compact Riemannian orbifold?

Open Question 8.18 Does the Steklov spectrum detect the presence of singularities in
the interior of a compact Riemannian orbifold?

These questions were studied in the case of orbisurfaces, i.e., two-dimensional
orbifolds, in [6]. Before stating the results, we note that every component of the
boundary of an orbisurface is a closed one-dimensional orbifold that has one of the
following two structures:

• Type I: a circle. This type has no singularities.
• Type II: a “half-circle” Z2\S1, the quotient of a circle by a reflection. This type
has two singularities, both of which are reflector points.

For example, the half-disk orbifold in Remark 8.16 has boundary of the second type.
The following proposition and corollary generalise the results of Girouard,

Parnovski, Polterovich and Sher discussed in Remark 8.2.

Proposition 8.19 [6, Theorem 1.2] Let O be a compact Riemannian orbisurface. Sup-
pose that ∂O consists of r type I components of lengths  1, . . . ,  r and s type II
components of lengths  ′1, . . . ,  ′s . Let U be the disjoint union of r disks of circumfer-
ence  1, . . . ,  r and s half-disk orbifolds of boundary length  ′1, . . . ,  ′s . Then

|σk(O)− σk(U )| = O(k−∞).

.

Corollary 8.20 The Steklov spectrum of a compact Riemannian orbisurface deter-
mines:

1. the number of boundary components of each type and their lengths up to an
equivalence.

2. the number of singular points on the boundary.

The equivalence relation in the statement of the corollary is generated by the fol-
lowing: a single circular boundary component of length  1 together with a pair of type
II boundary components each of length  2 is equivalent to a single type I boundary
component of length 2 2 together with two type II components each of length 1

2 1.
The first statement cannot be improved since the disjoint union of a disk of boundary
length  1 and two‘half-disk orbifolds each of boundary length  2 is Steklov isospectral
to the disjoint union of a disk and two half-disks with the equivalent boundary lengths.

Next, consider Question 8.18 for orbisurfaces. By Example 8.15, there are three
types of singularities to consider. The first of these, orbifold cone points, can be viewed
as a special case of conical singularities. As discussed in Remark 2.10, they can be
removed by a σ -isometry and thus are not detected by the Steklov spectrum. Dihedral
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points can similarly be removed; the two reflectors that meet at the dihedral point
then become a single reflector. Thus every orbisurface is σ -isometric to an orbisurface
whose only interior singularities are reflectors. It is not known whether the Steklov
spectrum detects reflectors that do not intersect the orbifold boundary. In view of
Remark 8.16, this question is a special case of the following much more general
question that we pose in arbitrary dimension:

Open Question 8.21 Can a mixed Steklov-Neumann problem on a compact Rieman-
nian manifold �1 and a pure Steklov problem on a compact Riemannian manifold �2
have the same spectrum?

In dimension greater than two, Questions 8.17 and 8.18 are completely open.
One can also ask:

Open Question 8.22 Among Riemannian orbifolds with singularities, to what extent
does the Steklov spectrum recognise the types of singularities?

As the heat asymptotics yielded some positive inverse spectral results for the Lapla-
cian on orbifolds, one might start with the following:

Problem 8.23 Develop Steklov heat asymptotics for compact Riemannian orbifolds
with boundary.

9 Inverse problems: negative results

In this section, we address constructions of Steklov isospectral Riemannian manifolds
that are not isometric. Such constructions enable us to identify geometric or topological
invariants that are not spectrally determined.

Recall by Corollary 2.7 that σ -isometric Riemannian surfaces (as defined in Defi-
nition 2.6) are necessarily Steklov isospectral. Thus when working in dimension two,
our interest will be in Steklov isospectral surfaces that are not σ -isometric.

The current state of the art for constructing Steklov isospectral manifolds is almost
identical to that for Laplace isospectrality. There are two general techniques: the
Sunada technique (and various generalisations) and the torus action technique. These
techniqueswere initially introduced to construct Laplace isospectralmanifolds,with or
without boundary. In the case of non-trivial boundary, the methods generally produce
manifolds that are both Neumann and Dirichlet isospectral; moreover, the boundaries
of the manifolds are Laplace isospectral as well. Both methods are quite robust in that
they yield pairs or families of Riemannian manifolds that are simultaneously isospec-
tral for a wide range of spectral problems. In particular, in the case of manifolds with
boundary, the manifolds constructed by these methods are now known to be Steklov
isospectral as well.

Beyond these techniques, most constructions of either Laplace isospectral or
Steklov isospectral manifolds in the literature are via ad hoc methods, e.g., direct
computations of the spectra.

There is a very large literature on Riemannianmanifolds constructed via the Sunada
and torus action techniques. While most of this literature pre-dated the application to
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the Steklov problem, it immediately yields a vast number of examples of Steklov
isospectral manifolds. In particular, almost all known Laplace isospectral Riemannian
manifolds with boundary are also Steklov isospectral. (Plane domains are a notable
exception, as we will discuss later in this section.)

However, it is disappointing that we do not currently have methods for isospectral
constructions specific to the Steklov problem. In particular, the following questions
remain open:

Open Question 9.1 Do there exist Steklov isospectral Riemannian manifolds whose
boundaries are not Laplace isospectral?

This question can be rephrased asDoes the Steklov spectrum of a Riemannian manifold
determine the Laplace spectrum of its boundary?

Open Question 9.2 Do there exist Steklov isospectral Riemannian manifolds that are
not Neumann isospectral (other than σ -isometric surfaces)?

The analogous question with “Neumann” replaced by “Dirichlet” is also open.
Question 9.1was first posed in the earlier survey [119].We are hesitant to conjecture

an answer to this question. Throughout this survey, we have seen many relationships
between the Steklov spectrum of a Riemannian manifold (�, g) and the Laplace
spectrum of (∂�, g), so this question is natural and interesting. On the other hand,
there is no obvious connection between the Steklov spectrum and the Neumann or
Dirichlet spectrum. Thus one would expect Question 9.2 to have a positive answer.
The fact that the question is open seems primarily indicative of the challenge of coming
up with new methods for constructing Steklov isospectral manifolds.

All known examples of Steklov isospectral manifolds satisfy the following notion
of “strong Steklov isospectrality”:

Notation 9.3 Given a compact Riemannian manifold � with boundary and α ∈ R,
consider the Steklov eigenvalue problem with potential α:

{
�u = α u on �

∂νu = σu on ∂�
(9.1)

This is a well-defined problem with discrete spectrum, provided thatα is not a Dirichlet
eigenvalue for the Laplacian on �. We will denote its spectrum by Stekα(�). One
has an orthonormal basis of L2(∂�) consisting of α-Steklov eigenfunctions (more
precisely, of the restrictions to ∂� of the α-Steklov eigenfunctions).

Observe that Stek0(�) = Stek(�).
We will say that two compact Riemannian manifolds � and �′ are strongly Steklov

isospectral if they have the same Dirichlet spectrum and Stekα(�) = Stekα(�′) for
all α not in their common Dirichlet spectrum.

Remark 9.4 If one fixes σ and treats α as the unknown, then Eq. (9.1) becomes the
Robin eigenvalue problem with parameter σ . Thus � and �′ are strongly Steklov
isospectral if and only if they are isospectral for the Robin problem for every parameter
σ .
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Wenote that exceptwhenα = 0, the spectrumStekα(�, g) of aRiemannian surface
(�, g) is not invariant under σ -isometries. (See Definition 2.6.)

Open Question 9.5 Do there exist Steklov isospectral Riemannian manifolds that are
not strongly Steklov isospectral (other than σ -isometric surfaces)?

There is no reason to expect the Steklov spectrum to determine all the α-Steklov
spectra. As in the case of Question 9.2, new methods are needed to produce coun-
terexamples.

The outline of this section is as follows:

• Section 9.1: Product manifolds. (We will see that strong Steklov isospectrality
behaves better than simple—i.e., not strong—Steklov isospectrality under Rie-
mannian direct products.)

• Section 9.2: Sunada’s technique.
• Section 9.3: Torus action technique.
• Section 9.4: Quotients of Euclidean balls.

9.1 Product manifolds

As noted in the discussion following Example 2.2, the earliest known non-trivial
construction of Steklov isospectral manifolds consisted of pairs of cylinders I × N
and I × N ′, where N and N ′ are any pair of non-isometric Laplace isospectral closed
manifolds and I is an interval. One can replace I in this construction by any fixed
compact Riemannian manifold with boundary to obtain Steklov isospectral manifolds
�× N and �× N ′. (This elementary fact follows from Proposition 9.6 below.)

Strong Steklov isospectrality is preserved by much more general products:

Proposition 9.6 Let N and N ′ be Laplace isospectral closed Riemannian manifolds
and let � and �′ be strongly Steklov isospectral compact Riemannian manifolds with
boundary. Then �× N is strongly Steklov isospectral to �′ × N ′.

Proof Denote by Spec(N ) the Laplace spectrum of N (and of N ′). The definition of
strong Steklov isospectrality in Notation 9.3 implies that � and �′ have the same
Dirichlet spectrum, which we denote by SpecD(�). We then have

SpecD(�× N ) = {β + λ : β ∈ SpecD(�), λ ∈ Spec(N )} = SpecD(�
′ × N ′).

We fix α /∈ SpecD(� × N ) and solve the eigenvalue problem (9.1) by separation
of variables. For u ∈ C∞(�) and v ∈ C∞(N ), we find that uv ∈ C∞(� × N ) is
an eigenfunction for (9.1) with eigenvalue σ if there exists λ ∈ Spec(N ) such that
�Nv = λv and such that u is a σ -eigenfunction of the Steklov eigenvalue problem on
� with potential α − λ. The α − λ Steklov eigenvalue problem is well-defined since
α − λ is not in the Dirichlet spectrum of �. Since the restrictions to ∂(�× N ) of the
resulting eigenfunctions span L2(∂(�× N )), we conclude that

Stekα(�× N ) =
⊔

λ∈Spec(N )

Stekα−λ(�) = Stekα(�
′ × N ′) (9.2)
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(By disjoint union in the middle term, we mean that the eigenvalues are repeated by
multiplicity.) ��

Equation (9.2) shows that the Steklov spectrum of � × N depends on the strong
Steklov spectrum of� as well as the Laplace spectrum of N , so there is no analogue of
Proposition 9.6 for simple (i.e., not strong) Steklov isospectrality even if one assumes
that N = N ′.

Proposition 9.6 partially generalizes to warped products. Recall that if (M, gM ) and
(N , gN ) are Riemannian manifolds and f ∈ C∞(M) is a strictly positive function,
the associated warped product (M, g)× f (N , gN ) (which we will denote as M × f N
if gM and gN are understood) is the Riemannian manifold

M × f N = (M × N , gM + f 2gN ).

(More, precisely, the metric is given by π∗
M gM + ( f ◦ πM )2 π∗

N gN where πM :
M × N → M and πN : M × N → N are the projections.)

For any pair of closed Laplace isospectral Riemannian manifolds (N , g) and
(N ′, g′) and any fixed closed Riemannian manifold (M, g) and function 0 < f ∈
C∞(M), Ejiri [83] showed that M × f N and M × f N ′ are Laplace isospectral. Moti-
vated by Ejiri’s result along with work of Xiong [264] addressing the Steklov spectra
of warped products, we show the following:

Proposition 9.7 Let (�, g�) be a compact Riemannian manifold with boundary, let
0 < f ∈ C∞(�), and let (N , gN ) and (N ′, g′

N ) be Laplace isospectral closed
Riemannian manifolds. Then �× f N and �× f N ′ are strongly Steklov isospectral.

Under the hypotheses of Proposition 9.7, it is straightforward to modify the proof
of Ejiri’s result to show that �× f N and �× f N ′ are Dirichlet isospectral and also
Neumann isospectral. The proof of Proposition 9.7 is similar to that of Proposition 9.6,
using separation of variables. We give a brief overview.

Sketch of proof of Proposition 9.7 We denote by ��, �N , and � f the Laplacians of
�, N , and � × f N , respectively. For u ∈ C∞(�) and v ∈ C∞(N ), a computation
yields

� f (uv) =
(
��u − n

f
〈∇ f ,∇u〉

)
v + u

f 2
�Nv

where 〈, 〉 is the pointwise inner product given by g�. In particular, if v is an eigen-
function of �N with eigenvalue λ, then

� f (uv) =
(
��u − n

f
〈∇ f ,∇u〉 + λ

f 2
u

)
v. (9.3)

Define operators A, Aβ : C∞(�) → C∞(�) for β ∈ R, by

A(u) = ��u − n

f
〈∇ f ,∇u〉 and Aβ(u) =

(
A+ β

f 2

)
(u). (9.4)
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The operatorA is well-studied as it coincides with the so-called “weighted” or “drift-
ing” Laplacian on the metric measure space (�, g�,μ) where μ = f ndV . (Here dV
denotes the Riemannian volume form associated with g�.) The operator is known to
have discrete Steklov spectrum. See, for example, [78] and references therein.

If v is an eigenfunction of �N with eigenvalue λ, then Eq. (9.3) implies

� f (uv) = α(uv) ⇐⇒ Aλu = αu. (9.5)

Denote the Laplace eigenvalues of N by 0 = λ0 ≤ λ1 ≤ · · ·
Using Eq. (9.5), one shows that

SpecD(�× f N ) =
∞⊔
j=0

SpecD(Aλ j ) = SpecD(�× f N ′).

Next, one again uses Eq. (9.5) to show for α /∈ SpecD(�× f N ) that

Stekα(�× f N ) =
∞⊔
j=0

Stekα (Aλ j ) = Stekα(�× f N ′).

Here Stekα(Aβ) is defined as in Notation 9.3 with� replaced byAβ . The proposition
then follows. ��

9.2 Sunada’s technique

Toshikazu Sunada [247] introduced an elegant and simple technique to construct pairs
of Laplace isospectral compact manifolds with a common Riemannian covering. If
the manifolds have boundary, the technique works with both Dirichlet and Neu-
mann boundary conditions. Moreover, the manifolds constructed by this technique
are strongly isospectral: they are isospectral with respect to all natural self-adjoint
elliptic differential operators; e.g., they have the same Hodge spectra on p-forms for
all p. The technique remains the most widely used method for isospectral construc-
tions.

Definition 9.8 Subgroups H1 and H2 of a finite groupG are said to be almost conjugate
in G if each G-conjugacy class intersects H1 and H2 in the same number of elements.

The following version of the Sunada Theorem has the same hypotheses as Sunada’s
original theorem (except of course that we require the boundary to be non-trivial).

Theorem 9.9 [122, Theorem 2.3] Assume that H1 and H2 are almost conjugate
subgroups of a finite group G. Suppose that G acts by isometries on a compact (d+1)-
dimensional Riemannian manifold � with boundary. Then

1. H1\� and H2\� are strongly Steklov isospectral;
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2. Stekrsp (H1\�) = Stekrsp (H2\�) and StekK
p (H1\�) = StekK

p (H2\�) for every

p ∈ {1, . . . , d}, where Stekrsp and StekK
p denote the Steklov spectra on p forms

defined by Raulot-Savo and by Karpukhin, respectively. (See Sect.7.)

The theorem becomes trivial if H1 and H2 are conjugate subgroups of G; i.e., the
isospectral quotients are isometric in that case. When the subgroups are only almost
conjugate, the quotient manifolds will usually be non-isometric, but one must always
check.

If H1 and H2 do not act freely on �, then H1\� and H2\� will be orbifolds with
singularities; otherwise they are smooth manifolds.

There is a huge literature on isospectral manifolds based on Sunada’s theorem.
Many use a delightful method introduced by Buser [36] for constructing examples
using the patterns of the Schreier graphs of the coset spaces H1\G and H2\G, where
(G, H1, H2) satisfies the hypothesis of Sunada’s theorem. Figure6 (reprinted from
[124]) illustrates Buser’s construction in this manner of a pair of Neumann and Dirich-
let isospectral flat surfaces embedded in R3. Theorem 9.9 implies that they are also
Steklov isospectral. One can easily adjust the shape of the building block (a cross in
this example) so that the resulting surfaces have smooth boundary.

Sunada’s technique enables one to identify global invariants that are not determined
by the Steklov spectrum (as well as by the many other spectra to which the technique
applies.) For example, the following invariants are not spectrally determined:

• the diameter of the manifold and the intrinsic diameter of its boundary (as evident
in Buser’s example in Fig. 6);

• the fundamental group of the manifold. (Such examples can arise when the almost
conjugate subgroups H1 and H2 used in the construction are non-isomorphic.)

Remark 9.10 In [122], the first statement of Theorem 9.9 is stated in the more general
setting of weighted Steklov problems.

One can further generalise Sunada’sTheorem to the setting of variational eigenvalue
problems associated with admissible Radon measures as follows: In addition to the
hypotheses of Theorem 9.9, assume thatμ is a G-invariant admissible Radon measure
on �. The induced Radon measures on H1\� and H2\� will then have the same
variational spectrum. (See Sect. 2.8 and “Appendix A”, in particular Definition A.3
for the concept of variational eigenvalue problems associated with such measures.)

We end our discussion of Sunada’s Theorem by remarking on the following open
question:

Open Question 9.11 Do there exist non-isometric Steklov isospectral plane domains?

Sunada’s technique has been used to construct pairs of Neumann and Dirichlet
isospectral plane domains. We’ve seen that Neumann and Dirichlet isospectral man-
ifolds constructed via Sunada’s technique are generally Steklov isospectral as well.
However, there is a subtlety in the application of Sunada’s technique to plane domains
that does not allow us to conclude Steklov isospectrality. Consider the pair of orb-
ifolds O1 and O2 in Fig. 7 (reprinted from [124]), obtained as quotients by reflection
of Buser’s surfaces �1 and �2 shown in Fig. 6.
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Fig. 6 Isospectral surfaces (reprinted from [124])

Fig. 7 Isospectral orbifolds (reprinted from [124])
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The edges marked by double lines are reflectors. (See Sect. 8.4 for a review of
orbifolds and, in particular, Example 8.15 for the notion of reflectors.) Let D1 and D2
be the underlying plane domains. In [124], Gordon, Webb, andWolpert used Sunada’s
technique, along with Remark 8.16 to show that D1 and D2 are Neumann isospectral
and also isospectral for the mixed Dirichlet–Neumann problem, with Neumann condi-
tions on the edges that correspond to reflectors. Dirichlet isospectrality of D1 and D2
was then proved by using the facts that (i) Buser’s surfaces are Dirichlet isospectral,
(ii) the domains are Dirichlet–Neumann isospectral, and (iii) the mixed Dirichlet–
Neumann, respectively, Dirichlet, spectra of the domains correspond to the part of the
Dirichlet spectra of Buser’s surfaces for which the eigenfunctions lie in the subspace
of reflection-invariant, respectively anti-invariant, functions.

As noted in [122], Sunada’s Theorem along with Remark 8.16 does show that D1
and D2 are isospectral for the mixed Steklov-Neumann problem, with Neumann con-
ditions on the edges corresponding to reflectors. Although not specifically mentioned
in [122], they are also isospectral for the analogous mixed Steklov-Dirichlet problem;
this follows by the same argument used to prove Dirichlet isospectrality of D1 and D2
described above.

9.3 Torus action technique

The torus action technique yields isospectral manifolds that differ in their local as
well as global geometry, thus allowing one to identify curvature properties that are
not spectral invariants. The method was first introduced for the Laplacian in a very
special setting in [120] and then generalised in a series of papers by numerous authors.
The most general version is due to Schueth [236]. (See [236] for further history and
references.) The Steklov version below is the analog in the Steklov setting of Schueth’s
method.

View tori as compact, connected, abelian Lie groups. Let T be a torus acting effec-
tively by isometries on a compact, connected Riemannian manifold �. The union of
those orbits on which T acts freely is an open, dense submanifold of � that we will
denote by �̂; it carries the structure of a principal T -bundle.

Theorem 9.12 [122, Theorem 3.2] Let T be a torus which acts isometrically and
effectively on two compact, connected Riemannian manifolds (�, g) and (�′, g′) with
smooth boundary. For each subtorus W ⊂ T of codimension one, suppose that there
exists a T -equivariant diffeomorphism FW : � → �′ such that

1. FW : � → �′ is volume-preserving with respect to the Riemannian volume
densities;

2. FW |∂� : ∂� → ∂�′ is volume preserving. (Here the volumes are measured with
respect to the Riemannian metrics induced on the boundaries by g and g′.)

3. FW induces an isometry F W : (W\�̂, gW ) → (W\�̂′, g′
W ), where gW and g′

W
are the metrics induced by g and g′ on the quotients.

Then (�, g) and (�′, g′) are strongly Steklov isospectral.

The proof uses Fourier decomposition with respect to the T -action to decompose
C∞(�) andC∞(�′) into a sumof subspacesC∞(�)W , respectivelyC∞(�′)W , where
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C∞(�)W and C∞(�′)W consist of all W -invariant elements of C∞(�), respectively
C∞(�′). We have F∗

W : C∞(�′)W " C∞(�)W and one shows that the map F∗
W

preserves the Steklov-Rayleigh quotients, i.e.,

‖∇(F∗
W u)‖2

L2(�)

‖F∗
W u‖2

L2(∂�)

=
‖∇u‖2

L2(�′)
‖u‖2

L2(∂�′)

Like Sunada’s technique, the torus action technique is quite robust in the sense that
the same method works for a wide range of operators. For example, if μ and μ′ are
T -invariant admissible Radon measures on� and�′, respectively, and if one replaces
condition (2) in the theorem by the condition F∗

Wμ′ = μ, then one can conclude that
μ and μ′ have the same variational spectrum. On the other hand, because the theorem
depends on the use of Riemannian submersions, the technique is not applicable to the
Hodge Laplacian on p-forms or to the Dirichlet-to-Neumann operators on p-forms
defined by Raulot-Savo and Karpukhin.

Example 9.13 [121, 122, 236] Let Bd+1 be a (d + 1)-dimensional ball. For d ≥ 7,
there exist continuous families of non-isometric Riemannian metrics on Bd+1 that are
mutually strongly Steklov isospectral. The metrics are also isospectral for both the
Neumann and Dirichlet problems and the boundary spheres have the same Laplace
spectra. For d = 5, 6, there exist pairs of such metrics satsifying the same properties.

Example 9.14 For each of the following geometric properties, the torus action method
yields pairs ofmanifolds� and�′ such that� and�′ are simultaneously Steklov,Neu-
mann, and Dirichlet isospectral and their boundaries� and�′ are Laplace isospectral,
but

• � has constant Ricci curvature while �′ has variable Ricci curvature (examples
in dimension 10);

• � has constant scalar curvature while �′ has variable scalar curvature (examples
for � and �′ of dimension 9);

• the curvature tensor of� is parallel, the curvature tensor of�′ is not (examples in
dimension 4( + 1),  ≥ 2).

The counterexamples appear in [123] although the Steklov isospectrality was not
mentioned. there. (The second item is stated in a different form in [123]: a pair of (non-
product) isospectral metrics g1 and g2 is defined on themanifold� := R6×T 3, where
T 3 is a 3-torus. One of these metrics induces a metric of constant scalar curvature on
� = ∂� and the other a metric of variable scalar curvature. The torus action method
implies that the two metrics on� are Neumann, Dirichlet, and Steklov isospectral and
that the metrics on � are Laplace isospectral, although only the latter fact is actually
stated in [123].)

In spite of the many examples of isospectral manifolds, the gap in our knowledge
between what one can glean from, say, spectral asymptotics of the Steklov spectrum
as in Sect. 8 and what the counterexamples tell us remains huge. A sampling of the
myriad open questions:
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Open Question 9.15 For manifolds of dimension ≥ 3, can one tell from the Steklov
spectrum:

• Whether the manifold has constant sectional curvature?
• Whether the induced metric on the boundary is Einstein?
• Whether the induced metric on the boundary has constant sectional curvature?
• Whether the mean curvature of the boundary is constant?
• Whether the principal curvatures of the boundary are constant?

While more can be gleaned currently from spectral asymptotics of the Laplacian
than from the Steklov spectrum, the questions above are not answered for the Laplacian
either, although it is known for theLaplacian that anyRiemannianmetric g0 of constant
curvature κ on a closed Riemannian manifold M is at least spectrally isolated in the
sense that no sufficiently nearby Riemannian metric has the same Laplace spectrum.
This was proven by S. Tanno for κ > 0, R. Kuwabara for κ = 0, and V. Sharafutdinov
for κ < 0.

9.4 Quotients of Euclidean balls

Recall that a spherical space form is a quotient �\Sd where � is a finite subgroup
of the orthogonal group of O(d + 1,R) acting freely on S

d . One can also consider
finite subgroups � < O(d + 1,R) whose action on Sd is not free; we will refer to the
quotient �\Sd in this case as an “orbifold spherical space form”. The literature on the
Laplace spectrumand also on theHodge spectra on p-forms contains rich collections of
examples of isospectral spherical space forms and also of isospectral orbifold spherical
space forms that exhibit interesting properties. The following elementary proposition
shows that each such example yields a corresponding example of Steklov isospectral
quotients of Euclidean balls.

We remind the reader of the notation Stekrsp (�), respectively, StekK
p (�) for the

Steklov spectra on p-forms introduced byRaulot and Savo (seeDefinition 7.2), respec-
tively by Karpukhin (see Definition 7.2). Recall that when p = 0, Stekrsp (�) coincides
with the usual notion of the Steklov spectrum Stek(�) on functions.

Proposition 9.16 Let �1 and �2 be finite subgroups of the orthogonal group O(d +
1,R). Let Bd+1 be the unit ball in Rd+1 and let �i = �i\Bd+1, i = 1, 2. Let
p ∈ {0, . . . , d}. Then the following are equivalent:

(i) Stekrsp (�1) = Stekrsp (�2);

(ii) The Hodge Laplacians of �1\Sd and �2\Sd on p-forms are isospectral.

Moreover, when these equivalent conditions hold, we also have that

StekK
p (�1) = StekK

p (�2).

Proof Fix p. As discussed in Example 7.20, the Hodge-p Laplacian on S
d and the

Dirichlet-to-Neumann operator Drs
p on B

d+1 have the same eigenspaces in Ap(Sd).
We denote these eigenspaces by Ek , k = 1, 2, . . .. The Hodge-p eigenspace of �i\ Sd
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corresponds by pullback to E�i
k , k = 1, 2, . . ., where E�i

k denotes the �i -invariant
p-forms in Ek . Let

Êk = {̂η ∈ Ap(Bd+1) : η ∈ Ek}

where η̂ is the tangential harmonic extension of η as in Definition 7.2.
Observe that

η ∈ E�i
k ⇐⇒ η̂ ∈ Ê�i

k . (9.6)

Indeed the “if” statement is trivial. The “only if” statement follows from the obser-
vation that if η is �i -invariant, then averaging η̂ by the isometric action of �i gives
another tangential harmonic tangential extension of η, which must equal η̂ by unique-
ness. We can now conclude thatDrs

p (�i ) and the Hodge-p operator of �i\Sd have the

same eigenspaces E�i
k . The equivalence of (i) and (ii) follows.

The final statement follows in a similar way. Although the co-closed harmonic
extension η̃ of η used in Karpukhin’s definition 7.18 ofDK

p is not unique, the fact that
the operator is well-defined independent of the choice of such extension permits an
easy modification of the observation (9.6). We can’t conclude the converse of the final
statement since the 0-eigenspace of DK

p (Bd+1) is the sum of many of the Ek . ��
The proposition above in the case p = 0 was observed in [7, Example 6.1].

Remark 9.17 In Proposition 9.16, �i , i = 1, 2, is necessarily an orbifold with a sin-
gularity at the point corresponding to the origin in B

d+1. If �i doesn’t act freely on
S

d , then �i will also contain higher-dimensional singular strata.

We give two applications of Proposition 9.16. The first application is motivated by
the following question:

Open Question 9.18 Do the Steklov spectra on p-forms for different choices of p con-
tain different geometric information? Equivalently, for p 	= q, do there exist compact
Riemannian manifolds �1 and �2 with boundary such that Stekrsp (�1) = Stekrsp (�2)

but Stekrsq (�1) 	= Stekrsq (�2)? (One can ask the same question for StekK
p (�i ))

Concerning the analogous question for the Hodge Laplacian on closed Riemannian
manifolds, A. Ikeda [144] showed that for every p0, there exist pairs of Lens spaces
(i.e., spherical space forms with cyclic fundamental groups) whose Hodge Laplacians
on p-forms are isospectral for every p ∈ {0, . . . , p0} but not for p = p0 + 1. The
articles [125] (corrected in [126]) and [178] contain many other examples of Lens
spaces that are p-isospectral for some (not necessarily consecutive) but not all values
of p. By Proposition 9.16, each of these examples yields examples of flat orbifolds
of the form �i\Bd+1 whose Steklov spectra on p-forms coincide for some but not
all values of p. To our knowledge, there are no examples currently known of pairs
of Riemannian manifolds, as opposed to orbifolds, whose Steklov spectra on forms
exhibit such behaviour.
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Proposition 9.16 also has applications to Question 8.22, which asks the extent to
which the Steklov spectrum of an orbifold O recognises the types of singularities in
O. Indeed, Shams, Stanhope and Webb [240] and also Rosetti, Schueth and Weilandt
[234, Example 2.9] used the Sunada technique to construct orbifold spherical space
forms �1\Sd and �2\Sd that are isospectral both for the Laplacian and for the Hodge
Laplacian on p-forms for all p but that have singularities of different isotropy types.
By Proposition 9.16, the orbifolds �1\Bd+1 and �2\Bd+1 are Steklov isospectral
and also have the same Steklov spectra on p-forms for all p (with respect to both
the Raulot-Savo and the Karpukhin notions). These orbifolds have different types of
singularities both on their boundaries �1\Sd and �2\Sd and in their interiors.

10 Geometry of eigenfunctions

In this section we review some of the recent developments concerning the qualitative
behaviour of Steklov eigenfunctions.

As can be seen from Example 2.2 in particular, there is a general heuristic for the
behaviour of Steklov eigenfunctions:

• Oscillation near the boundary, of frequency σ .
• Rapid decay into the interior of� as σ → ∞. Equivalently, concentration of mass
near the boundary ∂�.

10.1 Interior decay

In 2001, Hislop and Lutzer [138] showed that when the boundary ∂� is smooth,
Steklov eigenfunctions decay super-polynomially into the interior.

Theorem 10.1 [138, Theorem 1.1] Suppose that � ⊆ R
d+1 has smooth boundary �.

Let K be a compact subset of the interior of �. Then for any j ∈ N,

‖uk‖H1(K ) = O(k− j ), (10.1)

with the implied constants depending only on K and j .

This decay estimate may be extended uniformly up to the boundary, as shown recently
by Helffer and Kachmar [135, Theorem 1.9].

The proof of Hislop and Lutzer uses a Green’s function (layer potential) represen-
tation for the harmonic extensions of the boundary eigenfunctions. It also uses the
fact, which follows from the Calderón-Vaillancourt theorem for pseudodifferential
operators, that D j is bounded from H j (�) to L2(�) for any j .

Remark 10.2 The same result holds, with a virtually identical proof, if H1(K ) is
replaced by Hm(K ) or by Cm(K ) for any m. It also holds if Rd+1 is replaced by
any smooth (d +1)-dimensional ambient Riemannian manifold M . The proof is again
nearly identical, using the smoothness of the Green’s function on M away from the
diagonal.
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Hislop and Lutzer also conjectured in this paper that “the decay is actually of order
e−dist(K ,�)|m| in the case of an analytic boundary.” This was shown in by Polterovich,
Sher, and Toth [229] for domains � ⊆ R

2.
Galkowski andTothhavenowproven theHislop-Lutzer conjecture in all dimensions

[104]. Their result is stated semiclassically and gives an extremely sharp description of
the decay of Steklov eigenfunctions into the interior. Non-semiclassically, it translates
as follows:

Theorem 10.3 [104, Theorem 1] Let � be a real-analytic Riemannian manifold of
dimension d + 1 with real-analytic boundary. There exists a small tubular neighbor-
hood of � ⊆ � in which the Steklov eigenfunctions uk satisfy the estimate

|uk(x)| ≤ Ck
d
2− 1

4 e−k(d(x,�)−cd2(x,�)).

Here C depends only on the size of the tubular neighborhood, c is an explicit geometric
constant, and d(x, �) is the distance to the boundary.

Similar bounds hold for derivatives of uk(x), with an additional factor of k for each
derivative.

As Galkowski and Toth observe, this bound immediately implies the analogue of
Hislop and Lutzer’s result, by using the maximum principle: for any compact set K
contained in the interior of �,

|uk(x)| ≤ Ce−kc (10.2)

for some positive constant c.
It is not yet clear exactly which assumptions are necessary for which kind of decay.

This motivates the following open questions.

Open Question 10.4 Does (10.2) hold if � and/or � are assumed smooth rather than
real analytic?

The proof techniques of [104] are based on analytic microlocal analysis and thus
use the analyticity hypotheses in extremely strong ways. So one would perhaps guess
that the answer to Open Question 10.4 is “no”. However, the example of a cylinder
(Example 2.2) shows that even if � is not assumed real analytic, (10.2) holds for
� = � × [0, 1]. Similar bounds also seem to hold for certain warped products [69].
This suggests that some form of partial analyticity, perhaps in the direction normal to
the boundary, might suffice.

Open Question 10.5 What kind of decay properties do the Steklov eigenfunctions pos-
sess if � is not assumed to be smooth?

In particular, it is natural to ask if we still have a bound of the form (10.1), despite
the fact that the pseudodifferential techniques involved in its proof do not go through
when � is not smooth. If not, perhaps one may replace O(k−∞) with O(k−α) for
some α > 0 depending on the regularity of�. There are hints in [183] that (10.1) may
not hold in the case where� is a planar polygon. Curiously, this may be very sensitive
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to the arithmetic properties of the angles of the polygon, with decay rates depending
on the angles, and super-polynomial decay if and only if all angles are certain rational
multiples of π .

We should alsomention the question of concentration in the case ofmultiple bound-
ary components. Specifically, do Steklov eigenfunctions generically concentrate on a
single boundary component, or is their mass more often split evenly between multiple
boundary components? This question has been recently studied by Daudé, Helffer,
and Nicoleau in the setting of warped product manifolds [69]. They observe that if the
warped product is asymmetric (a generic assumption in this setting), Steklov eigen-
functions localise near one component each. It is thus a natural question to ask:

Open Question 10.6 Do Steklov eigenfunctions generically concentrate on a single
boundary component?

This open question has been answered in dimension two byMartineau, who showed
that this concentration occurs under the (generic) assumption that the ratios of the
lengths of each boundary component are neither rational numbers nor Liouville num-
bers [192, Theorem 3]. It remains open in higher dimensions.

10.2 Nodal sets

There has also been recent progress on understanding the nodal sets of the Steklov
eigenfunctions uk and the Dirichlet-to-Neumann eigenfunctions ϕk .

10.2.1 Size of nodal sets

As with eigenfunctions of the Laplacian, there is a version of Yau’s conjecture for the
size of the nodal set, stated as Open Problem 11 in [119]:

Open Question 10.7 Do there exist constants c and C depending only on � for which

cσk ≤ Hd(uk) ≤ Cσk; (10.3)

cσk ≤ Hd−1(ϕk) ≤ Cσk? (10.4)

Remark 10.8 By considering the example of a cylinder, the statement (10.4) would
imply Yau’s conjecture for the Laplace nodal sets. It is thus highly nontrivial.

Much of the progress on Question 10.7 has been concentrated in the case where � is
real analytic. In that setting, the study of the boundary nodal sets was largely initiated
by Bellova and Lin [14], who proved an upper bound of the form

Hd−1(ϕk) ≤ Cσ 6
k

for the size of the nodal sets of the boundary eigenfunctionsϕk . Thiswas then improved
by Zelditch [270], who proved the optimal upper bound of Cσk , again under the
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assumption that� is analytic. Results for the lower bounds are somewhat weaker; the
state of the art is a result by Wang and Zhu [259] that

Hd−1(ϕk) ≥ cσ
3−d
2

k .

Concerning the study of the interior nodal sets, in the real analytic setting, the case
d = 1 of Question 10.7 was answered in the affirmative in [229] by using analytic
microlocal analysis. Zhu then recently proved the upper bound in (10.3) when � is a
real analytic manifold of any dimension [272]. Zhu’s proof uses a series of classical
ideas including doubling properties and Carleman estimates. Together with Lin, Zhu
has also used these ideas to obtain upper bounds on the size of the nodal sets for related
eigenvalue problems [188].

If � is only assumed smooth rather than real analytic, the results are naturally
weaker. There is a lower bound: it was proved by Sogge, Wang, and Zhu [246] that

Hd(uk) ≥ cσ
1− d+1

2
k .

The sharpest known upper bound in this sort of generality in the d = 1 case is due to
Zhu [271], who showed that

H1(uk) ≤ Cσ
3/2
k .

In the case of higher dimensions, the best available result is a polynomial upper bound
proved by Georgiev and Roy-Fortin [109], namely that

Hd(uk) ≤ Cσ
α(d)
k

where α(d) is a positive number depending on the dimension.
However, in the case where � is a domain in Euclidean space, there are notable

recent improvements by Decio [71, 72]. In particular Decio proved the following:

Theorem 10.9 [71] Suppose that � is a domain in Euclidean space with C2 boundary.
Then there exist positive constants c, C, and e depending only on the domain such
that

c ≤ Hd−1(uk) ≤ Cσk log(σk + e).

Observe that this is an improvement over the lower bound of [246] and the upper bound
of [271], albeit in a slightly more restrictive setting. Decio’s methods use machinery
developed by Logunov to study Yau’s conjecture for Laplace eigenfunctions.

10.2.2 Density of nodal sets

It is well-known that nodal sets of Laplace eigenfunctions are dense on the scale λ−1/2.
In [119][Open Problem 10], Girouard and Polterovich asked the analogous question
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for both the Steklov and Dirichlet-to-Neumann eigenfunctions, namely whether they
are dense on the scale σ−1. They point out that this cannot always hold without some
additional regularity assumptions, as for example Dirichlet-to-Neumann eigenfunc-
tions on a rectangle, of arbitrarily high eigenvalue, may be constant and nonzero along
the full length of a side.

There has been significant recent progress on this question. For Steklov eigenfunc-
tions, it was answered in the negative by Bruno and Galkowski [28]. In simplified and
weakened form, their result reads:

Theorem 10.10 [28] There exists a compact domain � ⊆ R
2 with analytic boundary,

and a fixed value r1 > 0, for which each Steklov eigenfunction of � has a nodal
domain which contains a ball of radius r1.

Note that the results of Bruno and Galkowski are in fact significantly stronger. They
show that � may be chosen arbitrarily close to any fixed domain �0 with analytic
boundary. They also give upper bounds for the ‘oscillation’ of Steklov eigenfunctions
on larger subsets of �.

Despite both of these negative results, Decio has recently proved a positive density
result, involving balls in � which are nonetheless centered at a point in ∂�:

Theorem 10.11 [72] Suppose that � is a Lipschitz domain in Euclidean space. Then
there is a constant C = C(�) for which any ball of radius C/σk centered at a point
of ∂� intersects the nodal set of uσk nontrivially.

10.3 Nodal count

Another natural question about nodal sets is to count nodal domains. This is inspired
by the famous Courant nodal domain theorem, which states that the kth eigenfunction
of the Laplacian on a compact manifold has at most k nodal domains. It is an old result
of Kuttler and Sigillito [175] that the same is true for Steklov eigenfunctions.

In [132], Hassannezhad and Sher have recently investigated the analogue for eigen-
functions of the Steklov problem with a potential q.

Theorem 10.12 [132, Theorem 1.1] Let � be a Lipschitz domain in a smooth manifold
M and let q ∈ L∞(�) be a potential. Let Nk be the number of nodal domains of a kth
eigenfunction uk of the Steklov problem for �+ q on �. Then

Nk ≤ k + d,

where d is the number of non-positive Dirichlet eigenvalues of �+ q.

This theorem is sharp, as the authors show via explicit examples.
The idea of the proof is to use Steklov-Robin duality. This idea is originally due to

Friedlander [102], see also [198] and sequels. Steklov eigenvalues and eigenfunctions,
with the spectral parameter in the boundary condition, may be viewed alternatively
as Robin eigenvalues and eigenfunctions, with the spectral parameter in the interior.
After suitably generalising this set of ideas, the proof of Theorem 10.12 is a direct
consequence of a Courant-type theorem for Robin eigenfunctions.

123



Some recent developments on the Steklov eigenvalue problem 143

There are many open questions. First, if Nk is a Laplace nodal count, it is a result
of Pleijel [227] that

lim sup
Nk

k
< γ < 1,

where γ is an explicit constant.

Open Question 10.13 Is there a Pleijel-type theorem for the nodal counts of Steklov
eigenfunctions?

Interestingly, very little seems to be known about the nodal counts of the Dirichlet-
to-Neumann eigenfunctions φk . The same explicit examples show that a strict bound
of k is impossible, at least in the same generality considered in [132]. However one
may ask the following:

Open Question 10.14 Is there a theorem like Theorem 10.12 for Dirichlet-to-Neumann
eigenfunctions? If so, can it be improved to a Pleijel-type result?

10.4 Other properties of eigenfunctions

In the setting of the Laplacian, Uhlenbeck showed in 1976 [252] that for generic
metrics on a fixed manifold �,

• All eigenvalues are simple;
• All eigenfunctions have zero as a regular value;
• All eigenfunctions are Morse functions.

This work has recently been extended to the Steklov setting by Wang [257]. In par-
ticular, Wang shows analogues of each of the three results above, proving that the
Steklov eigenvalues are generically simple. The latter two results are demonstrated
for the Dirichlet-to-Neumann eigenfunctions, that is, the restrictions to the boundary
of the Steklov eigenfunctions.
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Appendix A Variational eigenvalues of Radonmeasures

Let (�, g) be a compact Riemannian manifold of dimension n = d +1 with boundary
�. Letμ be a nonzero Radonmeasure on� and consider the induced Rayleigh–Radon
quotient

Rμ(u) :=
∫
�
|∇u|2 dV�∫
�

u2 dμ
,

which is initially defined for u ∈ C∞(�) with
∫
�

u2 dμ 	= 0. The variational eigen-
values λk(�, g, μ) are then defined through the min-max variational formula (2.12).
(We will often write λk(μ) for λk(�, g, μ), suppressing the name of the Riemannian
manifold if it is fixed.) The goal of this appendix is to give enough background to
state Theorem A.9, which provides continuity for these eigenvalues. See Sect. 2.8 for
examples connecting variational eigenvalues of Radon measures to various classical
eigenvalue problems.

It follows from Rμ(1) = 0 that λ0(�, g, μ) = 0. For � connected, it is natural to
expect that λ1(�, g, μ) should be positive. However, for an arbitrary Radon measure,
the analogy between the variational eigenvalues λk(�, g, μ) and the eigenvalues of
usual elliptic operators could become very weak.

Example A.1 Let p1, · · · , p ∈ � be distinct and consider the sum of delta-measures
μ = ∑

i δpi . Because the capacity of a point is 0, we see directly that λ0(μ) =
λ1(μ) = · · · = λ −1(μ) = 0. Moreover, since L2(�,μ) is only  -dimensional, the
infimum in the definition of λ (μ) is over the empty set, so λ (μ) = +∞.

To develop the theory beyond a mere observation and catalogue of examples, a sound
functional setting is required. Define H1(�,μ) to be the completion of C∞(�) with
respect to the norm given by

‖u‖2H1(�,μ)
=
∫
�

u2 dμ+
∫
�

|∇u|2g dvg = ‖u‖2L2(�,μ)
+ ‖∇u‖2L2(�,g). (A1)

Through this completion, the natural map C∞(�) → L2(�,μ) induces a bounded
map

τμ : H1(�,μ) → L2(�,μ),

which we call the trace map induced by μ. For all measures μ that we will use, the
space H1(�,μ) coincides (although the normmaydiffer)with the usual Sobolev space
H1(�, dVg) and the map τμ is explicitly identified. Nevertheless, for an arbitrary
Radon measure, the spaces H1(�,μ) could be very different from the usual ones.

Example A.2 Let μ = δp be a delta-measure supported at p ∈ �. Then H1(�,μ) is
naturally identified with R × H1(�, dVg))/R and τμ(t, f ) = t .

By limiting our attention to a more manageable class of Radon measures, we will
recover many of the expected properties observed in classical eigenvalue problems.
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The following definition was proposed by Girouard, Kapukhin and Lagacé in [113,
Definition 3.3].

Definition A.3 A Radon measure μ on� is admissible if the following conditions are
satisfied:

(A1) For each p ∈ �, μ({p}) = 0;
(A2) The map τμ : H1(�,μ) → L2(�,μ) is compact;
(A3) There exists K > 0 such that for all u ∈ C∞(�) with vanishing μ-average,

∫
�

u2 dμ ≤ K
∫
�

|∇u|2 dV . (A2)

One can show that the best constant in (A3) is λ1(�, g, μ)−1. Moreover, the Poincaré-
type inequality (A3) implies a Poincaré–Wirtinger type inequality for all u ∈ C∞(�):

∫
�

u2 dμ ≤ K ′(
∫
�

|∇u|2 dV +
∫
�

u2 dV ).

In particular, the natural map j : C∞(�) → L2(�,μ) extends to a bounded linear
map Tμ : H1(�, dVg)) → L2(�,μ). (We emphasize that Tμ and the map τμ defined
above have different domains as normed spaces.)

Lemma A.4 [113, Theorem 3.4] Let μ be a nonzero Radon measure on � such that
μ({p}) = 0 for each p ∈ �. Then μ is admissible if and only if the natural map
j : C∞(�) → L2(�,μ) extends to a compact linear map Tμ : H1(�, dVg) →
L2(�,μ).

To complete this picture, it is useful to know that the Sobolev–Radon spaces asso-
ciated to admissible Radon measures are isomorphic to each other.

Lemma A.5 [113, Theorem 3.5] If μ, ξ are two admissible measures, then the identity
map on C∞(�) extends to a bounded invertible linear map Tμ,ξ : H1(�,μ) →
H1(�, ξ).

In particular, since dVg is itself an admissible measure, H1(�,μ) ∼= H1(�, dVg)

for any admissible μ.

Remark A.6 The literature on Sobolev spaces is replete with compactness criteria,
which are useful in deciding which measures are admissible. See the book [197,
Chapter 11] by Maz’ya. In particular, if μ is admissible then any set E ⊂ � of
vanishing capacity must satisfy μ(E) = 0. A very interesting geometric criterion for
admissibility in terms of a quantity called the lower ∞-dimension of μ could also be
deduced from the work of Hu, Lau, and Ngai [141]. See also [170, Section 2].

The following Proposition shows that variational eigenvalues of admissible mea-
sures behave similarly to the eigenvalues of elliptic operators with compact resolvent.

123



146 B. Colbois et al.

Proposition A.7 Let μ be an admissible measure on the compact connected Rieman-
nian manifold (�, g). Then the variational eigenvalues λk(μ) = λk(�, g, μ) form an
unbounded sequence

0 = λ0(μ) < λ1(μ) ≤ λ2(μ) ≤ . . . ↗ ∞.

A real number λ is an eigenvalue if and only if there exists 0 	= u ∈ H1(�,μ) such
that ∫

�

∇u · ∇φ dV = λ

∫
�

τμ(u)τμ(φ) dμ, for all φ ∈ H1(�,μ). (A3)

In that case we call u an eigenfunction corresponding to λ. Moreover, there exists a
sequence (u j ) ⊂ H1(�,μ) of eigenfunctions corresponding to λ j (μ) such that the
functions τμ( f j ) form an orthonormal basis of L2(�,μ).

In [170] the proof of this result is described in terms of a classical recursive pro-
cedure for constructing the eigenvalues. However, it is interesting to observe that the
eigenvalues λk(�, g, μ) are the eigenvalues of a measure geometric Laplace operator
�μ of Krein–Feller type. The whole theory could also be presented from that per-
spective. See [141] and also the recent preprint [168] of Kesseböhmer and Niemann
where these operators are studied for the purpose of studying spectral asymptotics on
fractals. In particular, it is interesting to compare Proposition A.7 with [141, Theorem
1.2].

A.1 Continuity properties of variational eigenvalues

A sequence (μn) of Radon measures on � converges to μ in the weak-� topology if∫
�

f dμn
n→∞−−−→ ∫

�
f dμ for each f ∈ C0(�). In that case we write μn

�−⇀ μ. In
[170], Kokarev proved upper semicontinuity of variational eigenvalues:

lim sup
n→∞

λk(μn) ≤ λk(μ).

This holds for all Radon measures, whether they are admissible or not.

Example A.8 Let us consider a simple application of the upper semicontinuity. Let
M be a closed Riemannian manifold of dimension d. Let � ⊂ M be a submanifold
of dimension 0 < n ≤ d − 2, with measure dV� . The inclusion ι : � → M
allows the definition of the push-forward probability measure μ = |�|−1ι�dV� on
M . This measure is not admissible, since � has vanishing capacity and one can show
that λk(M, g, μ) = 0 for each k. Consider tubular neighborhoods Tε := {x ∈ M :
d(x, �) < ε}, and let �ε = M \ Tε with corresponding inclusions still written ι :
∂�ε → M . The boundary probability measuresμε = |∂Tε|−1ι�dV∂Tε are admissible.
In fact we have seen in example 2.22 that their variational eigenvalues are related to
the transmission eigenvalues of �ε in M :

λk(M, g, με) = τk(M,�ε)|∂�ε| ≥ σk(�ε)|∂�ε|.
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It is clear from their definition that με
�−⇀ μ, and it follows from the semi-continuity

property that

lim
ε→0

σk(�ε)|∂�ε| = lim
ε→0

λk(M, g, με) = 0.

This raises the question to understand the asymptotic behaviour of σk(�ε) as ε → 0.
For connected submanifolds�, this was studied by Brisson in [23], where she proved
for instance that for d ≥ 3 and 0 < n ≤ d − 2, and for each index k ∈ N,

εσk(�ε)
ε→0−−→ d − n − 2.

See Example 4.17.

In [113, Proposition 4.8], Girouard, Karpukhin and Lagacé gave sufficient condi-
tions for the continuity of λk(μ) under weak-� convergence.

Theorem A.9 Let (�, g) be a compact Riemannian manifold (with or without bound-
ary), and let �n ⊂ � be a sequence of domains such that |�\�n| → 0. Let μn be a
sequence of admissible Radon measures supported on �n and let μ be an admissible
measure on �. Suppose that the following conditions are satisfied:

(M1) μn
�−⇀ μ;

(M2) There is a bounded family of extension maps Jn : H1(�n, μn) → H1(�,μ).

Suppose moreover that the the measures μn, μ induce elements of W 1,1(�, dVg)
�

such that μn → μ in W 1,1(�, dVg)
�. Then for each index k,

lim
n→∞ λk(�n, μn) = λk(�,μ).

Here W 1,1(�, dVg) is the usual Sobolev space of L1-functions with weak gradient in
L1.

Remark A.10 See also the paper [101] by Freiberg and Minorics for related results in
dimension 1, presented in terms of Krein–Feller operators.

Remark A.11 Theorem A.9 provides a flexible tool to discuss eigenvalue conver-
gence. It is the main technical tool behind the proof of Theorems 3.16 and 3.14,
via homogenisation by perforation. It also provides a convenient setting to discuss
boundary homogenisation, as in the work of Bucur and Nahon [32]. See Remark 3.19.

Appendix B Open problems

We list here the open problems and questions that have been proposed throughout the
paper.

2.9 Describe the class of all smooth compact surfaces � ⊂ R3 with boundary
∂� = ∂D that admit a conformal parametrisation 
 : D → � such that |
′| ≡ 1
on ∂D.
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3.15 If M is a closed surface and � is a domain in that surface, does the strict
inequality

σk(�, g)L(∂�) < λ∗
k(M, [g])

hold for k ≥ 3? (It is known for k = 1 and k = 2.)
4.1 (Escobar’s Conjecture, [88]) Let � be a smooth compact connected Rieman-
nian manifold of dimension ≥ 3 with boundary � = ∂�. Suppose that the Ricci
curvature of � is non-negative and that the second fundamental form ρ of � is
bounded below by c > 0. Then σ1(�) ≥ c, with equality if and only if � is the
Euclidean ball of radius 1

c . (Progress on this is discussed in Sect. 4.1.1).
4.3Under the hypotheses (H1)-(H3) of Theorem4.2, is it possible to find an explicit
lower bound for σ1(�) in terms of geometric invariants of � and of its boundary
� even when � is not assumed to be connected?
4.6 Can one define a different Cheeger-type constant for which σ1 satisfies a Buser-
type inequality?
4.7 Is the coefficient C ′

log2(k+2)
of ik+1(�) in the following estimate (estimate (4.14))

sharp?

σ2k+1(�) ≥ C ′

log2(k + 2)
ik+1(�).

4.8 Can one find a higher order Cheeger inequality without any dependence on k?
4.25 If (M, g) is a complete Riemannian manifold of dimension ≥ 3 of infinite
volume, with Ricci curvature bounded from below, can one construct domains
� ⊂ M with arbitrarily large first nonzero normalised eigenvalue (for the different
normalisations mentioned in Sect. 4.2)?
4.14 Let � be a compact Riemannian manifold of dimension d + 1 ≥ 3 with
(connected) boundary�. Is it possible to construct a family (gε)ε>0 of Riemannian

metrics on � that stays constant on � and satisfies σ1(�, gε)|�||(�, gε)| 1−d
d+1 →

∞ as ε → 0?
4.27 Let � be a bounded convex domain in Hd+1 or Sd+1. Let �∗ be a ball in the
same space with |∂�∗| = |∂�|. Is it true that

σ1(�) ≤ σ1(�
∗)

with equality iff � is a ball?
4.32 The term snK (Diam(�))

snκ (Diam(�))
in (4.30) may become very large when Diam(�)

becomes large. Is it possible to establish a better estimate or to construct an example
of a domain � with large diameter and σ1(�) large?
4.33 Can we get estimates like (4.30) for the other eigenvalues of domains in
Cartan–Hadamard manifolds? The methods used in [57] or [130] do not seem to
apply.
4.35 Is it possible to get inequalities similar to those in Theorem 4.34 for domains
in the hyperbolic space or the sphere?
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4.37 If the diameter of a domain � is fixed and its volume tends to 0, can one say
that all the eigenvalues of the domain tend to 0?
4.30 Can the results on doubly connected domains at the end of Sect. 4.3 be
improved? (See the text for the full question).
4.43 Can Xiong’s results on upper and lower bounds for Steklov eigenvalues on
manifolds of revolution, Theorems 4.41 and 4.42, be improved by imposing a
geometric constraint such as |Ricci | ≤ a2?
4.44 Can Xiong’s results (see previous question) be generalised to manifolds of
revolution with two boundary components?
4.49 Find a sharp lower bound for σk(�), where� is a hypersurface of revolution
with boundary components

(
Sd × {0}) ∪ (

Sd × {δ}) and δ < 2.
4.50 Find a sharp upper bound for σk(�), where� is a hypersurface of revolution
with boundary components

(
Sd × {0}) ∪ (

Sd × {δ}).
4.51 In the case of a hypersurface of revolution with either one or two boundary
components, can we obtain results as in Theorem 4.42, that is, sharp bounds for
the difference σ(k+1) − σ(k) and the ratio σ(k+1)

σ(k)
?

4.52 Given a d-dimensional compact submanifold � in Rm , is it possible to con-
struct a family of d + 1- dimensional submanifolds� of Rm with boundary� for
which σ1(�) becomes arbitrarily large?
4.56 Is it possible to get a similar inequality to (4.51) for submanifolds of hyperbolic
space?
4.57 Is it possible to generalise Inequality (4.51) to other eigenvalues? Note that a
similar question for the spectrum of the Laplacian was solved only recently (and
partially) by Kokarev in [171, Theorem 1.6].
5.31 Can one find examples of compact surfaces with boundary and integers k > 1
for which a σk-maximising metric exists.
5.36 For given k, which compact surfaces� satisfy Gapk(�) > 0? (See Def. 5.34
for a definition of Gapk(�)).
5.39 Is σ ∗

1 (�, [g]) > 2π for every conformal class [g] when the surface � is not
diffeomorphic to a disk?
5.41 [165, Open Question 3]. In the setting of Theorem 5.40, if the limiting surface
in SN−1 realising λ∗

1(M) is embedded, does it necessarily follow that the minimal
surfaces in BN realising σ ∗

1 (Mb) are embedded for all sufficiently large b?
5.42 (Fraser and Li’s Conjecture, [93, Conjecture 3.3]) If� is a properly embedded
free boundary minimal hypersurface in B

n , then σ1(�) = 1, i.e., � has spectral
index one.
5.43 [174, Conjecture 5] The first Steklov eigenspace of any properly embedded
free boundary minimal surface S in B

n coincides with the span of the coordinate
functions of the embedding.
5.55 If g is a σ k-(conformally) extremal metric, is (g, 1) necessarily a σ k-
(conformally) extremal pair?
5.56 Given a compact manifold � with boundary and a conformal class [g] of
Riemannian metrics on �, define

σ k(�, [g]) = sup
g′∈[g]

σ(�, g).
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Is

σ k(�, [g]) < σ k+1(�, [g]) for all k?

6.2 For all 1 ≤ k ≤ |B| − 1, is it possible to obtain an inequality of the form

A1 ≤ σk(�)

σk(�)
≤ A2,

where � is a discretisation of � defined as in Sect. 6.1?
6.6 In the discrete setting, is it possible to have a higher order Cheeger inequality
without any dependence on k?
6.7 Let �1, �2 be two infinite roughly quasi-isometric graphs. If there exists a
constant C1(�1) such that for each finite subgraph� of �1, σ1(�̄) ≤ C1(�1)|B|α , with
B the boundary of � and α > 0, is an analogous property also true for the finite
subgraphs of �2?
7.6 Is Yang-Yu’s inequality (7.5) for eigenvalues of the Raulot-Savo Dirichlet-to-
Neumann operator sharp when k = 1 and p < d+1

2 ? Is it sharp when k > 1?
7.19 Is Karpukhin’s Dirichlet-to-Neumann operator DK

p a pseudo-differential
operator?
7.23 Can the error bound in the Weyl Law (7.11) for the asymptotics of σ K

k,p be

improved to O(σ d−1)? (This would follow from an affirmative answer to Ques-
tion 7.19. See [114, Remark 5.9] for further comments).
7.25 Given a closed oriented Riemannian manifold (�, h) of dimension d =
2p + 1, let [�, h]m denote the collection of all orientable Riemannian manifolds
(�, g) with ∂� = �, g|� = h and βd−p(�) = m. For fixed m and k, investigate

sup {σ K
k,p(�, g) : (�, g) ∈ [�, h]m}.

7.27 Some conjectures from Karpukhin [157]:

– The inequality in Theorem 7.26 is sharp for all k.
– When k ≤ 1

2

(2p+2
p+1

)
, equality holds only for the Euclidean unit ball.

8.1 Can it be shown that the Steklov Weyl asymptotics (8.1) hold whenever ∂� is
Lipschitz? It has been done when d + 1 = 2 [160].
8.5 Are families of multiply connected, compact, Steklov isospectral planar
domains necessarily compact in the C∞ topology?
8.11 When obtaining Steklov spectral asymptotics for curvilinear polygons, can
the condition that the angles of � are in (0, π) be relaxed to (0, 2π)?
8.14Under the hypotheses of Theorem8.12, can the angles themselves, and not just
cos(π2/2α), be recovered from the Steklov spectrum of a (possibly curvilinear)
polygon?
8.17Does the Steklov spectrumdetect the presence of singularities on the boundary
of a compact Riemannian orbifold? (Some results are known for orbisurfaces, see
Sect. 8.4).
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8.18 Does the Steklov spectrum detect the presence of singularities in the interior
of a compact Riemannian orbifold? (Some results are known for orbisurfaces, see
Sect. 8.4).
8.21 Can a mixed Steklov-Neumann problem on a compact Riemannian manifold
�1 and a pure Steklov problem on a compact Riemannian manifold �2 have the
same spectrum?
8.22 Among Riemannian orbifolds with singularities, to what extent does the
Steklov spectrum recognise the types of singularities?
8.23 Develop Steklov heat asymptotics for compact Riemannian orbifolds with
boundary.
9.1Do there exist Steklov isospectral Riemannianmanifolds whose boundaries are
not Laplace isospectral? Equivalently, does the Steklov spectrum of a Riemannian
manifold determine the Laplace spectrum of its boundary?
9.2 Do there exist Steklov isospectral Riemannianmanifolds that are not Neumann
isospectral (other than σ -isometric surfaces)?
9.11 Do there exist non-isometric Steklov isospectral plane domains?
9.15 For manifolds of dimension ≥ 3, can one tell from the Steklov spectrum:

– Whether the manifold has constant sectional curvature?
– Whether the induced metric on the boundary is Einstein?
– Whether the induced metric on the boundary has constant sectional curvature?
– Whether the mean curvature of the boundary is constant?
– Whether the principal curvatures of the boundary are constant?

9.18Do there exist compact Riemannianmanifolds�1 and�2 with boundary such
that we have p and q with Stekrsp (�1) = Stekrsp (�2) but Stekrsq (�1) 	= Stekrsq (�2)?

One can ask the same question for StekK
p (�i ). (Note that answers to some similar

problems for orbifolds seem to be “yes”, see Sect. 9.4).
10.4 Does exponential decay of Steklov eigenfunctions into the interior, for exam-
ple (10.2), hold if� and/or� aremerely assumed smooth rather than real analytic?
10.5 More generally, what kind of decay properties do the Steklov eigenfunctions
possess if � is not assumed to be smooth?
10.6 Do Steklov eigenfunctions generically concentrate on a single boundary
component? (The case of dimension 2 has been answered in the affirmative by
Martineau [192]).
10.7 [119, Open Problem 11] Does the Steklov analogue of the nodal volume
conjecture of Yau hold? That is, do there exist constants c and C depending only
on � for which

cσk ≤ Hd(uk) ≤ Cσk and/or cσk ≤ Hd−1(ϕk) ≤ Cσk?

10.13 Is there a Pleijel-type theorem for the nodal counts of Steklov eigenfunc-
tions?
10.14 Is there a theorem like Theorem 10.12 for Dirichlet-to-Neumann eigenfunc-
tions? If so, can it be improved to a Pleijel-type result?
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