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Abstract
Mathematical models for self-propelled motions are often utilized for understanding 
the mechanism of collective motions observed in biological systems. Indeed, several 
patterns of collective motions of camphor disks have been reported in experimen-
tal systems. In this paper, we show the existence of asymmetrically rotating solu-
tions of a two-camphor model and give necessary conditions for their existence and 
non-existence. The main theorem insists that the function describing the surface ten-
sion should have a concave part so that asymmetric motions of two camphor disks 
appear. Our result provides a clue for the dependence between the surfactant con-
centration and the surface tension in the mathematical model, which is difficult to be 
measured in experiments.
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1 Introduction

Large numbers of independent individuals sometimes cooperate as a collection. 
Examples where the collection develops a function can be observed in biological 
systems such as flocks of birds [1], schools of fish swim [49], insect swarms, bacte-
rial colonies [50] and cell group motions [35]. Vicsek [48] has shown the appear-
ance of collective motions by using a particle model and, subsequently to his pio-
neering work, theoretical research has been conducted in terms of nonlinear physics 
for understanding the mechanism of collective motions performed by living organ-
isms [36, 48, 49].

On the other hand, to study collective motions from the viewpoint of experi-
mental systems, many researchers have utilized self-propelled materials as non-
biological systems. Examples of a simple experimental system for self-propelled 
materials include surfactants on particles or droplets driven by the difference of the 
surrounding surface tension [2, 4, 6, 10, 19, 24, 27–29, 32, 33, 41, 44, 47]. In addi-
tion, experiments to control the motions of self-propelled materials by a chemical 
reaction have also been reported [30, 31, 45]. For the theoretical understanding of 
these experimental results of self-propelled materials, a mathematical model for the 
experimental system was introduced and its mathematical analysis was carried out. 
In particular, one-dimensional motions of self-propelled materials, such as motions 
on the water surface of elongated channels, are described by a particle reaction-
diffusion systems. For instance, let xc(t) and u(x,  t) be the center of the surfactant 
material disk and the surface concentration of the surfactant, respectively. Then, a 
mathematical model for self-propelled motions is described as follows:

where � , � , du and k denote an area density of the surfactant disk, a viscosity coef-
ficient, a diffusion coefficient and a combined rate of sublimation and dissolution of 
the surfactant, respectively. The function F(x) represents the supply of the surfactant 
molecules and a simple example of it is the supply from solid surfactant, which is 
described by

where ku and u0 are the supply rate and the density of the solid surfactant, respec-
tively, and �(x) is the Dirac delta function. The function G(u) is a driving force to the 
self-propelled particle, which is given by, for example,

or

(1)
�
d2xc

dt2
= G(u) − �

dxc

dt
,

�u

�t
= du

�2u

�x2
− ku + F(x − xc(t)),

F(x) =

{
kuu0, |x| ≤ r,

0, |x| > r,
or F(x) = kuu0𝛿(x),

G(u) =
1

2r

(
�(u(t, xc(t) + r)) − �(u(t, xc(t) − r))

)
,
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Here, the function �(u) , which is a strictly decreasing function of the surface con-
centration of the surfactant, represents the surface tension of the water surface and, 
for instance, it is given by

where a > 0 , m ∈ ℕ , and �0 , 𝛾1 > 0 represent the surface tension of pure water and 
that of the critical micelle concentration of the surfactant, respectively. Although it 
is difficult to determine the surface tension function �(u) from experimental meas-
urements, mathematical models phenomenologically assume that �(u) is strictly 
deceasing. Indeed, this assumption has been employed in preceding studies and the 
following functions have been proposed as candidates for �(u) [20, 42]:

in which u0 is a positive constant, and

To understand the mechanism of self-propelled motions theoretically, the math-
ematical model (1) with a strictly decreasing function � has been studied by use of 
computer-aided analysis [3, 10, 19, 20, 23, 25, 38]. Moreover, a mathematical model 
for two-dimensional problems, such as motions on water surfaces, have been con-
structed [5, 16, 18, 33] and the model has been studied theoretically [14, 17, 21, 
22]. In addition, the experiments to control motions of self-propelled materials by 
a chemical reaction have been reported [30, 31, 45], and their theoretical studies 
have been conducted by using the mathematical model (1) coupled with a chemi-
cal reaction model [13, 26, 37]. From these studies, the particle reaction-diffusion 
system (1) is considered as a physically relevant model for describing self-propelled 
motions in nonlinear physics and physical chemistry.

One of the remarkable phenomena observed in self-propelled motions is the 
appearance of collective motions. Indeed, several patterns of collective motions 
have been reported in the preceding studies [11, 39, 40, 42, 43, 46]. For exam-
ple, Suematsu et  al. have observed that camphor boats cause a phenomena like 
traffic jams [42], and oscillatory motions of camphor disks appear depending on 
the number of disks and their surface areas [43]. Nakata et al. have also reported 
collective motions of camphor disks such as billiard motions and traffic jam phe-
nomena in an annular water channel [15]. Our concern is whether these collective 
motions appear in the mathematical model (1) as well. Since camphor disks used 
in the experiments are very light, Nishi et al. have analyzed motions of two cam-
phor disks by using the following dimensionless mathematical model without the 
inertia term [34]:

G(u) =
d�(u(t, x))

dx

||||x=xc(t)
.

(2)�(u) =
am

am + um
(�0 − �1) + �1,

(3)�(u) =
1

2

(
�0 − �1

)(
tanh(−(u − u0)) + 1

)
+ �1,

(4)�(u) = �0 − au.
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for i = 1, 2 , and x ∈ [0, L)⧵{�L(x
1
c
+ r),�L(x

1
c
− r),�L(x

2
c
+ r),�L(x

2
c
− r)} , where 

𝜇 > 0 and L > 4r > 0 . The function 𝛾(u) > 0 is strictly decreasing for u > 0 and the 
function F(x) is given by

Meanwhile, �L denotes the map from ℝ to [0, L), that is, for any x ∈ ℝ , there exists 
n ∈ ℤ such that x = �L(x) + nL . The periodic boundary condition is imposed by 
u(t, L) = u(t, 0) and �u(t, L)∕�x = �u(t, 0)∕�x . Note that a solution of (5) satisfies 
u ∈ C([0, T] × [0, L]) and u(t, ⋅) ∈ C[0, L] for any t > 0.

The preceding study [34] has clarified the mechanism of the emergence of bil-
liard and traffic jam motions in the model (5) by computer aided analysis. In addi-
tion, they have also reported notable motions: a symmetrically and an asymmetri-
cally oscillating motions, a symmetrically and an asymmetrically rotating motions 
(see Fig. 1), an oscillating and rotating motion. Furthermore, both the experimental 
measurement and the numerical computation have shown that the asymmetrically 
rotating motion of two camphor disks is stable as shown in Fig. 1b.

On the other hand, the density of camphor molecules just behind camphor 
disks is higher than that in other area in general, since camphor molecules remain 
behind for a while after the passing of a camphor disk. Then, the driving force 
for the disk behind, which is generated by the difference in the surface tensions, 

(5)
�
dxi

c

dt
=

�(u(t,�L(x
i
c
+ r))) − �(u(t,�L(x

i
c
− r)))

2r
,

�u

�t
=

�2u

�x2
− u + F(x − x1

c
) + F(x − x2

c
),

F(x) =

{
1, |x|L ≤ r,

0, |x|L > r,
|x|L = min

n∈ℤ
|x + nL|.
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Fig. 1  The trajectory of a a symmetrically rotating motion of two camphor disks for � = 0.004 and b an 
asymmetrically rotating motion of two camphor disks for � = 0.001 . Both solutions are obtained by the 
numerical computation for (5) with r = 0.5 , L = 70.665 and �(u) = a

2∕(a2 + u
2) , where a = 0.05 . The 

solid line and dashed line show the trajectory of two camphor disks
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seems to be weaker than that for the previous disk, and consequently the disk 
behind moves slower than the previous one. Hence, it seems reasonable that the 
distance between the two camphor disks increases gradually and their motions 
become symmetric in the end. In fact, reduced equations for camphor motions 
are derived based on the weak interaction theory, suggesting that repulsive forces 
act on the camphor particles through the reaction diffusion field [7–9]. From the 
above considerations, the appearance of asymmetrically rotating motions sug-
gested numerically in [34] seems to be curious and implies that an attractive force 
between camphor disks exists. Moreover, the computer aided analysis in [34] has 
shown that the asymmetrically rotating solution appears via a pitch-fork bifur-
cation of the symmetrically rotating solution. Our motivation in this study is, 
through the analysis of the model (5), making it clear what kind of effect is essen-
tial for the existence of asymmetrically rotating motions for a strictly decreasing 
function � with mathematical rigor. For convenience in the mathematical analy-
sis, we introduce the uniform rotation velocity, c ≥ 0 , and consider the steady 
state problem of (5) via the moving coordinate z = x − ct . Then, rotating solu-
tions of (5) on the moving coordinate are defined as follows:

Definition 1 The quadruple (U(z), c, z1
c
, z2

c
) is called a rotating solution to (5) if it 

satisfies the following equations:

for i = 1, 2 , and z ∈ [0, L)⧵{�L(z
1
c
+ r),�L(z

1
c
− r),�L(z

2 + r),�L(z
2
c
− r)} , where U is 

a C1-periodic function on [0, L]. In particular, the rotating solution (U(z), c, z1
c
, z2

c
) 

satisfying |z1
c
− z2

c
| = L∕2 is called a symmetrically rotating solution, and otherwise 

the solution is called an asymmetrically rotating solution.

On the basis of the above definition, we state the following theorem about the 
existence of symmetrically and asymmetrically rotating solutions.

Theorem  1 Assume |z1
c
− z2

c
|L > 2r and that � ∈ C1[0,∞) satisfies 𝛾(u) > 0 and 

𝛾 �(u) < 0 for u > 0 . Then the following statements hold. 

(a) For any c > 0 , there exists a unique 𝜇 > 0 such that (6) has a symmetrically 
rotating solution. In the case of c = 0 , there always exists a symmetrically rotat-
ing solution for any value of 𝜇 > 0.

(b) For any 𝜇 > 0 , (6) has no asymmetrically rotating solution with c = 0.
(c) Suppose � ∈ C2(0,∞) and � ′′ ≥ 0 . Then, for any c > 0 and 𝜇 > 0 , (6) has no 

asymmetrically rotating solution.
(d) Suppose that � ∈ C2(0, 1) satisfies 

(6)
0 = �(U(�L(z

i
c
+ r))) − �(U(�L(z

i
c
− r))) − 2r�c,

0 =
�2U

�z2
+ c

�U

�z
− U + F(z − z1

c
) + F(z − z2

c
),
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 where � = 4r∕L . Then, (6) has an asymmetrically rotating solution for suffi-
ciently large c.

Here, we impose the assumption |z1
c
− z2

c
|L > 2r since the effect of contact between 

two disks are not considered in the model (6). According to Theorem 1, the existence 
of asymmetrically rotating solutions depends on the shape of the function �(u) , which 
corresponds to the surface tension. We remark that it can be confirmed that there exists 
a function �(u) in (2) satisfying the condition (7), and �(u) in (3) satisfies the condition 
(7) with some suitable parameters. For the linear function �(u) in (4), Theorem 1 claims 
that there is no asymmetrically rotating solution. For motions of a single camphor, we 
can obtain a similar result to Theorem 1, which is discussed in Appendix A. In the next 
section, we give the proof of Theorem 1.

2  Proof of the Main Theorem

2.1  Reformulation

Since solutions of (5) are recovered from those of (6), it is sufficient to show the exist-
ence and non-existence of stationary solutions of (6). That is to say, we consider the 
following equations:

for i = 1, 2 , and

where U ∈ C1[0, L] with U(L) = U(0) and U�(L) = U�(0) . To see the transla-
tional symmetry of (8) and (9), we introduce the following periodically extended 
equations:

for i = 1, 2 , n ∈ ℤ , and

(7)
1

2

(
1 +

1

4r2(1 − 𝜌)

)
𝛾 �(𝜌) < (1 − 𝜌)𝛾 ��(𝜌) < 𝛾 �(𝜌),

(8)0 = �(U(�L(Z
i + r))) − �(U(�L(Z

i − r))) − 2r�c,

(9)0 = U�� + cU� − U + F(z − Z1) + F(z − Z2),

z ∈ [0, L)⧵{�L(Z
1 + r),�L(Z

1 − r),�L(Z
2 + r),�L(Z

2 − r)},

(10)

⎧⎪⎨⎪⎩

0 = 𝛾(Up(Zi,n + r)) − 𝛾(Up(Zi,n − r)) − 2r𝜇c,

Zi,n+1 − Zi,n = L,

Z2,n − Z1,n > 2r, Z1,n+1 − Z2,n > 2r,
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for z ∈ ℝ⧵
⋃

i ∈ {1, 2}, n ∈ ℤ
{Zi,n + r, Zi,n − r} , where Up ∈ C1(ℝ) . It is easily 

confirmed that if (Z1∗, Z2∗,U∗) is a solution to (8) and (9), then 
(Z1∗ + nL, Z2∗ + nL,U∗p) is a solution to (10) and (11), where U∗p is a periodically 
extended function of U∗ . Conversely, if (Z1,n∗, Z2,n∗,Up∗) is a solution to (10) and 
(11), then (Z1,0, Z2,0, Up∗|[0,L)) satisfies (8) and (9). In this sense, the system (8) and 
(9) is equivalent to (10) and (11). Since the system (10) and (11) has the transla-
tional symmetry, it is sufficient to consider the system (8) and (9) with Z1 = r . Then, 
(9) is rewritten by

where l1 = 2r , l2 = 2r + d , l3 = 4r + d and d = Z2 − r − (Z1 + r) . We assume 
that U ∈ C1[0, L] satisfies the periodic boundary condition given by U(L) = U(0) 
and U�(L) = U�(0) . Note that, in the above formulation, symmetrically and asym-
metrically rotating solutions correspond with d = L∕2 − 2r and d ≠ L∕2 − 2r , 
respectively.

For the sake of simplicity, we define the following functions:

Throughout this paper, we will omit the discussion on c when it is fixed. We first 
show that the system (12) has a unique solution.

Lemma 1 Let the constants l1 < l2 < l3 < L be l1 = 2r , l2 = 2r + d and l3 = 4r + d 
with d, r > 0 . For any given c ∈ ℝ , there exists a unique solution of (12). Moreover, 
U(0), U(l1) , U(l2) and U(l3) are expressed by

Proof Let us fix c ∈ ℝ . By a classical theory, we can represent a solution of (12) by

(11)

⎧
⎪⎨⎪⎩

0 = Up�� + cUp� − U +
�

i ∈ {1, 2}, n ∈ ℤ

F(z − Zi,n),

Up(z + L) = Up(z),

(12)

0 = U�� + cU� − U + 1, z ∈ (0, l1),

0 = U�� + cU� − U, z ∈ (l1, l2),

0 = U�� + cU� − U + 1, z ∈ (l2, l3),

0 = U�� + cU� − U, z ∈ (l3, L),

(13)

�(c) =
−c

2
, �(c) =

√
c2 + 4

2
, �+(c) = �(c) + �(c), �−(c) = �(c) − �(c),

E+(c, z) = exp(−�+(c)z), E−(c, z) = exp(�−(c)z),

U+(c) =
1

2�(c)�+(c)

1 − E+(c, 2r)

1 − E+(c,L)
, U−(c) =

−1

2�(c)�−(c)

1 − E−(c, 2r)

1 − E−(c,L)
.

U(0) = U+(1 + E+(l2)) + U−(E−(L − l3) + E−(L − l1)),

U(l1) = U+(E+(L − l1) + E+(d)) + U−(E−(L − l2) + 1),

U(l2) = U+(1 + E+(L − l2)) + U−(E−(L − l1) + E−(d)),

U(l3) = U+(E+(L − l3) + E+(L − l1)) + U−(1 + E−(l2)).
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Thus, it is sufficient to show the unique existence of constants a1
±
 , a2

±
 , b1

±
 and b2

±
 . The 

periodic boundary condition, U(L) = U(0) and U�(L) = U�(0) , requires that

which is equivalent to

These relations are rewritten by

where

Similarly, since U is continuously differentiable at l1 , l2 and l3 , we have

Note that it follows from det𝛬 = 𝜆− − 𝜆+ = −2𝜃 < 0 that � is a regular matrix. We 
find that (15) and (16) are equivalent to

Substituting these equalities in order, we obtain

(14)

U(z) = a1
+
E+(−z) + a1

−
E−(z) + 1, z ∈ (0, l1),

U(z) = b1
+
E+(−(z − l1)) + b1

−
E−(z − l1), z ∈ (l1, l2),

U(z) = a2
+
E+(−(z − l2)) + a2

−
E−(z − l2) + 1, z ∈ (l2, l3),

U(z) = b2
+
E+(−(z − l3)) + b2

−
E−(z − l3), z ∈ (l3, L).

lim
z→+0

U(z) = lim
z→L−0

U(z), lim
z→+0

U�(z) = lim
z→L−0

U�(z),

a1
+
+ a1

−
+ 1 = b2

+
E+(−(L − l3)) + b2

−
E−(L − l3),

a1
+
�+ + a1

−
�− = b2

+
�+E+(−(L − l3)) + b2

−
�−E−(L − l3).

(15)�a1 + e = �E(L − l3)b
2,

a
i =

(
ai
+

ai
−

)
, b

i =

(
bi
+

bi
−

)
, e =

(
1

0

)
,

� =

(
1 1

�+ �−

)
, E(z) =

(
E+(−z) 0

0 E−(z)

)
.

(16)

�E(l1)a
1 + e = �b1,

�a2 + e = �E(l2 − l1)b
1,

�E(l3 − l2)a
2 + e = �b2.

(17)

a
1 = E(L − l3)b

2 − �−1
e,

b
1 = E(l1)a

1 + �−1
e,

a
2 = E(l2 − l1)b

1 − �−1
e,

b
2 = E(l3 − l2)a

2 + �−1
e.

a
1 = −�−1

e + E(L − l3)(E(l3 − l2)(E(l2 − l1)(E(l1)a
1 + �−1

e) − �−1
e) + �−1

e),

= E(L)a1 + (E(L − l1) − E(L − l2) + E(L − l3) − I)�−1
e.
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Here, we used E(z1)E(z2) = E(z1 + z2) . Note that 
det (I − E(z)) = (1 − E+(−z))(1 − E−(z)) ≠ 0 for any z ≠ 0 . Then, we have

which indicates that constants a1
±
 are uniquely determined. Using (17), we obtain the 

other constants a2
±
 , b1

±
 and b2

±
 that are uniquely expressed by

Thus, we conclude that (12) has a unique solution U ∈ C1[0, L) satisfying the peri-
odic boundary condition.

On the other hand, considering

we find

Substituting a1
±
 into the first line in (14), we obtain

for z ∈ (0, l1) . Since the constants a1 , a2 , b1 and b2 are determined so that 
U ∈ C1[0, L] , we have

It follows from �+ − �− = 2� and �+�− = −1 that

a
1 = (I − E(L))−1(E(L − l1) − E(L − l2) + E(L − l3) − I)�−1

e,

b
1 = (I − E(L))−1(−E(L − l2 + l1) + E(L − l3 + l1) − E(l1) + I)�−1

e,

a
2 = (I − E(L))−1(E(L − l3 + l2) − E(l2) + E(l2 − l1) − I)�−1

e,

b
2 = (I − E(L))−1(−E(l3) + E(l3 − l1) − E(l3 − l2) + I)�−1

e.

(I − E(L))−1 =

⎛
⎜⎜⎜⎝

1

1 − E+(−L)
0

0
1

1 − E−(L)

⎞
⎟⎟⎟⎠
, �−1 = −

1

2�

�
�− − 1

−�+ 1

�
,

�
a1
+

a1
−

�
=

⎛⎜⎜⎜⎝

−�−

2�

E+(−(L − l1)) − E+(−(L − l2)) + E+(−(L − l3)) − 1

1 − E+(−L)
�+

2�

E−(L − l1) − E−(L − l2) + E−(L − l3) − 1

1 − E−(L)

⎞
⎟⎟⎟⎠
.

U(z) = 1 −
�−E+(−z)

2�

E+(−(L − l1)) − E+(−(L − l2)) + E+(−(L − l3)) − 1

1 − E+(−L)

+
�+E−(z)

2�

E−(L − l1) − E−(L − l2) + E−(L − l3) − 1

1 − E−(L)
,

U(0) = lim
z→+0

U(z)

= 1 −
�−

2�

E+(−(L − l1)) − E+(−(L − l2)) + E+(−(L − l3)) − 1

1 − E+(−L)

+
�+

2�

E−(L − l1) − E−(L − l2) + E−(L − l3) − 1

1 − E−(L)
.
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Thus, we obtain

The definitions of U+ and U− yield

Similarly, it is confirmed that

  ◻

For later use, we introduce the following notations:

1 −
−�−

2�

1

1 − E+(−L)
−

�+

2�

1

1 − E−(L)

= −
−�−

2�

E+(−L)

1 − E+(−L)
−

�+

2�

E−(L)

1 − E−(L)
,

= −
1

2��+

E+(−L)

1 − E+(−L)
−

1

−2��−

E−(L)

1 − E−(L)
.

U(0) =
1

2��+

E+(−(L − l1)) − E+(−(L − l2)) + E+(−(L − l3)) − E+(L)

1 − E+(−L)

−
1

2��−

E−(L − l1) − E−(L − l2) + E−(L − l3) − E−(L)

1 − E−(L)

=
1

2��+

E+(−L)

1 − E+(−L)
(E+(l1) − E+(l2) + E+(l3) − 1)

−
1

2��−

E−(L − l1) − E−(L − l2) + E−(L − l3) − E−(L)

1 − E−(L)

=
1

2��+

1 − E+(2r) + E+(2r + d) − E+(4r + d)

1 − E+(L)

−
1

2��−

E−(L − 2r) − E−(L − 2r − d) + E−(L − 4r − d) − E−(L)

1 − E−(L)

=
1

2��+

1 − E+(2r)

1 − E+(L)
(1 + E+(2r + d))

−
1

2��−

1 − E−(2r)

1 − E−(L)
E−(L − 4r − d)(1 + E−(2r + d)).

U(0) = (1 + E+(2r + d))U+ + (E−(L − 4r − d) + E−(L − 2r))U−.

U(2r) = (E+(L − 2r) + E+(d))U+ + (E−(L − 2r − d) + 1)U−,

U(2r + d) = (1 + E+(L − 2r − d))U+ + (E−(L − 2r) + E−(d))U−,

U(4r + d) = (E+(L − 4r − d) + E+(L − 2r))U+ + (1 + E−(2r + d))U−.

U1f (c, d) ≡U(2r), U1r(c, d) ≡ U(0),

U2f (c, d) ≡U(4r + d), U2r(c, d) ≡ U(2r + d),

�U1(c, d) ≡U1f (c, d) − U1r(c, d), �U2(c, d) ≡ U2f (c, d) − U2r(c, d).
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We will omit the discussion on c and d when they are fixed. Before stating the proof 
of Theorem 1, we show some properties of U1f  , U1r , U2f  and U2r.

Lemma 2 Let c > 0 be a fixed constant. Then, we have 

(a) 𝛥U1(c,L∕2 − 2r) = 𝛥U2(c,L∕2 − 2r) < 0.
(b) �U1(c, d) − �U2(c, d) = 0 if and only if L∕2 − 2r − d = 0 . If L∕2 − 2r − d ≠ 0 , 

then the sign of �U1(c, d) − �U2(c, d) is equal to that of L∕2 − 2r − d.
(c) U1f (c, d) − U2f (c, d) = 0 if and only if L∕2 − 2r − d = 0 . If L∕2 − 2r − d ≠ 0 , 

then the sign of U1f (c, d) − U2f (c, d) is equal to that of L∕2 − 2r − d.

Proof We consider �Ui , Uif  , and Uir as functions of d, that is, �Ui(d) , Uif (d) , and 
Uir(d) for i = 1, 2 . 

(a) It is straightforward to check that U1f (c,L∕2 − 2r) = U2f (c,L∕2 − 2r) and 
U1r(c,L∕2 − 2r) = U2r(c,L∕2 − 2r) so that �U1(c,L∕2 − 2r) = �U2(c,L∕2 − 2r) . 
We have 

 Note that 

and �U−(1 + E−(L∕2))(1 − E+(L∕2 − 2r)) = �2(−�−;r, L∕4) . Since it fol-
lows from 0 < 4r < L that �2(x;r, L∕4) is strictly decreasing for x > 0 
(see Appendix A.2), we find that 𝜉2(𝜆+;r, L∕4) < 𝜉2(𝜆−;r, L∕4) , that is, 
U+(1 + E+(L∕2))(1 − E+(L∕2 − 2r)) > U−(1 + E−(L∕2))(1 − E−(L∕2 − 2r))  . 
Hence, we obtain 𝛥U1(L∕2 − 2r) < 0.

(b) It follows that 

Since we have U±E±(d)(1 − E±(2r)) > 0 and 1 − E±(z) has the same sign as 
that of z, we obtain the desired result.

(c) Note that 

�U1(L∕2 − 2r) = (E+(L − 2r) + E+(L∕2 − 2r) − 1 − E+(L∕2))U+

+ (E−(L∕2) + 1 − E−(L∕2 − 2r) − E−(L − 2r))U−

= −(1 + E+(L∕2))(1 − E+(L∕2 − 2r))U+

+ (1 + E−(L∕2))(1 − E−(L∕2 − 2r))U−.

�(1 + E+(L∕2))(1 − E+(L∕2 − 2r))U+

=
(1 + exp(−(L∕2)�+))(1 − exp(−(L∕2 − 2r)�+))

2�+

1 − exp(−2r�+)

1 − exp(−L�+)

=
1

�+

sinh(r�+)

sinh((L∕4)�+)
sinh((L∕4 − r)�+)

= �2(�+;r, L∕4),

�U1(d) − �U2(d) = U+E+(d)(1 − E+(2r))(1 − E+(L − 4r − 2d))

+ U−E−(d)(1 − E−(2r))(1 − E−(L − 4r − 2d)).
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Since we have 

and, similarly, �E−(r + d)(1 − E−(L − 4r − 2d))U− = �3(−�−;r, L∕2, d∕2) , we 
find that (18) is rewritten by 

For the case of L − 4r − 2d > 0 , owing to 0 < 4r < Land 0 < d < L − 4r , 
�3(x;r, L∕2, d∕2) is strictly decreasing for x > 0 (see Appendix A.3). Thus, con-
sidering E+(−r) > 1 > E−(r) , we find 

 For the case of L − 4r − 2d < 0 , we have 

 and thus 

 Finally, we easily confirm that L − 4r − 2d = 0 is equivalent to 
U1f (c) − U2f (c) = 0 .   ◻

2.2  Proofs of Theorem 1(a), (b)

We first prove Theorem 1(a) for the case of c > 0 . Note that (8) are rewritten by

Since, for symmetric solutions satisfying d = L∕2 − 2r , Lemma  2(a) gives 
U1f (c,L∕2 − 2r) < U1r(c,L∕2 − 2r) and �(u) is strictly decreasing for u > 0 , 
there exists a unique 𝜇 > 0 satisfying (19). Thus, it is sufficient to show that 

(18)
U1f (d) − U2f (d) = E+(d)(1 − E+(L − 4r − 2d))U+

− E−(2r + d)(1 − E−(L − 4r − 2d))U−.

�E+(r + d)(1 − E+(L − 4r − 2d))U+

=
exp(−(r + d)�+)

2�+

1 − exp(−2r�+)

1 − exp(−L�+)
(1 − exp(−(L − 4r − 2d)�+))

=
sinh((L∕2 − 2r − d)�+)

�+

sinh(r�+)

sinh((L∕2)�+)

= �3(�+;r,L∕2, d∕2),

U1f (d) − U2f (d) =
E+(−r)

�
�3(�+;r, L∕2, d∕2) −

E−(r)

�
�3(−�−;r, L∕2, d∕2).

U1f (d) − U2f (d) =
1

𝜃
(E+(−r)𝜉3(𝜆+;r, L∕2, d∕2) − E−(r)𝜉3(−𝜆−;r, L∕2, d∕2)) > 0.

𝜉3(𝜆+;r, L∕2, d∕2) < 𝜉3(−𝜆−;r, L∕2, d∕2) < 0,

U1f (d) − U2f (d) =
1

𝜃
(E+(−r)𝜉3(𝜆+;r, L∕2, d∕2) − E−(r)𝜉3(−𝜆−;r, L∕2, d∕2)) < 0.

(19)2r�c = �(U1f (c, d)) − �(U1r(c, d)),

(20)0 = �(U1f (c, d)) − �(U1r(c, d)) − (�(U2f (c, d)) − �(U2r(c, d))).
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U1f (c,L∕2 − 2r) , U1r(c,L∕2 − 2r) , U2f (c,L∕2 − 2r) and U2r(c,L∕2 − 2r) satisfy (20). 
It follows from Lemma 2(b), (c) that

and

respectively. Thus, we find

Combining (21) with (22), we obtain (20).
Next, we consider the case of c = 0 . Note that (8) are equivalent to

Since �(u) is strictly decreasing for u > 0 , (23) is satisfied if and only if 
�U1(0, d) = �U2(0, d) = 0 holds. Considering �−(0) = −�+(0) = −1 and 
U+(0, d) = U−(0, d) = U0 , where

we obtain

which implies

Hence, (23) holds if and only if d = L∕2 − 2r , which concludes Theorem 1(a) with 
c = 0 and Theorem 1(b).

2.3  Proof of Theorem 1(c)

We prove Theorem  1(c) by contradiction. Let c > 0 be a fixed constant. If there 
exists a rotating solution, then (20) is satisfied with 𝛥U1 < 0 and 𝛥U2 < 0 . Thus, it 
is sufficient to prove that (20) is not satisfied provided that 𝛥U1 < 0 and 𝛥U2 < 0 . 
For asymmetric solutions, that is, d ≠ L∕2 − 2r , we should consider the following 
three cases. 

1. U1f > U2r.
2. U1f ≤ U2r and L∕2 − 2r − d < 0.

(21)U1f (c,L∕2 − 2r) = U2f (c,L∕2 − 2r),

U1f (c,L∕2 − 2r) − U1r(c,L∕2 − 2r) = U2f (c,L∕2 − 2r) − U2r(c,L∕2 − 2r),

(22)U1r(c,L∕2 − 2r) = U2r(c,L∕2 − 2r).

(23)�(U1f (0, d)) = �(U1r(0, d)), �(U2r(0, d)) = �(U2r(0, d)).

U0 =
1

2

1 − E0(2r)

1 − E0(L)
, E0(z) = exp(−z),

U1f (0, d) = U0(1 + E0(L − 2r) + E0(d) + E0(L − 2r − d)),

U1r(0, d) = U0(1 + E0(L − 2r) + E0(2r + d) + E0(L − 4r − d)),

U2f (0, d) = U0(1 + E0(L − 2r) + E0(2r + d) + E0(L − 4r − d)),

U2r(0, d) = U0(1 + E0(L − 2r) + E0(d) + E0(L − 2r − d)),

�U1(0, d) = −�U2(0, d) = U0E0(d)(1 − E0(2r))(1 − E0(L − 4r − 2d)).
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3. U1f ≤ U2r and L∕2 − 2r − d > 0.

For the case 1, (20) is equivalent to

It follows from 𝛥U1 < 0 , 𝛥U2 < 0 and U1f > U2r that

Since we have 𝛾 �(u) < 0 and � ��(u) ≥ 0 for u > 0 , (25) yields

Owing to Lemma  2(c), U1f > U2f  in (25) implies L∕2 − 2r − d > 0 . Thus, 
Lemma 2(b) yields 0 > U1f − U1r > U2f − U2r . Hence, we obtain

It follows from (26) and (27) that

which contradicts (24).
For the case 2, (20) is equivalent to

Owing to L∕2 − 2r − d < 0 , it follows from Lemma 2(c) that U1f < U2f  . Thus, (28) 
and 𝛾 ′ < 0 yield U1r < U2r . In addition, the assumption 𝛥U2 < 0 gives

If U2f ≤ U1r , then we have U1f < U2f ≤ U1r < U2r and it follows from 
L∕2 − 2r − d < 0 and Lemma 2(b) that 𝛥U1 < 𝛥U2 , that is, U2r − U1r < U2f − U1f  . 
Thus,

(24)∫
U1r

U1f

−� �(U)dU = ∫
U2r

U2f

−� �(U)dU.

(25)U1r > U1f > U2r > U2f .

(26)0 < −𝛾 �(U1r) ≤ −𝛾 �(U1f ) ≤ −𝛾 �(U2r) ≤ −𝛾 �(U2f ).

(27)0 < U1r − U1f < U2r − U2f .

�
U1r

U1f

−𝛾 �(U)dU ≤ −𝛾 �(U1f )(U1r − U1f )

< −𝛾 �(U2r)(U2r − U2f ) ≤ �
U2r

U2f

−𝛾 �(U)dU,

(28)∫
U2f

U1f

−� �(U)dU = ∫
U2r

U1r

−� �(U)dU.

U1f < U2f < U2r.

�
U2r

U1r

−𝛾 �(U)dU ≤ −𝛾 �(U1r)(U2r − U1r)

< −𝛾 �(U2f )(U2f − U1f ) ≤ �
U2f

U1f

−𝛾 �(U)dU,
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which contradicts (28). As for U2f > U1r , we obtain U1f < U1r < U2f < U2r and fol-
lowing inequality:

owing to 0 < −𝛥U2 < −𝛥U1 , which contradicts (28). Thus, (20) is not satisfied in 
the case 2.

For the case 3, it follows from L∕2 − 2r − d > 0 and Lemma  2(c) that 
U2f < U1f  . Hence, we have U2f < U1f ≤ U2r . In the same manner as that for 
the case 2, we assume that U2r < U1r . By L∕2 − 2r − d > 0 , Lemma 2(b) gives 
𝛥U1 > 𝛥U2 , that is, U1f − U2f > U1r − U2r . Hence, we find

which contradicts (20).

2.4  Proof of Theorem 1(d)

Let � (c, d) ≡ �(U1f (c, d)) − �(U1r(c, d)) −
[
�(U2f (c, d)) − �(U2r(c, d))

]
 . We 

show that there exists a constant d0 ∈ (0, L∕2 − 2r) such that � (c, d0) = 0 . Our 
strategy is to investigate the asymptotic behavior of � (c, d) as d → +0 and 
d → L∕2 − 2r − 0 for sufficiently large c. We first consider the limit of � (c, d) as 
d → +0 . It follows that

and

in the same limit. Note that

�
U2r

U2f

−𝛾 �(U)dU ≤ −𝛾 �(U2f )(U2r − U2f )

< −𝛾 �(U1r)(U1r − U1f ) ≤ �
U1r

U1f

−𝛾 �(U)dU,

�
U1r

U2r

−𝛾 �(U)dU ≤ −𝛾 �(U2r)(U1r − U2r)

< −𝛾 �(U1f )(U1f − U2f ) ≤ �
U1f

U2f

−𝛾 �(U)dU,

� (c, 0) = lim
d→0

� (c, d)

= �(U1f (c, 0)) − �(U1r(c, 0)) −
[
�(U2f (c, 0)) − �(U2r(c, 0))

]
,

U1f (c, 0) = U+(c)(1 + E+(c,L − 2r)) + U−(c)(E−(c,L − 2r) + 1),

U1r(c, 0) = U+(c)(1 + E+(c, 2r)) + U−(c)(E−(c,L − 4r) + E−(c,L − 2r)),

U2f (c, 0) = U+(c)(E+(c,L − 4r) + E+(c,L − 2r)) + U−(c)(1 + E−(c, 2r)),

U2r(c, 0) = U+(c)(1 + E+(c,L − 2r)) + U−(c)(E−(c,L − 2r) + 1),



898 M. Okamoto et al.

1 3

Then, we have U1f (c, 0) − U1r(c, 0) < 0 and U2f (c, 0) − U2r(c, 0) < 0 for sufficiently 
large c. Indeed, since it follows that

and Lemma 3 in Appendix C gives

we obtain U1f (c, 0) − U1r(c, 0) < 0 for sufficiently large c. On the other hand, we 
have

and, similarly,

Since �3(x;r, L∕2, 0) is strictly decreasing for x > 0 (see Appendix B), we find

in which we used E+(−r) > 1 and E−(r) < 1 . Thus, U2f (c, 0) − U2r(c, 0) < 0 holds 
for sufficiently large c.

From the above estimates, we have U2f (c, 0) < U2r(c, 0) = U1f (c, 0) < U1r(c, 0) . 
Hence, the mean value theorem implies that there exist U∗ and U∗∗ such that

where U∗ and U∗∗ satisfy

U1f (c, 0) − U1r(c, 0)

= −E+(c, 2r)U+(c)(1 − E+(c,L − 4r)) + U−(c)(1 − E−(c,L − 4r)),

U2f (c, 0) − U2r(c, 0)

= −U+(c)(1 − E+(c,L − 4r)) + E−(c, 2r)U−(c)(1 − E−(c,L − 4r)).

U1f (c, 0) − U1r(c, 0)

= (1 − E+(c,L − 4r))

[
−E+(c, 2r)U+(c) + U−(c)

1 − E−(c,L − 4r)

1 − E+(c,L − 4r)

]
,

lim
c→∞

[
−E+(2r)U+(c) + U−(c)

1 − E−(c,L − 4r)

1 − E+(c,L − 4r)

]
= −

2r

L
< 0,

�U+(1 − E+(L − 4r)) =
1

2�+

1 − E+(2r)

1 − E+(L)
(1 − E+(L − 4r))

=
1

�+

sinh(r�+)

sinh(L∕2�+)
sinh((L∕2 − 2r)�+)E+(−r)

= �3(�+;r, L∕2, 0)E+(−r),

�U−(1 − E−(L − 4r)) = �3(−�−;r, L∕2, 0)E−(r).

U+(1 − E+(L − 4r)) >
𝜉3(𝜆+;r, L∕2, 0)

𝜃

>
𝜉3(𝜆−;r, L∕2, 0)

𝜃
> E−(2r)U−(1 − E−(L − 4r)),

(29)
�(U1r(c, 0)) − �(U1f (c, 0)) =(U1r(c, 0) − U1f (c, 0))�

�(U∗),

�(U2r(c, 0)) − �(U2f (c, 0)) =(U2r(c, 0) − U2f (c, 0))�
�(U∗∗),



899

1 3

Asymmetrically rotating solutions for a self-propelled model

Similarly, it follows from U∗∗ < U∗ that there exists U∗∗∗ satisfying U∗∗ < U∗∗∗ < U∗ 
such that

Using (29) and (31), we find

Here, we introduce the function �0(c) defined by

Then, owing to (U∗ − U∗∗)(1 − E+(2r)) > 0 , the sign of � (c, 0) coincides with that 
of �0(c) . Since it follows from (30) that

defining the function �̃0(c) by

we find 𝛤0 < �𝛤0 , owing to 𝛾 ′ < 0 . We remark that if the limit of �̃0 as c → ∞ is 
negative, then �𝛤0(c) < 0 holds for sufficiently large c by the continuity of �̃0 , which 

(30)U2f (c, 0) < U∗∗ < U2r(c, 0) = U1f (c, 0) < U∗ < U1r(c, 0).

(31)� �(U∗) − � �(U∗∗) = (U∗ − U∗∗)� ��(U∗∗∗).

� (c, 0) = (U1r(c, 0) − U1f (c, 0))�
�(U∗) − (U2r(c, 0) − U2f (c, 0))�

�(U∗∗)

= (U1r(c, 0) − U2f (c, 0))�
�(U∗∗)

+ (U1r(c, 0) − U1f (c, 0))(U
∗ − U∗∗)� ��(U∗∗∗)

=
[
U+(1 − E+(2r))(1 − E+(L − 4r))

+U−(1 − E−(2r))(1 − E−(L − 4r))
]
� �(U∗∗)

−
[
E+(2r)U+(1 − E+(L − 4r))

−U−(1 − E−(L − 4r))
]
(U∗ − U∗∗)� ��(U∗∗∗).

�0(c) ≡ 1

(U∗ − U∗∗)(1 − E+(2r))
� (c, 0)

=

[
U+(1 − E+(L − 4r))

U∗ − U∗∗
+

U−(1 − E−(2r))(1 − E−(L − 4r))

(U∗ − U∗∗)(1 − E+(2r))

]
� �(U∗∗)

−

[
E+(2r)U+

1 − E+(L − 4r)

1 − E+(2r)
− U−

1 − E−(L − 4r)

1 − E+(2r)

]
� ��(U∗∗∗).

0 < U∗ − U∗∗

< U+(1 − E+(L − 4r))(1 + E+(2r)) − U−(1 − E−(L − 4r))(1 + E−(2r)),

�̃0 =
U+(1 − E+(L − 4r))� �(U∗∗)

U+(1 − E+(L − 4r))(1 + E+(2r)) − U−(1 − E−(L − 4r))(1 + E−(2r))

+
U−(1 − E+(2r))

−1(1 − E−(2r))(1 − E−(L − 4r))� �(U∗∗)

U+(1 − E+(L − 4r))(1 + E+(2r)) − U−(1 − E−(L − 4r))(1 + E−(2r))

−

[
E+(2r)U+

1 − E+(L − 4r)

1 − E+(2r)
−

U−(1 − E−(L − 4r))

1 − E+(2r)

]
� ��(U∗∗∗)

≡ �̃1 + �̃2 − �̃3,
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implies that �0(c) and � (c, 0) are also negative. Thus, it is enough to investigate the 
limit of �̃0(c) as c → ∞ to determine the condition on which � (c, 0) is negative for 
sufficiently large c. For simplicity of notation, we set � ≡ 4r∕L . Then, we have

Indeed, it follows from (30) and U∗∗ < U∗∗∗ < U∗ that

and Lemma 3 in Appendix C gives

As for the limit of �̃1(c) as c → ∞ , since we have

Lemma 3 in Appendix C yields �̃1(c) →
1

2
� �(�) as c → ∞ . In the same manner as 

that for �̃1 , we confirm that �̃2(c) →
1

8r2(1−�)
� �(�) as c → ∞ . Owing to the estimate

we obtain �̃3(c) → (1 − �)� ��(�) as c → ∞ . Summarizing the above estimates for �̃1 , 
�̃2 and �̃3 , we find

Thus, we conclude that 𝛤 (c, 0) < 0 holds for sufficiently large c provided that

Next, we estimate the limit of �� (c, d)∕�d as d → L∕2 − 2r − 0 , where

lim
c→∞

U∗∗(c) = lim
c→∞

U∗∗∗(c) = lim
c→∞

U∗(c) = �.

U+(E+(L − 4r) + E+(L − 2r)) + U−(1 + E−(2r))

< U∗∗ < U∗∗∗ < U∗

< U+(1 + E+(2r)) + U−(E−(L − 4r) + E−(L − 2r)),

lim
c→∞

U+(c)(E+(c,L − 4r) + E+(c,L − 2r)) + U−(c)(1 + E−(c, 2r)) =�,

lim
c→∞

U+(c)(1 + E+(c, 2r)) + U−(c)(E−(c,L − 4r) + E−(c,L − 2r)) =�.

U+(1 − E+(L − 4r))

U+(1 − E+(L − 4r))(1 + E+(2r)) − U−(1 − E−(L − 4r))(1 + E−(2r))

=

[
1 + E+(2r) −

U−

1 − E+(L − 4r)

(1 − E−(L − 4r))(1 + E−(2r))

U+

]−1
,

lim
c→∞

[
E+(c, 2r)U+(c)

1 − E+(c,L − 4r)

1 − E+(c, 2r)
− U−(c)

1 − E−(c,L − 4r)

1 − E+(c, 2r)

]
= 1 − �,

lim
c→∞

�̃0(c) =
1

2

(
1 +

1

4r2(1 − �)

)
� �(�) − (1 − �)� ��(�).

(32)
1

2

(
1 +

1

4r2(1 − 𝜌)

)
𝛾 �(𝜌) − (1 − 𝜌)𝛾 ��(𝜌) < 0.
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From Lemma  2(a), we have U1f (c,L∕2 − 2r) = U2f (c,L∕2 − 2r) ≡ Uf (c) and 
U1r(c,L∕2 − 2r) = U2r(c,L∕2 − 2r) ≡ Ur(c) with

which yields � (c,L∕2 − 2r) = 0 and Uf (c) < Ur(c) . Since it follows that

substituting d = L∕2 − 2r into (33), we obtain

where

Thus, we find

Owing to Uf (c) < Ur(c) , the mean value theorem gives U∗ satisfying

and Uf (c) < U∗ < Ur(c) . Hence, we obtain

��

�d
(c, d) =

�U1f

�d
(c, d)� �(U1f (c, d)) −

�U1r

�d
(c, d)� �(U1r(c, d))

−

[
�U2f

�d
(c, d)� �(U2f (c, d)) −

�U2r

�d
(c, d)� �(U2r(c, d))

]
.

Uf (c) = U+(c)(E+(c,L − 2r) + E+(c,L∕2 − 2r)) + U−(c)(E−(c,L∕2) + 1),

Ur(c) = U+(c)(E+(c,L∕2) + 1) + U−(c)(E−(c,L∕2 − 2r) + E−(c,L − 2r)),

(33)

�U1f

�d
(c, d) = −�+(c)U+(c)E+(c, d) − �−(c)U−(c)E−(c,L − 2r − d),

�U1r

�d
(c, d) = −�+(c)U+(c)E+(c, 2r + d) − �−(c)U−(c)E−(c,L − 4r − d),

�U2f

�d
(c, d) = �+(c)U+(c)E+(c,L − 4r − d) + �−(c)U−(c)E−(c, 2r + d),

�U2r

�d
(c, d) = �+(c)U+(c)E+(c,L − 2r − d) + �−(c)U−(c)E−(c, d),

�U1f

�d
(c,L∕2 − 2r) = −

�U2f

�d
(c,L∕2 − 2r) = uf (c),

�U1r

�d
(c,L∕2 − 2r) = −

�U2r

�d
(c,L∕2 − 2r) = ur(c),

uf (c) = −�+(c)U+(c)E+(c,L∕2 − 2r) − �−(c)U−(c)E−(c,L∕2),

ur(c) = −�+(c)U+(c)E+(c,L∕2) − �−(c)U−(c)E−(c,L∕2 − 2r).

��

�d
(c,L∕2 − 2r) = 2

[
uf (c)�

�(Uf (c)) − ur(c)�
�(Ur(c))

]
.

� �(Ur(c)) − � �(Uf (c)) = (Ur(c) − Uf (c))�
��(U∗),
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Note that uf (c) < 0 . Indeed, it follows that

Since �1(x, r, L∕2) is strictly decreasing for x > 0 , it follows from 
0 < exp(r𝜆−) < 1 < exp(r𝜆+) that

which concludes uf (c) < 0 . We now investigate the limit of �̃d(c) as c → ∞ . Since 
Lemma 3 in Appendix C gives Uf (c) , Ur(c) → � so that U∗(c) → � as c → ∞ , we 
have � �(Ur(c)) → � �(�) and � ��(U∗(c)) → � ��(�) . Then,

It follows from Lemma 3 in Appendix C that

1

2

��

�d
(c,L∕2 − 2r)

= (uf (c) − ur(c))�
�(Ur(c)) − uf (c)(Ur(c) − Uf (c))�

��(U∗)

= uf (c)(Ur(c) − Uf (c))

[
uf (c) − ur(c)

uf (c)(Ur(c) − Uf (c))
� �(Ur(c)) − � ��(U∗)

]

≡ uf (c)(Ur(c) − Uf (c))�̃d(c).

2�uf = −
1 − exp(−2r�+)

1 − exp(−L�+)
exp(−(L∕2 − 2r)�+)

+
1 − exp(2r�−)

1 − exp(L�−)
exp(L∕2�−)

= −
sinh(r�+)

sinh(L∕2�+)
exp(r�+) +

sinh(−r�−)

sinh(−L∕2�−)
exp(r�−)

= −�1(�+;r, L∕2) exp(r�+) + �1(−�−;r, L∕2) exp(r�−).

𝜉1(𝜆+;r, L∕2) exp(r𝜆+) > 𝜉1(−𝜆−;r, L∕2) exp(r𝜆−),

uf − ur

uf

=
−�+U+E+(L∕2 − 2r)(1 − E+(2r)) + �−U−E−(L∕2 − 2r)(1 − E−(2r))

−�+U+E+(L∕2 − 2r) − �−U−E−(L∕2)

=
U+E+(L∕2 − 2r)(1 − E+(2r)) + �2

−
U−E−(L∕2 − 2r)(1 − E−(2r))

U+E+(L∕2 − 2r) − �2
−
U−E−(L∕2)

=

[
1 −

�2
−
U−E−(L∕2)

U+E+(L∕2 − 2r)

]−1

×

[
(1 − E+(2r)) +

�2
−
U−(1 − E−(2r))

U+E+(L∕2 − 2r)
E−(L∕2 − 2r)

]
.



903

1 3

Asymmetrically rotating solutions for a self-propelled model

To estimate the limit of (uf (c) − ur(c))
[
uf (c)(Ur(c) − Uf (c))

]−1 , it remains to see the 
limits of (1 − E+(c, 2r))(Ur(c) − Uf (c))

−1 and E−(c,L∕2)(Ur(c) − Uf (c))
−1 as c → ∞ . 

It follows that

where

Thus, we find from Lemma 3 in Appendix C that

which leads to

As a consequence, we obtain

and conclude that 𝜕𝛤∕𝜕d(c,L∕2 − 2r) < 0 holds for sufficiently large c provided 
that 1

1−𝜌
𝛾 �(𝜌) − 𝛾 ��(𝜌) < 0 . Then, owing to � (c,L∕2 − 2r) = 0 , there exists a constant 

0 < d∗(c) < L∕2 − 2r such that � (c, d) is positive for any d ∈ (d∗, L∕2 − 2r) for suf-
ficiently large c.

Summarizing the estimates (32) and (34), we find that, under the condition 
1

2

(
1 +

1

4r2(1−𝜌)

)
𝛾 �(𝜌) < (1 − 𝜌)𝛾 ��(𝜌) < 𝛾 �(𝜌) , it follows that 𝛤 (c, 0) < 0 and 

𝛤 (c, d) > 0 with d ∈ (d∗, L∕2 − 2r) for sufficiently large c. Therefore, it follows 
from the continuity of � (c, d) that there exists d0 such that 0 < d0 < L∕2 − 2r and 
� (c, d0) = 0.

lim
c→∞

�−(c)
2U−(c)(1 − E−(2r))

U+(c)E+(c,L∕2 − 2r)
=

2

L − 4r
,

lim
c→∞

[
1 −

�−(c)
2U−(c)E−(c,L∕2)

U+(c)E+(c,L∕2 − 2r)

]
= 1.

1 − E+(c, 2r)

Ur(c) − Uf (c)
=

1 − E+(c, 2r)

1 − E+(c,L∕2 − 2r)
h(c),

E−(c,L∕2)

Ur(c) − Uf (c)
=

E−(c,L∕2)

1 − E+(c,L∕2 − 2r)
h(c),

h(c) ≡
[
U+(E+(L∕2) + 1) +

U−(E−(L∕2) + 1)(1 − E−(L∕2 − 2r))

1 − E+(L∕2 − 2r)

]−1
.

lim
c→∞

1 − E+(c, 2r)

Ur(c) − Uf (c)
=

1

1 − �
, lim

c→∞

E−(c,L∕2)

Ur(c) − Uf (c)
= 0,

lim
c→∞

uf (c) − ur(c)

uf (c)(Ur(c) − Uf (c))
=

1

1 − �
.

(34)lim
c→∞

�̃d(c) =
1

1 − �
� �(�) − � ��(�),
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3  Concluding remarks

In this paper, we have shown the existence of symmetrically rotating solutions and 
have given necessary conditions for the existence and non-existence of asymmetri-
cally rotating solutions for the two camphor model (5). In particular, it has been 
shown that a concave part of the function � , which describes the surface tension, is 
necessary for the existence of asymmetrically rotating solutions. Our result clari-
fies an essential condition for the existence of solutions and provides a clue for the 
dependence between the surfactant concentration and the surface tension in the 
mathematical model, which is difficult to measure in experiments. Moreover, it is 
suggested that the characteristic motion varies depending on the form of the surface 
tension function � and, thus, the change of the qualitative motion is caused by � 
in other mathematical models. Although this study treats the mathematical model 
without the inertial force, we note that our proof of the existence theorem for sym-
metrically or asymmetrically rotating solutions is still valid for the following model 
including the inertial term d2xi

c
∕dt2:

for i = 1,… ,N , and x ∈ [0, L) ⧵ {�L(x
1 + r),�L(x

1 − r),… ,�L(x
N + r),�L(x

N − r)} , 
where � is the area density of a camphor disk. Our analysis shows that there exists 
an asymmetrically rotating solution for N = 2 . For the model (35) with N ≥ 2 , the 
preceding study [12] has reported the appearance of collective motions of camphor 
disks. As the future work of the present study, it is worthwhile to investigate the sta-
bility of asymmetrically or symmetrically rotating solutions mathematically. Indeed, 
it has been shown numerically in [34] that an asymmetrically rotating solution is 
stable as far as it exists and moreover, an oscillating and rotating motion appears via 
a Hopf bifurcation from a symmetrically rotating solution branch.
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(35)
�
d2xi

dt2
=

�(u(t,�L(x
i + r))) − �(u(t,�L(x

i − r)))

2r
− �

dxi

dt
,

�u

�t
=

�2u

�x2
− u + F(x − x1) + F(x − x2),

http://creativecommons.org/licenses/by/4.0/
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Appendix A: Existence for a single camphor disk

We consider the steady state problem of the single camphor model on the moving 
coordinate:

for z ∈ [0, L)⧵{�L(zc + r),�L(zc − r)} . We assume that U ∈ C1[0, L] satisfies 
U(0) = U(L) and U�(0) = U�(L).

Theorem 2 For any c > 0 , there exists a unique 𝜇 > 0 such that (36) and (37) have 
a solution. In the case of c = 0 , there always exists a solution for any value of 𝜇 > 0.

Proof Let c ≥ 0 be a fixed constant. Since (36) and (37) have a translational sym-
metry, we may assume zc = r without loss of generality. We first derive a nonlinear 
equation that is equivalent to (36) and (37) in a similar manner as the proof of Theo-
rem 1. A general solution to (37) is given by

where the constants a± and b± are determined by the C1-matching conditions at 
z = 0 , 2r. Then, similarly to the proof of Lemma 1, we find that (36) and (37) are 
equivalent to

where ai , bi , e , � and E(x) are the same as those in Lemma 1. Hence, it follows that

Substituting these constants into (38), we obtain

(36)0 = �(U(�L(zc + r))) − �(U(�L(zc − r))) − 2r�c,

(37)0 =
�2U

�z2
+ c

�U

�z
− U + F(z − zc),

(38)
U(z) = a+E+(−z) + a−E−(z) + 1, z ∈ (0, 2r),

U(z) = b+E+(−(z − 2r)) + b−E−(z − 2r), z ∈ (2r, L),

�a + e = �E(L − 2r)b, �b = �E(2r)a + e,

a = (I − E(L))−1(E(L − 2r) − I)�−1
e =

⎛
⎜⎜⎜⎝

1

2��+

E+(L) − E+(2r)

1 − E+(L)

−
1

2��−

E−(L − 2r) − 1

1 − E−(L)

⎞
⎟⎟⎟⎠
,

b = (I − E(L))−1(I − E(2r))�−1
e =

⎛
⎜⎜⎜⎝

1

2��+

E+(L − 2r) − E+(L)

1 − E+(L)

−
1

2��−

1 − E−(2r)

1 − E−(L)

⎞
⎟⎟⎟⎠
.



906 M. Okamoto et al.

1 3

which implies

To clarify the dependence of c ≥ 0 , we rewrite (39) by 
Ur(c) = U+(c) + E−(c,L − 2r)U−(c) and Uf (c) = E+(c,L − 2r)U+(c) + U−(c) . Then, 
(36) is rewritten by

Next, we show that, for any c ≥ 0 , there exists 𝜇 > 0 satisfying (40). For the 
case of c = 0 , we have (40) for any 𝜇 > 0 since it follows from �±(0) = ±1 that 
U+(0) = U−(0) and E+(0, z) = E−(0, z) . In the case of c > 0 , (40) is rewritten by

Noting that

we have

and, similarly,

Since �2(x;r, L∕2) is strictly decreasing for x > 0 and 𝜆+(c) < −𝜆−(c) for c > 0 , we 
obtain

U(z) =
E+(−z)

2��+

E+(L) − E+(2r)

1 − E+(L)
−

E−(z)

2��−

E−(L − 2r) − 1

1 − E−(L)
+ 1, z ∈ (0, 2r),

U(z) =
E+(−(z − 2r))

2��+

E+(L − 2r) − E+(L)

1 − E+(L)
−

E−(z − 2r)

2��−

1 − E−(2r)

1 − E−(L)
, z ∈ (2r, L),

(39)U(0) = U+ + E−(L − 2r)U−, U(2r) = E+(L − 2r)U+ + U−.

(40)0 = �(Uf (c)) − �(Ur(c)) − 2r�c.

(41)� =
�(Uf (c)) − �(Ur(c))

2rc
.

Ur(c) − Uf (c) = (1 − E+(c,L − 2r))U+(c) − (1 − E−(c,L − 2r))U−(c),

�(c)(1 − E+(c,L − 2r))U+(c) = (1 − exp(−(L − 2r)�+(c)))
1

2�+(c)

1 − exp(−2r�+(c))

1 − exp(−L�+(c))

=
(exp((L∕2 − r)�+(c)) − exp(−(L∕2 − r)�+(c)))

2�+(c)

×
exp(r�+(c)) − exp(−r�+(c))

exp((L∕2)�+(c)) − exp(−(L∕2)�+(c))

=
sinh((L∕2 − r)�+(c))

�+(c)

sinh(r�+)

sinh((L∕2)�+)

= �2(�+(c);r, L∕2),

�(c)(1 − E−(c,L − 2r))U−(c) = �2(−�−(c);r, L∕2).

𝜃(c)
(
Ur(c) − Uf (c)

)
= 𝜉2(𝜆+(c);r, L∕2) − 𝜉2(𝜆−(c);r, L∕2) > 0,
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so that Uf (c) < Ur(c) for any c > 0 . Thus, since �(u) is strictly decreasing for u > 0 , 
we conclude that, for any c > 0 , there exists a unique constant 𝜇 > 0 such that (41) 
holds.   ◻

Appendix B: Properties of auxiliary functions

We first show that

with a constant a > 0 is strictly increasing for x > 0 . Indeed, we have

and

Since sinh(x)∕x and cosh(x) attain the minimum value 1 at x = 0 , we obtain

for x > 0 . Hence, �0(x) is strictly increasing for x > 0.
1. The function �1(x) . We show that

with b > a > 0 is strictly decreasing for x > 0 . We have

Since �0(x) is strictly increasing for x > 0 , we have 𝜉0(a;x) < 𝜉0(b;x) so that 𝜉�
1
(x) < 0 

for x > 0.
2. The function �2(x) . We show that

with b > a > 0 is strictly decreasing for x > 0 . It follows that

�0(x) = �0(x;a) =
x

tanh(ax)
,

��
0
(x) =

tanh(ax) − ax(1 − tanh2(ax))

tanh2(ax)
,

tanh(ax) − ax(1 − tanh2(ax)) = tanh(ax)

[
1 − ax

(
1

tanh(ax)
− tanh(ax)

)]
.

1 − ax

(
1

tanh(ax)
− tanh(ax)

)
= 1 −

ax

sinh(ax) cosh(ax)
> 0,

�1(x) = �1(x;a, b) =
sinh(ax)

sinh(bx)
,

��
1
(x) =

a cosh(ax) sinh(bx) − b sinh(ax) cosh(bx)

sinh2(bx)
= �1(x;a, b)(�0(a;x) − �0(b;x)).

�2(x) = �2(x;a, b) =
sinh(ax)

sinh(bx)

sinh((b − a)x)

x
,
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Since �0(x) is strictly increasing for x > 0 , �2(x) is strictly decreasing for x > 0.
3. The function �3(x) . Let a, b, c > 0 satisfy c < b − 2a . We show that

satisfies the following properties for x > 0 : 

1. If b − 2a − 2c > 0 , then �3(x) is strictly decreasing for x > 0.
2. If b − 2a − 2c = 0 , then �3(x) = 0.
3. If b − 2a − 2c < 0 , then �3(x) is strictly increasing for x > 0.

We have

In the case of b − 2a − 2c > 0 , it follows from b − a > b − 2a − 2c > 0 that 
�1(x;b − 2a − 2c, b − a) is strictly decreasing for x > 0 . Since �2(x;a, b) is also 
strictly decreasing for x > 0 , �3(x) is strictly decreasing for x > 0 . In the case of 
b − 2a − 2c < 0 , we have

Owing to b − a − (−(b − 2a − 2c)) = 2(b − 2a − c) + a > 0 , we find 
b − a > −(b − 2a − 2c) > 0 , which means that �1(x; − (b − 2a − 2c);b − a) is 
strictly decreasing for x > 0 . Hence, −�3(x) is positive and strictly decreasing for 
x > 0 , that is, �3(x) is strictly increasing for x > 0 . It is straightforward to check that 
b∕2 − a − c = 0 yields �3 = 0.

Appendix C: Limiting estimates of auxiliary functions

We show useful formulae for the limits of E±(c, z) , U±(c) and their related func-
tions as c → ∞ . The following lemma is used for the proof of Theorem 1(d).

Lemma 3 For any z, z1, z2 > 0 , we have

1

�2(x)
=

x sinh(xb)

sinh(xa) sinh((b − a)x)

= x
sinh(ax) cosh((b − a)x) + sinh((b − a)x) cosh(ax)

sinh(ax) sinh((b − a)x)

=
x

tanh((b − a)x)
+

x

tanh(ax)
= �0(x;b − a) + �0(x;a).

�3(x) = �3(x;a, b, c) =
sinh(ax)

sinh(bx)

sinh((b − 2a − 2c)x)

x

�3(x;a, b, c) = �2(x;a, b)�1(x;b − 2a − 2c, b − a).

�3(x;a, b, c) = −�2(x;a, b)�1(x; − (b − 2a − 2c);b − a).
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Proof It follows from (13) that

and we have

Thus, we obtain

in which we used �+�− = −1 . Note that E+(c, z) = 1 − z� + (c) + o(�+(c)) . Then,

for z > 0 , z1 > 0 , z2 > 0 , which yields

lim
c→∞

E+(c, z) = 1, lim
c→∞

E−(c, z) = 0,

lim
c→∞

U+(c) =
2r

L
, lim

c→∞
U−(c) = 0,

lim
c→∞

U−(c)

1 − E+(c, z)
= 0, lim

c→∞
�−(c)

2U−(c) = 1,

lim
c→∞

1 − E+(c, z1)

1 − E+(c, z2)
=

z1

z2
, lim

c→∞

E−(c, z1)

1 − E+(c, z2)
= 0,

lim
c→∞

U−(c)

(1 − E+(c, z1))(1 − E+(c, z2))
=

1

z1z2
.

lim
c→∞

�+(c) = lim
c→∞

2

c +
√
4 + c2

= 0,

lim
c→∞

�−(c) = lim
c→∞

−c −
√
4 + c2

2
= −∞,

lim
c→∞

�−(c)

2�(c)
= lim

c→∞

1

2

�
−c√
4 + c2

− 1

�
= −1,

lim
c→∞

E+(c, z) = lim
c→∞

exp(−z�+(c)) = 1,

lim
c→∞

E−(c, z) = lim
c→∞

exp(z�−(c)) = 0.
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