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Abstract
In the last few years, image inpainting methods based on deep learning models had shown obvious advantages compared 
with existing traditional methods. The former can better generate visually reasonable image structure and texture informa-
tion. However, the existing premier convolutional neural networks methods usually causes the problems of excessive color 
difference and image texture loss and distortion phenomenon. The paper has proposed an effective image inpainting method 
using generative adversarial networks, which is composed of two mutually independent generative confrontation networks. 
Among them, the image repair network module aims to solve the problem of repairing the irregular missing areas of the 
image, and its generator is based on a partial convolutional network. The image optimization network module aims to solve 
the problem of local chromatic aberration in the repaired images, and its generator has based on deep residual networks. 
Through the synergy of the two network modules, the visual effect and image quality of the images has improved. The experi-
mental results can show that the proposed method (RNON) performs better from comparisons of qualitative and quantitative 
evaluations with state-of-the-arts in image inpainting quality field.

Keywords Generative adversarial network · Image inpainting · Optimization network · Partial convolution · Residual 
network

1 Introduction

Image inpainting tasks, that is, filling the lost pixels area of 
the processing image, plays an important role in the research 

field of computer vision. It has been applied in many applied 
fields, such as image editing [1] and image rendering [2]. 
The core mission of image inpainting lied in how to fill in 
the missing areas to generate images with a visual effect 
closely to the real and reasonable semantic information. 
Image inpainting was originally a traditional problem of 
computer graphics, mainly based on mathematical and phys-
ical methods. For the defective part of the image, because 
the original appearance is often unclear, image inpainting 
has usually analyzed and executed according to human cog-
nitive rules. This is essentially the problem with a serious 
morbid nature. The prior information it relied on needs to 
be stable. Once the prior information was slightly deviated 
and changed, it will lead to significant changes in the final 
solution of inpainting.

In recent years, as deep learning methods had achieved 
excellent results in the field of computer vision, more and 
more researchers had begun to turn their attention to deep 
learning. Image inpainting based on deep learning has 
become a research hotspot problem. The basic principle of 
early image inpainting is similar to the synthesis of textures 
information, which fills in missing images by matching and 
duplicating background patches. Barnes et al. [3] had used 
an iterative method to search for the most suitable patch to 
fill the missing area, which performed well in the task of 
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background restoration, but because the restored background 
area was mostly smooth, it was difficult to capture high-level 
semantic information. Therefore, the proposed method can 
not repair image structures that had never appeared in the 
image or are more complex, such as human face images.

In the early researches, image inpainting methods mostly 
imitated the process of artists completing the repair work, 
that is, giving priority to the consistency of neighboring 
areas and the continuity of boundaries. Traditional image 
inpainting methods can be roughly divided into two catego-
ries: texture-based synthesis technology [9, 10] and search 
technology based on external databases [11, 43]. For exam-
ple, Bertalmio et al. [9] and Ballester et al. [10] had relied 
on the use of mechanisms such as distance fields to spread 
the characteristic information of adjacent pixels to the object 
area, so that the missing information can be filled. However, 
these methods are only suitable for processing small missing 
areas and require small color and texture differences between 
the missing area and surrounding pixels, otherwise, it will 
cause excessive smoothing.

Recently, several image inpainting methods [4–6] are 
mostly based on deep convolutional networks and genera-
tive adversarial networks, usually combining U-Net [7] net-
works and generative adversarial networks to generate the 
most suitable image patches. For example, Iizuka et al. [5] 
had focused on the rectangular area around the center of the 
image and trained it together with the adversarial network 
to improve the consistency between the generated pixels 
and the original pixels, generate prediction patches with 
correct semantics, and finally Smoothly combine with the 
undamaged parts of the image. However, when the above 
deep convolutional neural network-based methods are used 
to repair irregular damage, there are often problems such as 
boundary artifacts, image distortion, or fuzzy textures that 
are inconsistent with surrounding areas. This is often due to 
the context information in the model and the missing areas 
in the original image caused by an invalid correlation.

The two parts of the generated confrontation network 
are weak. The generator will continuously optimize itself 
through the gradient information feedback by the discrimi-
nator to discriminate the data generated by itself, so that the 
generated fake data can deceive the discriminator, and even-
tually it will be in each co-evolution tends to Nash Equilib-
rium, and the repaired image generated at this time will also 
be infinitely close to the original real image. The generator 
itself is a very broad concept. Its network model can make 
convolutional networks, multi-layer perceptron, so the gen-
eration of confrontation networks has very few restrictions 
on the generator, and the discriminator can use any binary 
classifier, using supervision learn to ensure that the output is 
as true as possible under the given prior distribution.

In deep learning-based methods, the researchers had used 
deep networks to learn semantic information in images and 

use the prediction results generated by the network to fill 
in missing areas in the images. Among them, Pathak et al. 
[12] had proposed a pioneering deep learning-based image 
inpainting model named Context-Encoders, which imple-
ments image inpainting by combining the structure of the 
encoder with the generation of a confrontation network. 
The encoder has used to learn the overall features and infer 
the loss, and the generative adversarial network has used to 
distinguish the difference between the generated image and 
the real image. Yu et al. [6] had proposed a coarse-to-fine 
generative network repair framework and added an atten-
tion mechanism. The model enhanced the features of the 
deeper and middle regions in the convolutional network and 
obtained better repair results, but there is a distortion phe-
nomenon. Liu et al. [8] had proposed stacking partial con-
volution and automatic updating of the mask. This method 
can generate complex and reasonable texture structure and 
tighter context semantic connection for the missing area of 
the image, but the repaired image has a certain degree of 
distortion and local chromatic aberration problems. Bho-
sale et al. [37–41] had proposed the applications of deep 
learning techniques in diagnosis of COVID-19 and deep 
convolutional neural network based COVID-19 classifica-
tion from radiology X-ray images for IoT enabled devices. 
Table 1 is a summary of image inpainting methods based 
on deep learning.

The partial convolutional network can make the convo-
lution results be determined only by the non-damaged area 
[8]. Through automatic mask update, only effective contex-
tual information is left in the feature map, so that the image 
texture of the missing area can be filled, and it can keep the 
height consistent with the surrounding image texture. The 
proposed method solves the problem that the repaired image 
was blurred and the patch texture was inconsistent with the 
original image texture structure, but the repaired image still 
has the problem of mild boundary artifacts and local chro-
matic aberrations visible to the naked eye (Fig. 1).

To solve the problem of filling damaged images, this 
paper combines part of the convolutional neural networks [8] 
with the generative confrontation network and proposed an 
image repair network model constructed by two independ-
ent confrontation network modules. The network uses the 
characteristics of part of the convolutional neural network to 
obtain a texture structure close to the semantic information 
of the original image in the missing area, which improves 
the quality and authenticity of image inpainting and then 
enhances the deeper feature extraction through the con-
frontation network, which solves the problem of generating 
images. The problem of local chromatic aberration ensures 
that the local consistency of the repaired image is guaran-
teed, and the visual effect is further enhanced.

The paper has proposed an improved image inpainting 
method, which is composed of two independent generative 
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confrontation network modules. Among them, the image 
repair network module is a combination of partial convo-
lution and confrontation networks, which is used to repair 
irregular masks. At the same time, the overall texture struc-
ture and color of the image are more closely to the original 
image based on the feedback of the discriminator. To solve 
the problem of local chromatic aberration and mild bound-
ary artifacts caused by the insufficiency of the repair network 
module, the paper has designed the image optimization net-
work module, which combines the deep residual network 
with the confrontation network, and through the combina-
tion of adversarial loss, perceptual loss and content loss train 
the image optimization network module, so that the infor-
mation of the non-missing area in the image is preserved, 
thereby maintaining the consistency of the texture structure 
of the image in the non-missing area, achieving the purpose 
of eliminating local chromatic aberration phenomenon and 
solving false borders.

For this paper, the main contributions are as follows:

(1) An effective two-stage image inpainting network model 
constructed by two independent network modules has 
proposed. The improved based on partial convolutional 
networks, and an image inpainting network module is 
proposed, which is composed of partial convolutional 
networks and generative adversarial networks. Aim-
ing at the problem of local chromatic aberration in the 
output image of the image inpainting network module, 
an image optimization network module has proposed, 
which is the combination of deep residual network and 
confrontation network. The synergy of the two network 
modules can improve the repair accuracy and enhances 
the visual effect.

(2) During training network, the loss function of the image 
repair network module has composed of the repair loss 
of the unmasked area, the repair loss of the masked 
area, the perceptual loss, the style loss, the confronta-
tion loss, and the total variation loss. The loss of the 
image optimization network module is composed of 
content loss, perceptual loss, and counter loss. The per-
ceptual loss in the two modules is obtained by calculat-
ing the difference between the restored image and the 
real image in different layers of different pre-training 
networks to improve the ability to capture image fea-
tures and enhance the effect of image inpainting and 
optimization.

2  Approach

The image inpainting method proposed in the paper consists 
of two stages, the first stage is image inpainting, and the sec-
ond stage is image inpainting optimization of results.Ta
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2.1  The image repair network module

The image inpainting network module proposed in the paper 
is shown in Fig. 2, including a generator network and a dis-
criminator network according to Generative Adversarial Net-
works (GAN) structure. The generator network architecture 
has used the partial convolution proposed by Liu et al. [8] 
and Harley et al. [13] and the U-Net structure proposed by 
Olaf et al. [7], as shown in Fig. 2a.

The convolutional layer in the coding block of the gen-
erator network consists of three structures: a partial con-
volutional layer, a batch normalization layer, and a ReLU 
layer. Adding part of the convolutional layer can repair and 
learn the image while adding a batch normalization layer 
[14] to improve the fitting speed of network training and 
increase the generalization ability of the proposed network. 
As shown in Fig. 2a, the encoding stage includes a total of 
eight convolutional layers, of which the kernel sizes of some 
convolutional layers are 7, 5, 5, 3, 3, 3, 3, 3, and the number 
of channels is 64. 128, 256, 512, 512, 512, 512, 512, the step 
size is one. In the decoding stage, the image is expanded 
by up-sampling, because the experiments in the paper have 
proved that up-sampling can achieve better image inpainting 
effects than deconvolution. The decoding layer consists of 
four parts: up-sampling layer, connection layer, partial con-
volution layer, and batch normalization layer. The decoding 
stage includes a total of eight decoding layers, of which the 
expansion coefficient of the up-sampling layer is two, the 
kernel sizes of some convolutional layers are 3, 3, 3, 3, 3, 
3, 3, 3, and the number of output channels is 512, 512, 512, 

512, 256, 128, 64, 3, the step size is one, the LeakyReLU 
layer � = 0.2 . Except for the first and last partial convolu-
tional layers, a batch normalization layer has used between 
each partial convolutional layer and the ReLU/LeakyReLU 
layer, as shown in Fig. 2a.

In Fig. 2, different colors are used to represent different 
types of layers. The size of the convolution kernel, the num-
ber of channels, and the step length of the layer are marked 
from left to right on the top of the layer. To enable the net-
work to effectively integrate high-level semantic information 
and low-level spatial local information for image inpainting 
procedure, the generator network concatenates and fuses 
the feature maps output by each convolutional layer in the 
encoding block with the corresponding feature maps of the 
same size in the decoding block. The generator network 
finally uses a convolutional layer with a kernel size of one, 
an output channel of three, and stride = 1 to reduce the num-
ber of channels and use the sigmoid activation function to 
generate images.

The discriminator network structure refers to the discrim-
inator network architecture proposed by Ledig et al. [15] and 
Goodfellow et al. [16], as shown in Fig. 2b. The discrimina-
tor convolution block consists of a convolution layer, a batch 
normalization layer, and a LeakyReLU layer. Among them, 
the convolution block is divided into two categories, one is 
the S1 convolution block composed of a convolution layer 
with a step size of one, and the other is an S2 convolution 
block composed of a convolution layer with a step size of 
two, the S1 convolution block and S2 convolution blocks 
are alternately combined into a discriminator convolution 

Fig. 1  Qualitative comparison 
of image inpainting results by 
ours results
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network, and finally the feature vector is output through the 
fully connected layer. The discriminator network includes 
a total of eight convolutional blocks. The kernel size of the 
convolutional layer is 3, 3, 3, 3, 3, 3, 3, 3, and the number 
of output channels is 64, 64, 128, 128, 256. 256, 512, 512, 
the step size is 1, 2, 1, 2, 1, 2, 1, 2 respectively. LeakyReLU 
layer � = 0.2 . Except for the first convolutional layer, a batch 
normalization layer is used between each convolutional layer 
and the LeakyReLU layer. Finally, there are two fully con-
nected layers, with the number of channels being 1024 and 
1, respectively, and the final output of the discrimination 
result.

2.2  Image optimization network module

Because the initial repaired image output by the image repair 
network module has a certain degree of local chromatic 
aberration, the paper has proposed an image optimization 
network module based on generative confrontation architec-
ture. Its structure is shown in Fig. 3 and consists of generator 
and discriminator.

Inspired by the deep residual network proposed [15, 
17] and the multi-scale expanded convolution fusion block 
proposed [18, 19], the generator in the image optimiza-
tion network module proposed in the paper. The model 
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structure is shown in Fig. 3a. The extraction of image fea-
tures in the generator network is divided into two steps. 
The first stage is the preliminary extraction of the front-
end convolutional layer. The kernel size is nine, the num-
ber of channels is 32, and the step size is one. The second 
stage is sixteen multi-scale expanded convolution residual 
blocks to learn the multi-scale depth features of the image. 
Each residual block is composed of two parts. The first 
part is composed of four dilated convolution blocks. The 
kernel size of each dilated scale convolution (DSConv) is 
three, the number of channels is 32, and the step size is 
equal. It is one, the expansion rate is 1, 2, 4, and 8, which 
enables it to extract features from four different sizes of 
receptive fields, which increases the feature extraction 
capabilities and multi-scale semantic learning capabili-
ties. The second part is the residual connection block. 
This part concatenates the outputs of the four dilated con-
volution blocks in the first part, and then inputs them to 

a convolutional layer to sort the extracted features, and 
finally perform residual connection to relieve gradients 
dissipate problems and improve the ability of the network 
to express characteristics.

The structure of the discriminator is shown in Fig. 3b, 
which is similar to the network structure of the discrimi-
nator in the image inpainting network module. To allow 
the discriminator to better distinguish the subtle differ-
ences after image optimization, two convolution blocks 
are added based on Fig. 3b.

2.3  Loss function

2.3.1  Image repair network module

The purpose of image inpainting network module is to ensure 
that the color and spatial position of each reconstructed pixel 
can restore the original color and texture of the image to the 
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greatest extent. The total loss function L1 of image inpainting 
network module is defined as shown in formula (1), which is 
composed of the restoration loss of the unmasked area, the res-
toration loss of the masked area, the perception loss, the style 
loss, the confrontation loss, and the total variation loss.

The weight of each item on loss function is determined after 
analyzing the results of 100 independent experiments. The defi-
nition of the repair loss in the unmasked area is shown in for-
mula (2), using the Manhattan distance between the repaired 
image and the unmasked area of the real image as the repair 
loss, where Idam represents the damaged image and M repre-
sents the irregular binary mask (The corresponding area to be 
repaired in the mask is 0, and the others are 1), Iinp represents 
the repaired result image, and Ireal represents the real undam-
aged image. The repair loss function of the masked area is 
shown in formula (3):

The definition of perceptual loss is shown in formula (4). 
This paper uses different convolutional feature layers of multi-
ple pre-trained networks to obtain the feature perception loss 
between the repaired result image and the real image and 
enhances the perception of the area to be repaired loss. In for-
mula (4), Icom represents the real image of the non-missing area 
plus the predicted image of the missing area. As shown in for-
mula (5), m represents the number of pre-training networks 
used, and n represents the number of convolutional feature lay-
ers used. The number � i

j
 represents the jth layer convolution 

feature of the ith pre-training network and �i is the weight of 
the perceived loss of the ith pre-training network. After 50 inde-
pendent experiments and comparisons, we finally used the 
pool1, pool2, and pool3 layers of VGG16 and conv1, pool2, and 
pool3 layers of DenseNet in the experiments of VGG16. The 
output feature maps were used as the perception layer of the 
generation network. To calculate the perceived loss. The param-
eters of the pre-training network do not participate in training 
but are used to find the loss value. The perceptual loss obtained 
by the two pre-training networks is weighted and summed as 
the final perceptual loss. The weight setting used in the experi-
ment in the paper is shown in formula (6).

(1)

Linptotal = 2Lvalid + 12Lhole + 0.04Lper + 100
(

L1style + L2style
)

+ 100Ladv + 0.3Lvar

(2)Lvalid =
‖‖‖M ×

(
Iinp − Idam

)‖‖‖1

(3)Lhole =
‖‖‖(1 −M) ×

(
Iinp − Idam

)‖‖‖1

(4)

L∗per =
m−1
∑

i=0

(n−1
∑

j=0

‖

‖

‖

Ψi
j
(

Iinp
)

− Ψi
j
(

Ireal
)

‖

‖

‖1
+

n−1
∑

j=0

‖

‖

‖

Ψi
j
(

Icom
)

− Ψi
j
(

Ireal
)

‖

‖

‖1

)

To make the repaired content close to the real image in 
style, this paper defines two style losses, A is the normali-
zation factor acting on the jth layer of the ith pre-training 
network. The expression function is shown in formula (7) 
and formula (8):

The definition of the counter loss function is shown in 
formula (9):

N represents the total number of training samples in each 
batch and Iinp

(
xi
)
 Ireal

(
xi
)
 represents the ith repaired image 

of the batch and the real training sample image.
The total variation loss is a smooth penalty loss func-

tion for the area P proposed by Li et al. [20], P is the 
missing area of the damaged image, i and j represent the 
coordinate positions of the pixels in the missing area of 
the damaged image, and the total variation loss function 
is as follows (10) Shown:

(5)Icom = M × Ireal + (1 −M) × Iinp

(6)Lper = LVGG−16
per

+ 30LDenseNet
per

(7)

L1
style

=

m−1∑

i=0

n−1∑

j=0

‖‖‖‖
Ki
j

(
Ψi

j

(
Iinp

)T
Ψi

j

(
Iinp

)
− Ψi

j

(
Ireal

)T
Ψi

j

(
Ireal

))‖‖‖‖
1

(8)

L2
style

=

m−1∑

i=0

n−1∑

j=0
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Ki
j

(
Ψi

j

(
Icom

)T
Ψi

j

(
Icom

)
− Ψi

j

(
Ireal

)T
Ψi

j

(
Ireal
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1

(9)Ladv =
1

N

N−1∑

i=0

|||Dinp

(
Iinp

(
xi
))

− Dinp

(
Ireal

(
xi
))|||

Fig. 4  Loss structure in image optimization network module
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2.3.2  Image optimization network module

The purpose of the loss function of the image optimization 
network module is to maximize the preservation of the true 
and reasonable part of the image and to improve the area 
with local chromatic aberration. The image Iinp obtained by 
the image inpainting network module is used as the input 
image, and the Gopt of the image optimization network mod-
ule outputs Iopt. The composition of the total loss function of 
the image optimization network module is shown in Fig. 4, 
which is composed of content loss, perceptual loss, and 
counter loss after fifty independent experiments, the weight 
of each loss item is finally determined as shown in formula 
(11).

The content loss function is defined as the average abso-
lute error with weight, as shown in formula (12). Where 
N represents the total number of training samples in each 
batch, Iopt(xi) and Ireal(xi) represent the ith optimized image 
of the batch and the real training sample image, and M

(
xi
)
 

represents the ith binary mask of the batch.

The definition of perceptual loss is similar to formula (4). 
The difference is that the pre-training network used is the 
VGG-19 network and the DenseNet network pre-trained on 
ImageNet. The perceptual layer used is the block3_conv4 
layer of the VGG-19 network and in the pool2_conv layer 
of the DenseNet network, the weights are set as shown in 
formula (13).

The generative loss function is shown in formula (14):

N represents the total number of training samples in each 
batch, and Iopt(xi) and Ireal(xi) represent the ith optimized 
image sample and real image sample in each batch.

The training of the image inpainting network module 
and the image optimization network module is carried 

(10)

Lvar =
∑

(i,j)∈P,(i,j+1)∈P

‖‖‖I
i,j+1
com

− Ii,j
com

‖‖‖1+
∑

(i,j)∈P,(i+1,j)∈P

‖‖‖I
i+1,j
com

− Ii,j
com

‖‖‖1

(11)L
opt

total
= 40Lcon + Lper + 0.75Ladv

(12)Lcon =
1

N

N−1∑

i=0

|||M
(
xi
)
×
(
Iopt

(
xi
)
− Ireal

(
xi
))|||

(13)Lper = 1.25LVGG−19
per

+ 50LDenseNet
per

(14)Ladv = − 1
N

N−1
∑

i=0

(

Dopt
(

Iopt
(

xi
))

log
(

Dopt
(

Ireal
(

xi
)))

+
(

1 − Dopt
(

Iopt
(

xi
)))

log
(

1 − Dopt
(

Ireal
(

xi
))))

out sequentially. First, Idam and Ireal are input to the image 
inpainting network module for training, and then the out-
put results of the image inpainting network module Iinp and 
Ireal are input to the image optimization network module for 
training.

3  The experimental results and analysis

3.1  Experimental settings

The proposed model in the paper was trained and tested on 
the Places2 [21] and CelebA [22] datasets. Randomly select 
200,000 images from each dataset as the training dataset and 
4000 images as the testing dataset. The size of the image and 
the mask are both set to 256 × 256.

The CelebA dataset and COCO dataset [42] are used to 
conduct network model training and comparative evalua-
tion of image inpainting effects. Among them, the CelebA 
dataset contains a total of more than 200,000 face images 
including more than 10,000 celebrities. It has the advan-
tages of sufficient data volume, high quality, and rich image 
information annotations. Some samples are shown in Fig. 5. 
The COCO dataset contains 12 categories such as people, 
animals, and vehicles, which can be subdivided into 80 cat-
egories such as buses, airplanes, trains, cats, dogs, and birds. 
Some samples are shown in Fig. 6. The training dataset of 
the experiment is obtained by randomly selecting 80% of the 
dataset, and the remaining 20% is used as the test dataset. 
In fact, in the training process, the uncoded pictures that are 
used as references also need to be synchronized with resolu-
tion input from small to large in sequence (Table 2). 

The initial weight setting method of the generator in 
the image repair network module selects the initialization 
method proposed by Zhang et al. [23], the mini-batch used in 
the experimental training is set to 4, a total of 100,000 itera-
tions of training, and the optimization algorithm uses Adam 
[24], Decay = 1e − 7, and the learning rate is set to 2 ×  10–4 
and β = 0.05. The related parameters of Loss function are 
depicted in Section III.

The operating system platform is the Ubuntu 16.04, 
Intel Core i9-9900 k CPU, 32 GB memory, GeForce RTX 

2080Ti GPU and 1 TB hard disk. The proposed model is 
trained using the GPU-based PyTorch 1.0.0 deep learning 
framework with Python 3.6.6, Cuda 10.0 and Cudnn 7.3.1. 
The Python IDE is PyCharm, and the operating system is 
Ubuntu 16.04 LTS.
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Fig. 5  Some samples of CelebA 
dataset [22]

Fig. 6  Some samples of COCO 
dataset [42]
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3.2  Comparisons to state‑of‑the‑arts

This section analyzes and compares the proposed method in 
the paper with three deep learning image inpainting meth-
ods proposed in recent years. In the experimental results, 
Context Encoder (CE) represents the method proposed by 
Pathak et al. [12], and Globally and Locally (GL) represents 
the method proposed by Iizuka et al. [5], Partial Convolu-
tions (PConv) represents the method proposed by Liu et al. 
[8]. Both CE and GL are representative research work in 
the field of image inpainting of regular masks, and PConv 
can represent the cutting-edge method in image inpainting 
of irregular masks.

3.2.1  Qualitative evaluations

Figure 7 shows the method proposed in the paper and three 
advanced methods: CE [12], GL [5], and PConv [8] quali-
tatively compare the results of the CelebA and Places2 
datasets. From the results, the CE repaired image cannot 
be produced. For complex textures, although the pixels in 
the filled area have a certain semantic similarity with the 
surrounding pixels, the resulting image is blurry and too 
smooth. As shown in the second row and second column of 
Fig. 7, although the eyes of the image have a rough outline, 
but it is very fuzzy and has obvious local chromatic aber-
ration. The image repaired by GL achieves better results in 
contextual semantics and further refines the texture, but it 
cannot guarantee the consistency of the local and the whole. 
There are still problems with obvious regional boundaries 
and serious loss of texture details, as shown in the fifth row 
of Fig. 7. The repair results in the third column are shown.

The texture details of the restored house are seriously 
missing. The image repaired by PConv further refines the 
texture structure, obtains reasonable texture details and 
roughly correct context semantics, but cannot guarantee 
local consistency, and there is a phenomenon of local chro-
matic aberration. As can be seen from the repair results in 
Fig. 7, this paper proposes a method to repair in the post 
image, the repaired area has no false boundaries and can 
produce a reasonable texture structure and correct context 
semantics. It can significantly improve the local chromatic 
aberration problem, greatly enhance the visual effect and 

image quality, and reflect the irregularity of the method pro-
posed in the paper. The superiority of image inpainting in 
the case of masks is shown in the third row and fifth column 
of Fig. 7. When restoring the side face image of a person, 
the results of the method proposed in the paper are repaired, 
and detailed results are generated in both the face and the 
background area of the person. Texture and local chromatic 
aberration have also been significantly improved, and the 
repaired image is more natural and realistic. As shown in 
Fig. 8, there are comparisons of the image inpainting visual 
results on the Places dataset. As shown in Fig. 9, there are 
comparisons of the image inpainting visual results on the 
CelebA dataset. As shown in Fig. 10, there are comparisons 
of the image inpainting visual results on the COCO dataset.

3.2.2  Quantitative evaluations

This paper adopts the structural similarity (SSIM) proposed 
by Zhou et al. [25] and the Peak Signal-to-Noise Ratio 
(PSNR) proposed by Quail et al. [26] as an image inpaint-
ing performance metric. The peak signal-to-noise ratio is 
to evaluate the quality of the image by the error of the cor-
responding pixels of the two images. The larger the value, 
the better the inpainting result of the image, as shown in the 
following equations:

wherein, m, n represent the size of the image size, MSE rep-
resents the mean square error between the images. MAX2

x
 

represents the maximum value taken in the image.
The SSIM indicator measures the structural similarity 

of the image from the brightness, contrast and structural 
information of the image, thereby evaluating the degree of 
distortion of the image. The larger the value, the smaller the 
distortion, and the closer the repaired image is to the original 
image, as shown in the following equations:

wherein, �x and �y are the mean values of the original image 
and the repaired image, respectively, �2

x
 and �2

y
 are the vari-

ances of the original image and the repaired image, respec-
tively, �xy is the covariance, and C1 and C2 are constants used 
to maintain stability. As shown in Table 3, this section com-
pares the SSIM and PSNR values of the restoration results 

(15)MSE =
1
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i=0

n−1�

j=0
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Table 2  Datasets Description

Dataset Year Content Cat-
egory

Image Type Size

Places2 [21] 2017 Miscellaneous RGB 10Mil, 256 × 256
CelebA [22] 2018 Face Images RGB 200 K, variant
COCO [42] 2014 Miscellaneous RGB 2.5Mil, 

256 × 256
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of CE [12], GL [5] and PConv [8] on the CelebA dataset and 
Places2 dataset. From the results in Table 3, it can be seen 
that on the two datasets, the SSIM and PSNR values of this 
method have obvious advantages over CE and GL.

Compared with PConv, for the metric PSNR, on the 
CelebA and Places2 datasets, the method in the paper has 
achieved better results under the different damage levels rep-
resented by the four different mask rates shown in Table 2. 
On the Places2 dataset, when the mask rate is between 
(0.01,0.25] and (0.40,0.50), the difference between the pro-
posed method in the paper and PConv is very small, only 

0.42 and 0.04. In other cases, it is better than that. Nearly 
0.6 and 0.5. For the metric SSIM, on the two datasets, when 
there is a greater degree of damage, that is, when the mask 
rate is larger, the method in the paper achieves a higher 
SSIM value than PConv, only when the mask When the rate 
is (0.01, 0.25), the score is equivalent to PConv, with a dif-
ference of about 0.03. The possible reason is that the PConv 
method uses a local repair mechanism. In the case of a low 
mask rate, the area of the missing area is small, and the local 
chromatic aberration of the image generated by PConv. The 
problem is not obvious, so good results have been achieved. 

Fig. 7  Comparisons of the repair results on the CelebA and Places2 datasets, from left to right, are a damaged images, b CE, c GL, d PConv, e 
RNON, and f original images
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The mechanism of the method in the paper is a local repair 
mechanism combined with a global repair mechanism. In 
the case of a large missing area, the local chromatic aberra-
tion phenomenon can be greatly reduced and a better visual 
effect can be achieved. Based on the two metrics on the two 
datasets, the performance of the proposed method in the 
paper is better than that of CE, GL, and PConv.

3.3  Failure cases

The visual comparison of different activation functions or 
3 × 3 filter for mask updating has shown in Fig. 11. Fig-
ure 12 shows some failure cases of RNON model. The 
proposed model struggles to recover the high-frequency 
details while the damaged areas are too large or the 

Fig. 8  Comparisons of the repair results on the Places2 datasets, from left to right, are a damaged images, b CE, c GL, d PConv, e RNON, and f 
original images
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background are too complex. In some cases, the mask cov-
ers a large portion of a specific object, like a car, it is still 
difficult for proposed model to recover the original shape.

4  Conclusion

Aiming at the computer vision task of image inpainting, 
this paper proposes a model that combines partial convo-
lution and generative adversarial networks. This model 
can fill in missing regions of any size, shape, and posi-
tion in the image. Through experimental comparison with 
other cutting-edge technologies, the proposed model in 
the paper can get a more natural restoration image with a 

more natural visual effect. Compared with GL and CE, the 
method in the paper can generate a more semantically rea-
sonable texture structure and context connection, thereby 
solving the problem of image distortion and texture blur. 
Compared with the partial convolutional network, the 
method designed in the paper can generate more integrated 
repaired images, which makes up for the local chromatic 
aberration caused by the limitations of partial convolution. 
However, the image optimization network module is fully 
optimized for the entire image, so it is in the process of 
eliminating local chromatic aberrations. At the same time, 
the overall color of the image will also have a small devia-
tion, which will reduce the scores of the PSNR and SSIM 
indicators in the evaluation effect. However, in terms of 

Fig. 9  Comparisons of the repair results on the CelebA dataset, from left to right, are a original images, b damaged images, c CE, d GL, e 
PConv, and f RNON
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Fig. 10  Comparisons of the repair results on the COCO dataset, from left to right, are a original images, b damaged images, c CE, d GL, e 
PConv, and f RNON

Table 3  PSNR/SSIM for Celeba 
and places2 datasets

Bold-underline value indicates that the best experimental result

Evaluations Methods Mask Rate (CelebA/Places2)

(0.01, 0.25) (0.25, 0.40) (0.40, 0.50) (0.50, 0.60)

SSIM CE [12] 0.8983/0.8841 0.7908/0.7929 0.5267/0.5277 0.4469/0.4321
GL [5] 0.9136/0.9087 0.8079/0.8084 0.5438/0.5434 0.4403/0.4635
PConv [8] 0.9253/0.9291 0.7993/0.7908 0.5957/0.5958 0.4897/0.4769
RNON 0.9232/0.9254 0.8235/0.8016 0.6032/0.6097 0.4926/0.5029

PSNR CE [12] 25.98/23.86 19.87/18.36 18.03/17.53 16.88/15.96
GL [5] 26.76/26.23 20.21/20.66 19.13/19.80 17.96/16.69
PConv [8] 28.20/28.73 23.94/23.86 21.57/22.53 19.21/18.77
RNON 28.75/28.31 24.30/24.46 22.52/22.49 19.99/19.23
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the overall quality and visual effects of the image, opti-
mizing the network can still largely improved the perfor-
mance of image inpainting. Therefore, the repaired image 
obtained by the method in the paper not only significantly 
improves the authenticity of the semantic level, but also 
greatly reduces the sense of violation in the visual effect.

Aiming at the phenomenon of the overall chromatic 
aberration shifting in the repaired image obtained in the 
paper, further work will propose a new solution to this 

problem. In addition, the paper will also try to apply model 
migration to video restoration work.
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