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Abstract
Spectral clustering (SC) transforms the dataset into a graph structure, and then finds the optimal subgraph by the way of 
graph-partition to complete the clustering. However, SC algorithm constructs the similarity matrix and feature decomposi-
tion for overall datasets, which needs high consumption. Secondly, k-means is taken at the clustering stage and it selects the 
initial cluster centers randomly, which leads to the unstable performance. Thirdly, SC needs prior knowledge to determine 
the number of clusters. To deal with these issues, we propose a robust spectral clustering algorithm based on grid-partition 
and decision-graph (PRSC) to reduce the amount of calculation and improve the clustering efficiency. In addition, a decision-
graph method is added to identify the cluster centers quickly to improve the algorithm stability without any prior knowledge. 
A numerical experiments validate that PRSC algorithm can effectively improve the efficiency of SC. It can quickly obtain 
the stable performance without any prior knowledge.

Keywords Spectral clustering · Grid-partition method · Decision-graph method · Stable performance

1 Introduction

In the big data era, clustering is widely used in data mining, 
pattern recognition, image segmentation and maybe it is the 
most important technique of unsupervised learning [1–3]. 
The mainly goal of clustering is to divide the original data 
points into different clusters according to their similarity 
and the similarity of the same cluster is larger and the dis-
similarity between different clusters is larger [4]. However, 
the performance of most well-known traditional clustering 
algorithms, such as the k-means algorithm, the affinity prop-
agation (AP) algorithm, and the density-based spatial clus-
tering of applications with noise (DBSCAN) algorithm are 

powerless when processing the datasets with cross-classes 
and complex distribution structure [5–7].

Spectral clustering (SC) algorithm is a clustering method 
based on graph theory [8], which is a classical kernel-based 
method. For a given dataset clustering, it constructs an 
undirected weighted graph, where the vertices of the graph 
represent data points, and each edge of the graph has a 
weight to describe the similarity between the vertices [9]. 
Aggregating data points into multiple clusters is equiva-
lent to dividing the graph into several subgraphs, so that 
the connection weights inside the subgraphs are the largest, 
and the connection weights between the subgraphs are the 
smallest [10]. In today’s society, data has become a valu-
able resource. SC algorithm, as an effective method of data 
analysis, can discover the internal connections of different 
data and provide valuable information for decision makers 
[11]. Due to its reliable theoretical foundation and good 
clustering performance, SC has been successfully applied 
in many fields, such as computer vision, data analysis, image 
processing, video surveillance, automatic control and other 
fields [12–14].

Although SC algorithm has achieved good performance 
in real practice, there still exist a great deal of situations 
when it faces large scale dataset to be further studied [15]. 
Firstly, the whole dataset is taken for similarity matrix 
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construction and feature decomposition, which costs high 
computational complexity and will affect the applications of 
SC. Secondly, SC algorithm relies on k-means to complete 
clustering, which is sensitive with initial cluster centers, 
and results in an unstable performance. Thirdly, not only 
SC itself but also k-means need prior knowledge to deter-
mine the number of clusters in advance. In order to over-
come the shortcomings of SC, many studies have been pro-
posed to improve it. To tackle the difficulty of finding the 
clusters in the cases that dataset has a large difference in 
density and overcome its clustering effect depends on the 
selection of initial centers, Chen et al. [16] propose a novel 
spectral clustering algorithm based on membrane comput-
ing framework, called MSC algorithm, whose idea is to use 
membrane clustering algorithm to realize the clustering 
component in spectral clustering. A tissue-like P system is 
used as its computing framework, where each object in cells 
denotes a set of cluster centers and velocity-location model 
is used as the evolution rules. Under the control of evolution-
communication mechanism, the tissue-like P system can 
obtain a good clustering partition for each dataset. In order 
to dispose with multi-scale datasets, Zelnik-Manor et al. [17] 
proposed an adaptive spectral clustering technique. Instead 
of selecting a global parameter � , it calculates an adaptive 
parameter �i for each point xi based on its neighborhoods 
information, where �i is the Euclidean distance from point 
xi to its p nearest neighbors. The similarity measure is called 
an adaptive Gauss kernel function. Considering the data dis-
tribution of each point’s neighborhoods, self-adjusting spec-
tral clustering can effectively separate the compact clusters 
contained in the sparse background cluster. Facing with the 
traditional spectral clustering algorithms use Gaussian ker-
nel function to construct the similarity matrix, and they are 
sensitive to the selection of scale parameter. In addition, they 
need to randomly determine the initial cluster centers at the 
clustering stage and the clustering performance is not stable. 
Wang et al. [18] present an algorithm on the basis of mes-
sage passing, which makes use of a density adaptive simi-
larity measure, describing the relations between data points 
and obtaining high-quality cluster centers through message 
passing mechanism in AP clustering. The performance of 
clustering is optimized by this method. There are three piv-
otal bottlenecks that are usually encountered in conventional 
spectral clustering methods: (1) equally treat each data point, 
so that easily affected by the outliers; (2) are sensitive to 
the initialization; (3) need to specify the number of cluster. 
To conquer these issues, Wen et al. [19] have proposed a 
novel spectral clustering algorithm, via employing an affin-
ity matrix learning to learn an intrinsic affinity matrix, using 
the local PCA to resolve the intersections; and further taking 
advantage of a robust clustering that is insensitive to initiali-
zation to automatically generate clusters without an input of 
number of cluster.

Despite the theoretical and practical advantages of afore-
mentioned algorithms, all these introduce new parameters to 
help improve the performance of SC. Consequently, the chal-
lenge of finding a robust algorithm is interesting. In order to 
tackle the aforementioned problems, we proposed a robust 
spectral clustering algorithm based on grid-partition and 
graph-decision (PRSC). PRSC introduces a grid-partition 
method for data mapping to reduce the scale of processed 
dataset. At the same time, PRSC introduces a decision-graph 
method to identify the cluster centers for preparation. The 
major contributions of the paper are:

• We propose a robust spectral clustering algorithm based 
on grid-partition and graph-decision (PRSC) to improve 
the performance of the traditional SC.

• PRSC algorithm introduces a grid-partition method to 
improve the efficiency of SC and introduces a decision-
graph method to identify the cluster centers without any 
prior knowledge.

• Our experimental results show that the PRSC can 
obtain stable clustering result than SC on most data-
sets. Besides, PRSC based on grid-partition and graph-
decision can outperform several traditional algorithms in 
terms of obtaining optimal clustering.

The remainder of this paper is organized by this way: We 
introduce the main principle of SC and DPC in Sect. 2. The 
proposed PRSC algorithm is presented in Sect. 3. Section 4 
designs experiments to illustrate the efficiency of PRSC. 
Finally, concluding generalization and further challenges 
are summarized.

2  Related works

The proposed PRSC is based on density peaks clustering and 
spectral clustering. In this section we give a briefly introduc-
tion about the spectral clustering (SC) algorithm and density 
peaks clustering (DPC) algorithm.

2.1  Basic theory of SC algorithm

The idea of SC algorithm is derived from spectral graph 
theory, which transforms the data clustering problem into 
a graph-partition problem to solve, especially suitable 
for the case of non-convex datasets [20]. Given a dataset 
X = {x1, x2,… , xn} , an n × n similarity matrix can be con-
structed based on the pairwise similarity of the data points, 
and the spectral method is clustering based on the feature 
vectors and feature values of the similarity matrix [21]. 
Using these feature vectors, a low-dimensional embedding 
subspace of the data points can be constructed, and in this 
embedding space, the data points can be clustered using 
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k-means [22]. Normalized cut is a typical spectral cluster-
ing algorithm [23]. The basic principle of non-normalized 
SC algorithm is briefly introduced below.

An undirected weighted graph G(V ,E) , where each point 
xi ∈ X is taken as a vertex i of the graph, and the similar-
ity value wij between any two points (xi, xj) is taken as the 
connection between the two vertices (i, j) . Gaussian kernel 
functions are commonly used in SC for constructing the 
similarity matrix. It is defined by:

where, dij represents the European distance between xi and 
xj . � is a scale parameter. In graph G , the sum of the weights 
of the edges connected to vertex i is defined as the degree 
of vertex i , which is represented by:

Therefore, the degree matrix D ∈ Rn×n of graph G is a 
diagonal matrix. The elements on the diagonal are dii and 
the elements outside the diagonal are 0 . After the graph is 
constructed, clustering results can be obtained by the way 
of decomposing the graph into independent connected com-
ponents using some graph-partition methods [24]. There are 
many traditional graph-partition methods, such as minimum 
cut set method, proportional cut set method, canonical cut 
set method, and minimum and maximum cut set method 
[25]. After mathematical derivation, it can be proved that 
the eigenvalues and eigenvectors of the Laplacian matrix of 
the graph contains classification information of vertices, and 
make full use of these information can get better clustering 
results [26]. Laplacian matrix is calculated by:

Compared with other traditional clustering algorithms, 
SC has shown extraordinary effectiveness in processing data-
sets with cross-classes and complex distribution structure 

(1)Wij = exp(−||xi − xj)||2∕2�2)

(2)dii =

n∑
j=1

wij

(3)L = D −W

and the brief steps of non-normalized SC is described as 
Algorithm 1 [27].

Despite the superior performance, the SC method easily 
encounter the problem of scalability, because both storage 
and computation of a large affinity matrix and eigen-decom-
position are high-consuming [28, 29]. Without too many 
details, it mainly includes three parts of computational com-
plexity. Firstly, the construction of similarity matrix requires 
O(n2) time complexity. The second part of the time-consum-
ing operation is to calculate the eigenvector of the smallest 
eigenvalue. A common method is the Lanczos algorithm, 
which requires O(m3) + (O(mn) + O(nt) + O(p(m − k))) time 
complexity, where m > k is the Arnoldi length defined by 
the user, and p is the number of Arnoldi iterations for each 
execution of the algorithm, m is usually set to several times 
the size of k . The third part is to run k-means on the fea-
ture vector matrix. In each iteration, the distance between 
each point and all cluster centers must be calculated. This 
results in time complexity O

(
l ⋅ nk2

)
 , where l is the number 

of iterations of k-means. In general, we can see that SC is a 
time-consuming clustering algorithm. In addtion, SC needs 
to set the number of clusters in advance, and the sensitivity 
of k-means to the initial cluster centers will lead to unstable 
clustering results [30]. Thus, we need to propose some solu-
tions to speed up the clustering process and remove depend-
ence on initial cluster centers.

2.2  Basic theory of DPC algorithm

Recently, a novel density-based algorithm named density 
peaks clustering (DPC) algorithm has attracted widely atten-
tion [31, 32]. DPC is proposed to obtain arbitrary clusters 
with fewer parameters and no iteration [33]. The main par-
ticularity of DPC is the decision-graph for identifying clus-
ter centers firstly without any prior knowledge [34]. Cluster 
centers can been identified by a 2D decision-graph on the 
basis of their characteristics [35].

Assume that the dataset is X = {x1, x2,⋯ , xn} , let dij rep-
resents the similarity between xi and xj , which is calculated 
by European distance in DPC. Implementing DPC is on the 
basis of two assumptions: cluster centers have higher local-
density than their neighbours; cluster centers are positioned 
far from each other [36, 37].

Assume 1 The local-density of a cluster center is higher than 
its neighbours, which is calculated as:

(4)

𝜌i =
∑
j

𝜒
(
dij − dc

)

𝜒(x) =

{
1, x < 0

0, x ≥ 0
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where dc , an input parameter is represents the cut-off 
distance.

Assume 2 The relative-distance between any two cluster 
centers is relatively large, which is defined as:

Once � and � of all data points are obtained, a decision-
graph is constructed as Fig. 1a with � as the abscissa and � 
as the ordinate. Also DPC algorithm can select the cluster 
centers based on Fig. 1b. Decision-graph drawn in this way 
is based on � , which is calculated as:

DPC selects points with large attributes as the cluster 
centers according to the decision-graph [38]. After that, the 
non-centers are classified. They are traversed in the order of 
� from large to small, and the data points are categorized to 
the nearest higher-density point. At the same time, a bound-
ary threshold is defined, that is, the boundary threshold of a 
cluster is represented as the point with the highest density in 
the set of points that belong to the cluster but is less than dc 
from other clusters, and is set as �b . Finally, the points with 
density not greater than �b are regarded as noise points. The 
brief steps of DPC is described as Algorithm 2 [39].

(5)𝛿i =

⎧
⎪⎨⎪⎩

min
j∶𝜌j>𝜌i

�
dij
�
, if ∃j s.t.𝜌j > 𝜌i

max
j

�
dij
�
, otherwise

(6)�i = �i ⋅ �i

As a simple and effective density-based clustering algo-
rithm, DPC has been playing a prominent role in data min-
ing such that community discovery, genetic disease, biology 

and so on [40–42]. However, it will result in an unsatisfac-
tory clustering result when dealing with a high-dimensional 
sparse dataset in DPC.

3  Robust spectral clustering 
algorithm based on grid‑partition 
and decision‑graph

In order to improve the clustering efficiency of SC and 
reduce its dependence on the initial cluster centers, an 
improved robust spectral clustering algorithm (PRSC) is 
proposed. We focus on the topic of reduce the data scale 
of clustering on large-scale data, a grid-partition method is 
introduced, which replaces all data points with non-empty 
grids, and adopted SC on the grid units to enhance the algo-
rithm efficiency. Decision-graph method in DPC is taken for 
identifying cluster centers to improve the stableness of SC.

3.1  The description of the PRSC algorithm

In PRSC, the dataset needs to be pre-processed, that is, the 
data points are mapped into the corresponding grid units. 
Assume X = {x1, x2,… , xn} , xi = [li, hi) is a data space with 
d dimensions. First, feature space is divided into several 
equal and mutually disjoint intervals according to the data 
structure. The grid side of partition is defined as:

(7)� = a

(
d∏
i=1

hi − li

n

) 1

d



1247International Journal of Machine Learning and Cybernetics (2021) 12:1243–1254 

1 3

where, a = 0.5 is the proportional coefficient and is given by 
the experience. After that, data points are mapped into grids 
and only non-empty grids are seen as objects for subsequent 
operations.

Firstly, assuming the data points are mapped into 
{u1, u2,… , ug} non-empty grids, similarity matrix is con-
structed based on the non-empty grids. Different with 
SC algorithm, similarity matrix here only measures by 
Euclidean distance. For example, let sij denote the Euclid-
ean distance between the grids ui = (ui1, ui2,… uid) and 
uj = (uj1, uj2,… , ujd) as follows:

Secondly, cluster centers are identified on the basis of 
decision-graph in DPC. Non-empty grids {u1, u2..., ug} and 
the local-density of grid ui is:

where count() represents the number of points. The relative-
distance is calculated for non-empty grids by Eq. 5. Finally, 
objects with higher local-density and relative-distance are 
selected as cluster centers based on the decision-graph.

Thirdly, the cluster centers selected by the decision-
graph is taken as the initial cluster centers of SC, and the 
non-empty grids are used as the clustering objects. SC is 
performed according to the similarity matrix constructed 
previously, and each data point is assigned to its mapped 
grid cluster. The brief steps of DPC is described as Fig. 2.

We introduce the grid-partition method into the SC algo-
rithm, only non-empty grids are clustered, which can reduce 
the data scale and improve the efficiency of SC. In addition, 
decision-graph method in DPC is taken for identifying clus-
ter centers, but local-density and relative-distance are calcu-
lated based on the non-empty grids are effective, which can 
improve the stableness of SC without more time complexity. 
More importantly, the number of clusters are same as the 

(8)sij =

√√√√ d∑
k=1

(
uik − ujk

)2
(where i, j = 1… g)

(9)�ui = count(ui)

cluster centers selected by the decision-graph. Thus, PRSC 
is an algorithm without any more prior knowledge and the 
cluster result is robust.

3.2  Performance analysis of PRSC

Next, we take a deep exploration into the proposed PRSC. 
The main principle of PRSC algorithm is taking grid-parti-
tion and decision-graph to improve the efficiency of SC. The 
method adopt a two-stage process, which is composed of 
identifying cluster centers and SC performing mainly. First 
of all, it identifies cluster centers according to the non-empty 
grids. Although the information that the cluster centers can 
rely on is reduced, the non-empty grids can represent almost 
all the points. Thus, the cluster centers selected are almost 
the same as the cluster centers selected by DPC based on 
all information, but it is more efficient than DPC. Secondly, 
SC is performaned only on the non-empty grids, since non-
empty grids represent almost all points, the accuracy has lit-
tle effect, but it can greatly reduce time complexity. Greatly 
improved the algorithm performance and reduce the intri-
cacy of spectral clustering algorithm.

The application of grid-partition will greatly reduce 
the amount of computation. Suppose that there is a data-
set X = {x1, x2,… , xn} , it will be mapped into non-empty 
grids {u1, u2,… , ug} . Ignoring details, the time complexity 
of PRSC algorithm is dependent on two main stages. For 
identifying cluster centers, according to DPC, the main time 
complexity comes from the construction of similarity, which 
is O(g2) . The second part of the time-consuming is same as 
SC, but the similarity matrix has been constructed above, it 
only contains the remaining two complexity. As the cluster-
ing object is non-empty grids g ≪ n , thus, PRSC is must be 
more efficient than SC.

PRSC obtains optimal cluster centers based on the deci-
sion-graph in DPC, but more efficient than DPC. And PRSC 
obtains clustering results based on SC but more efficient 
than SC. Moreover, PRSC clustering automatically without 
any more parameters and is stable.

Fig. 1  Two methods of drawing 
decision-graph. a Decision-
graph based on � and � . b 
Decision-graph based on �

(a) (b)
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4  Experiments and results

To verify the effectiveness of the proposed PRSC algorithm, 
we select four synthetic datasets and eight UCI datasets. 
Their data characteristics are shown in Tables 1 and 3. The 

cluster numbers of datasets are various, which can prove the 
superiority of the proposed PRSC algorithm. The experi-
ments are conducted on a desktop computer with a core i5 
3.10 GHz processor, Window10 operating system and 4 GB 
RAM by running MATLAB 2015. In this part, we compare 
both clustering performance and running time among dif-
ferent clustering algorithms. The code of the comparison 
algorithm is provided by the authors and shows the best 
clustering results.

4.1  Experiments on synthetic datasets

Different characteristics of four synthetic datasets are pre-
sented in Table 1. We test PRSC and SC on these datasets 
and display the clustering results as colored plots, which are 

Fig. 2  Flowchart of PRSC 
algorithm

Dataset 

Cluster labels

Divide data space according to Eq.7

Map data points into grids and find the non-empty grids

Construct a similarity matrix for non-empty grids

Draw a decision-graph based on Eq.9 and Eq.5

Identify the cluster centers

Perform SC based on the similarity matrix and cluster centers obtained above

X

Table 1  Characteristics of four synthetic datasets

Instances Attributes Clusters

Two cluster 400 2 2
Three cluster 600 2 3
Square 1000 2 4
Five cluster 2000 2 5
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more straightforward. In addition, well-known traditional 
AP and DBSCAN algorithms are compared. The experiment 
results demonstrate the robustness of the PRSC clustering 
method in terms of the efficiency. The clustering results are 
shown in Figs. 3, 4, 5 and 6.

We can see from Figs. 3, 4, 5 and 6, although SC can 
obtain the accurate number of clusters on these datasets, it 
cannot perform satisfactory on Five cluster as the random-
ness of cluster centers. The traditional AP algorithm cannot 
obtain satisfactory clustering results. Although DBSCAN 
can get satisfactory results on most datasets, the selection 
of parameters is very difficult. However, PRSC selects the 
cluster centers based on the decision-graph, which is more 
robust. From Figs. 3, 4, 5 and 6, PRSC can obtain the sat-
isfactory clustering results, which can prove that the grid-
partition has little effect on clustering results.

After that, running time of PRSC, SC, AP, and DBSCAN 
are compared on these dataset as Table 2. The running time 
of PRSC and its comparison algorithms is the average of 
10 runs.

It can be indicated from Table 2, PRSC is more efficient 
than SC, AP and DBSCAN. PRSC only performs cluster-
ing on the non-empty grids, which will significantly reduce 
the amount of calculation. Since these are two-dimensional 
data, the advantages of PRSC are not obvious. Next sub-
section takes eight UCI datasets to prove the superiority of 
the introduced PRSC algorithm.

4.2  Experiments on UCI datasets

Different characteristics of eight UCI datasets are presented 
in Table 3, and the dimensions of these datasets are relatively 
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Fig. 3  Clustering results on two cluster
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high. We test PRSC and SC on these datasets, and display 
the clustering results as Table 4. As SC is unstable, we run 
10 times to take the average. In addition, DPC is compared 
as a new density-based clustering algorithm. We evaluate 
the clustering results in terms of Acc [42]. Assume yi and 
zi are the true classification labels and predictive classifi-
cation labels respectively. �(x, y) = 1 if x = y or �(x, y) = 0 
otherwise. Each cluster label is mapped by the Hungarian 
algorithm optimally:

As can be seen from Table 3, the clustering accuracy of 
PRSC is as satisfactory as SC. Although DPC is superior 
to them on some datasets, it is not satisfactory on high-
dimensional and sparse datasets, such as Sonar, Breast and 
Segmentation. PRSC is more suitable for high-dimensional 

(10)Acc =

N∑
i=1

�(y,map(zi))∕n

datasets than DPC. It further proves that grid-partition 
method has little effect on the clustering results.

In order to prove PRSC algorithm is more efficient than 
SC, we also compare the running time of these algorithms 
and testify the feasibility of PRSC. Each algorithm runs 10 
times for average, and the running time is shown as Table 5.

We can see from Table 5, on small-scale datasets PRSC is 
almost the same as SC and DPC. This is because the number 
of non-empty grid is not much different from the scale of 
the dataset. The running time of PRSC is superior to SC and 
DPC on large-scale datasets. The running time of PRSC is 
consist of two parts including the calculation for similarity 
matrix and SC process. Compared with SC and DPC, non-
empty grids is less than data points. Thus, PRSC is efficient.

In summary, concluded by Tables 4 and 5, PRSC can 
obtain the satisfactory clustering results without prior 
knowledge. It processes large-scale datasets superior than 
DPC and SC.
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Fig. 4  Clustering results on three cluster
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5  Conclusions

In this paper, we proposed a robust spectral clustering 
(PRSC) algorithm to improve the SC. PRSC can effectively 
reduce the computational complexity through the grid-
partition using non-empty grid units equivalent to the real 
datasets. Grid-partition is used to reduce the calculation 
cost. The calculation of the similarity and the clustering 
performance based on the non-empty grids will improve the 
efficiency of SC. Although PRSC reduces data information, 
it partitions the datasets based on the data structure with a 
little effect on the clustering accuracy. In addition, cluster 

centers are identified by a decision-graph for SC will elimi-
nate parameters and keep clustering results stable.

The clustering performance on synthetic datasets and UCI 
datasets verify that PRSC is better than traditional SC. It not 
only can improve the efficiency of SC, but also can obtain 
the cluster centers automatically without prior knowledge. 
PRSC is feasible and robust. Furthermore, we consider 
using heuristic sampling or semi-supervised techniques 
[43] to further improve the performance of the proposed 
algorithm. Whether it is the proposed PRSC algorithm or 
the SC algorithm, the clustering effectiveness needs to be 
further explored, and expand more practical applications.
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Fig. 5  Clustering results on square
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Fig. 6  Clustering results on five cluster

Table 2  Running time of different algorithms on synthetic datasets

PRSC SC AP DBSCAN

Two cluster 0.24 0.29 1.52 0.39
Three cluster 0.27 0.35 3.18 0.31
Square 0.40 0.59 8.83 0.43
Five cluster 0.61 1.23 26.74 0.69

Table 3  Characteristics of eight UCI datasets

Instances Attributes Clusters

Sonar 208 60 2
Musk 476 166 2
Breast 569 30 2
Statlog 2000 36 6
Madelon 2000 500 2
Segmentation 2310 19 7
Waveform 5000 21 3
Two norm 7400 20 2
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