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Abstract Many people hold a vision that big data will

provide big insights and have a big impact in the future.

However, how to turn big data into deep insights with

tremendous value still remains obscure. Here I highlight

universal knowledge discovery from big data. The new

concept focuses on discovering universal knowledge,

which exists in the statistical analyses of big data and

provides valuable insights into big data. Universal knowl-

edge comes in different forms, e.g., universal patterns,

rules, correlations, models and mechanisms. To accelerate

big data assisted scientific discovery, a unified research

paradigm should be built based on techniques and para-

digms from related research domains, especially big data

mining and complex systems science. Therefore, I propose

a dual-cycle methodology with three types of cycle-driven

UKD process, i.e., big-data-cycle-driven, mechanism-cy-

cle-driven and combined-dual-cycle-driven mining. A case

study is also given to illustrate the effectiveness of the

proposed processes. This paper lays a foundation for the

future development of universal knowledge discovery, and

offers a pathway to the discovery of ‘‘treasure-trove’’

hidden in big data.

Keywords Universal knowledge discovery � Big data �
Combined-dual-cycle-driven mining

1 Introduction

In the era of big data, data mining (DM), which is the

analysis step of knowledge discovery in databases (KDD),

has become a key means of knowledge acquisition from

data. Following the classical knowledge discovery process

(which sequentially involves the steps of data selection,

preprocessing, subsampling, transformations, data analysis,

post-processing and knowledge utilization) [17], data

mining technology has achieved great success in the past

ten years [27] in many areas, such as business, military,

bioinformatics, medicine and education. Using advanced

data mining methods and algorithms (e.g., pattern mining,

clustering and classification methods), many previously

unknown but interesting knowledge is discovered from

various types of data (e.g., texts, web data, graphs and data

streams) [2, 10, 47].

However, the following deficiencies arise when apply-

ing traditional data mining methods. Firstly, a large amount

of knowledge can be easily produced by traditional data

mining approaches, but few insights are obtained. The

reason for this embarrassing situation is as below.

Although traditional data mining technology specializes in

discovering interesting patterns from data, it is not good at

discovering internal mechanisms behind the data. Se-

condly, the knowledge discovered by traditional data

mining methods is temporary and dynamic in nature, and

its validity always changes over time. Due to its temporary

nature, dynamic knowledge has to been mined and updated

continuously [55]. Thus, the value of dynamic knowledge

is limited, because it may be not capable for further use.

Universal knowledge (defined below), which has a certain

degree of universality, has not yet attracted enough atten-

tion in the field of data mining. However, universal

knowledge is valuable, because it is capable for providing
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insights for people. Thirdly, the discovered knowledge

cannot sufficiently support meaningful decision-making

actions, and there is a significant gap between mining re-

sults and real-world application requirements [10].

To overcome these limitations, I advocate that in the era

of big data, the next generation of data mining technology

should focus more on mining universal knowledge, which

exists in the statistical analyses of big data. Generally

speaking, in the history of our information age, humans

have experienced two stages of data based information

acquisition: the first one is using data collection and re-

trieval techniques to find desired information, and the

second is using data mining technology to produce dy-

namic knowledge. I argue that the next stage will be

‘‘wisdom discovery’’, which adopts universal knowledge

discovery technology to mine global and valuable universal

knowledge (which can be easily transformed into ‘‘wis-

dom’’ in the sense of human cognition and decision mak-

ing) from big data.

So, towards the vision of ‘‘wisdom discovery’’, a new

concept called Universal KnowledgeDiscovery frombig data

(UKD for short) is proposed. In order to build a solid theory

foundation for the future development ofUKD, the concept of

UKD is defined, and various categories of universal knowl-

edge are described. To accelerate the development of UKD, a

unified research paradigm should be built based on techniques

and paradigms from related research domains, which include

not only data mining, but also machine discovery [28, 29, 38,

52, 60, 61], big data analytics [16, 31, 43, 56, 58, 59] and

complex systems science [8, 22, 41, 42, 51, 53]. To meet this

need, a novel research paradigm called dual-cycle method-

ology is proposed. In this methodology, three types of dis-

covery process are also proposed: (1) big-data-cycle-driven

mining, (2) mechanism-cycle-driven mining and (3) com-

bined-dual-cycle-driven mining.

Based on the new concept (i.e., UKD) and its method-

ology, this paper also addresses how to gain insights into big-

data, which is a fundamental issue and urgent problem for all

scientific disciplines [25, 30, 44]. Overall, this work serves

three purposes. First, UKD is highlighted as a pathway to the

discovery of ‘‘treasure-trove’’ hidden in big data. Second, I

advocate that an interdisciplinary and unified research

paradigm for UKD should be built. Therefore, a method-

ology with combined-dual-cycle-driven UKD process is

proposed. Last, this research lays a solid foundation for the

future development of UKD technology.

2 Technical origins

To integrate methods in related disciplines to build ad-

vanced UKD technology, we need to sort out paradigms

and techniques adopted in related fields. Therefore, in this

section, I review technical origins of universal knowledge

mining, which include machine discovery, big data

analytics, complex systems science, etc.

2.1 From machine discovery to data mining,

and then big data mining

As early as the 1970s, Langley [28, 29] had developed six

versions of the BACON system one after another, which

are able to automatically rediscover some physical and

chemical laws using heuristic searching methods. Soon

afterwards, based on inductive learning and logical rea-

soning, a number of systems, such as STAHL [60], FAH-

RENHEIT [61] and IDS [38], were developed in this field.

In China, Chinese scholars, such as Wu [52], have made

fruitful achievements in mechanical theorem proving in

geometries. Thus, in the 1980s, the research direction of

machine discovery found focus. However, these studies

have some limitations. Firstly, the algorithms can only deal

with pure and small data as the input and need to be ac-

companied by a certain searching direction; otherwise the

algorithms are infeasible due to huge searching space.

Secondly, the systems only rediscovered some laws already

known, and few important and new scientific laws have

been discovered by such systems.

Since the mid-1990s, data mining research has avoided

the limitations of machine discovery by discovering

meaningful patterns from the statistical perspective instead

of scientific laws. Thus, a large number of effective data

mining algorithms have been developed, and data mining

which integrates related disciplines (e.g., statistics and

machine learning) has achieved great success in practice.

The advent of the era of big data presents a new op-

portunity for the future development of data mining tech-

nology. Currently, research in big data mining (or big data

analytics) commonly focuses on developing advanced

technology to deal with the technical aspects of big data,

e.g., large volume [31, 43], high velocity, and/or high va-

riety [26]. These studies mainly are concerned with the

performance, the scalability and the scope of proposed

methods, but neglect fundamental changes in thinking

brought about by the shift from processing small data to

tackling big data [36]. Most data mining researchers have

not been aware of the potential great changes in research

paradigm and mining methods as they shift from ‘‘knowl-

edge discovery from small data’’ to ‘‘universal knowledge

discovery from big data’’.

For instance, McKinsey Global Institute [34] pointed out

that big data is the next frontier for innovation, competition

and productivity. However, the methods listed in the report

are still traditional ones. Cohen et al. [15] highlighted

Magnetic, Agile and Deep (MAD) skills for big data ana-

lysis, which depart from traditional enterprise data
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warehouses. Zikopoulos et al. [59] introduced popular

Hadoop distributed processing platform for big data

analytics. Besides, almost all of the ten articles [12, 32]

presented at the sessions of ‘‘Scaling-up methods for big

data’’ and ‘‘Statistical techniques for big data’’ of SIGKDD

2014 focus on high performance processing of big data. For

example, Chen et al. [12] proposed a fast flux discriminant

method for large-scale nonlinear classification. In the sur-

vey paper of big data mining [16], Fan et al. mainly dis-

cussed the computability in big data processing and how to

process various types of big data.

Although the treatability of big data is an important

aspect of big data management and mining, it is not enough

to discover ‘‘treasure-troves’’ hidden in big data. Obvi-

ously, compared with ‘‘small’’ data mining, big data min-

ing does not merely mean that the amount of data that can

be processed increases, but also, more importantly, means a

general shift in thinking (e.g., focusing on data externality

and highlighting correlations [36]) as well as a new data

mining research paradigm. In this way, we can not only

process big data as easily as small data, but also gain in-

sights cleverly based on externalities of big data [57]. I

consider that the following works are representative of big

data analytics.

For instance, during the 2014 Chinese Spring Festival,

based on big data of more than 200 million smartphones,

China Central Television exhibited the macroscopic sta-

tistical regularities of population movements within China

during this period. Based on such knowledge, related

public agencies are able to efficiently schedule resources

of passenger transportation, and individuals can better

arrange their travel plans [48]. This work takes full ad-

vantage of the externalities of smartphone trajectory data.

In addition, Zhu et al. [58] analyzed the big data of

Chinese food recipes, and found that the geographical

proximity rather than climate similarity is a crucial factor

determining the similarity of regional cuisines. Here, the

data analyzed is the entire dataset of Chinese recipes,

rather than sampling data. Furthermore, if big data of

recipes from all countries around the world were ana-

lyzed, the conclusion would be more persuasive. Zhang

et al. [56] used trajectories from a fleet of GPS-equipped

taxicabs to detect gas station visits and measure the time

spent in real time, and then estimate overall gas usage of

the city. In this case, the system has the capability of real-

time scheduling and decision-making based on the com-

prehensive dynamic perception data of an entire smart

city.

The above practical applications of big data are quite

good. However, overall, applications of big data analytics

are still in the stage of trial and error. An ideal application

paradigm of big data has not been formed yet.

2.2 Scientific progress and research paradigm of big

data based complex systems science

In China, early in the 1980s, local pioneer scientists Qian

[41, 42] and Xu et al. [53] began to advocate the necessity

of system science and proposed some important thoughts

and ideas. However, without the relevant data, it was dif-

ficult to prove these ideas at that time. With the rise of the

big data technologies in recent years, especially the tech-

niques of big data collection, storage and analysis, it has

been feasible to explore hidden mechanisms and laws be-

hind big data and verify some thoughts based on large

datasets, which has led to a new surge of complex systems

research.

For example, the well-known small world model [51]

and the scale-free network theory [5] are both based on

large-scale empirical datasets, e.g., the actor cooperation

network and the World Wide Web network datasets. Be-

sides, the research on the inverse problem of complex

network (i.e., uncovering the topology of unknown net-

works according to observation data which reflects network

dynamics), such as link prediction [14], are all required to

be verified by big data of large scale networks. For another

example, by analyzing the flow trajectories of 464,670

dollar bills, Brockmann [8] uncovered the knowledge of

dynamic and statistical properties of human travel on a

large scale, and discovered the dispersal of bank notes

matches a continuous time random walk process incorpo-

rating scale free jumps as well as long waiting times be-

tween displacements. Likewise, Gonzalez [22], Yan [54]

and Peng [39] reached some valuable conclusions by

analysing the trajectories of over 100 thousand mobile

users, 230 volunteers’ 6-week travel diaries and the

movement paths of 15.8 thousand Shanghai taxies

respectively.

Based on the above cases, we may conclude that com-

plex systems science adopts a different technical paradigm,

compared with the data mining research field. Its charac-

teristics are summarized below [45].

1. A systems theory perspective

System science has abandoned reductionism and

embraces holism. Complex network, as a rapidly

growing field of system science, offers a fresh

perspective on the use of networks for system mod-

eling and analytics. On this basis, core issues, such as

system dynamics and function emergence, are being

researched. Macroscopic phenomena can be repro-

duced via setting appropriate micro-level simple rules

for system dynamics.

2. The viewpoints of evolution and dynamics

System science takes the perspective of evolution and

dynamics on systems. It not only discusses the
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dynamics of system topology, but also cares about

various dynamic phenomena on systems. Taking

complex network research as an example, it explores

a variety of dynamic mechanisms based on certain

network topologies, such as the spread of infectious

diseases, cascading failures, network congestion and

crowd-powered socially embedded search engine.

3. Extensive using statistical physics methods

Statistical physics has played an important role in

complex systems research and provided a variety of

effective approaches, e.g., the mean-field theory, the

percolation theory, the master equation and the

Fokker–Planck equation. At the same time, the com-

plexity research also concerns physical processes

taking place in systems and the emergence of physical

properties of systems, such as Bose–Einstein conden-

sation and random walks on complex networks.

4. Combination of simulations and statistics on big data

System science tries to find and validate statistical laws

based on big data, and discover the internal mechan-

isms of systems. Computer simulation is also a

frequently used tool in the research of system science.

In summary, the research paradigm of complex

systems science has apparent advantages in system

modeling, dynamics analysis, mechanism exploring,

etc. However, there is a bottleneck in big data

processing and analytics for system science. Wang

et al. [50] considered that systematically using em-

pirical data to explore systems is still in its preliminary

stage, and the key issue is the lack of effective

theoretical framework for well-targeted data accumu-

lation and analytics. But in fact, there are many

advanced methods and valuable experiences in the data

mining field for data acquisition, modeling and

processing [45]. Therefore, it is necessary to integrate

the methods in complex systems science and data

mining for solving big-data-assisted discovery prob-

lems. A detailed discussion on the integration will be

given in Sect. 4.

3 Concepts and categories

3.1 What are universal knowledge and universal

knowledge discovery from big data

Universal KNowledge (UKN) in big data is defined as

knowledge and laws with a certain degree of universality

and immutability in the statistical analyses of big data. In

this definition, universality implies that the phenomenon

highlighted by the knowledge exists extensively in nature

and society, and immutability implies that the phenomenon

remains unchanged under certain conditions with the evo-

lution of the universe. With its repeatability and pre-

dictability, UKN provides insights into big data. Based on

the definition of UKN, the concept of universal knowledge

discovery from big data (UKD) is quite straightforward. It

is defined as the process of discovering universal knowl-

edge from big data. To understand the concept of UKN and

its applications easily, in the following paragraphs, I give

three examples to illustrate the current progress towards

this direction.

Example 1 Universal knowledge about viral marketing

A marketing manager wants to set a number of indi-

vidual nodes (i.e., monitoring staff) in a social network to

monitor the status of a viral marketing campaign, and

forecast whether or not a phenomenon designed by the

campaign will ‘‘go viral’’. Chesney [13] discovered some

UKN in multiple evolutionary simulations. For example,

the number of individual nodes adopting a viral behavior

follows an s-curve, and whether the adoption proportion

exceeds a critical value or not will determine its preva-

lence. In addition, a node’s predictive accuracy is

negatively related to its geodesic distance to the nearest

member of the critical mass (a small group of early

adopters), and positively related to its centrality. Based on

these findings, marketers can take appropriate actions, e.g.,

selecting individuals with high network centrality which

are scattered in different clusters as observation nodes.

Example 2 Universal metaphors and its applications

After analyzing web based big data in various lan-

guages, we may find many frequent metaphors, such as the

comparison of ‘‘father’’ to ‘‘sun’’. Because such metaphors

are frequently used in various languages, they can be called

universal metaphors. According to Cancho’s work [9], a

‘‘small world’’ network of human language can be built, if

any two frequent co-occurring words, which include pairs

of tenors and vehicles of universal metaphors, are con-

nected with each other. We also know that human brains

use networks of neurons connected by synapses to store the

‘‘small world’’ of human language [40]. Therefore, we can

speculate that the neural connections of concepts ‘‘father’’

to ‘‘sun’’ are universal in human brains. Exploring the

origin of such universal neural connections is helpful for

the in-depth study of human languages and brain science.

Example 3 Universal small world phenomenon and

power law distribution

Milgram [37] found the phenomenon of small world

from his famous small-world experiment, and Watts [51]

discovered the same phenomenon from empirical data of

actor collaboration networks, power grids, etc. Now, the
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existence of such phenomenon has been confirmed in more

and more fields, such as Internet and the spread of diseases.

Barabási [5] found that the distribution of node degree of a

scale-free network follows a power law. We now know that

such power law distribution exists extensively in nature

and society. Examples include the Zip’s-law-like word

frequency distribution, the Pareto distribution of social

wealth, the Gutenberg–Richter power law distribution of

earthquake sizes, and the intensity distribution of solar

flares. It shows that this law is in line with the evolution of

the universe. From the above examples, we can find that

the discovery of such UKN is meaningful, and exploring

the origins of universal phenomenon highlighted by the

UKN leads to profound insights.

It is necessary to point out that universal knowledge

includes but is not limited to scientific laws (as shown in

Fig. 1). That is to say, scientific laws can be regarded as a

special kind of universal knowledge. Compared with sci-

entific laws, universal knowledge stands in the statistical

analyses of big data and encompasses a much broader

scope. Universal knowledge is also very meaningful. For

example, using large-scale mobile phone data, Gao et al.

[19] suggests that communication traffic surges after dis-

asters and the dominant component of this traffic is be-

tween eye-witnesses and their significant friends and

relatives. The discovery of such universal knowledge is

quite useful for emergency management.

3.2 Categories of universal knowledge

Universal knowledge can be classified into the following

non-exhaustive representative categories, which can be

extended in accordance with human cognition expansion in

the future.

• Universal knowledge in data distributions The distri-

bution of big data helps us to characterize big data.

Common data distributions include normal/Gaussian

distribution, log-normal distribution, exponential dis-

tribution, Poisson distribution, power law, power-law

with exponential cutoff, shifted power-law, stretched

exponential distribution, Weibull distribution, fat-tailed

distribution, and so on. For example, Lévy flights are

expected in places where prey is scarce, whereas a

Brownian strategy is more likely to be adopted where

prey is abundant [21].

• Universal knowledge towards characteristics of sys-

tems Common characteristics of systems include the

following: self-similarity and fractal nature, small

world, scale free, bursts and so on. For example,

Barabási [4] shows that the pattern of bursts appears in

a wide range of human daily activities, from web

browsing to letter writing, from Wikipedia editing to

online trading. For another example, financial markets

normally have long-term memory.

• Universal knowledge about indexes People may find

that there are certain correlations between phenomena

and their indicators. These correlations include but are

not limited to causal relationships, as discussed in the

part of universal correlations below. In order to indicate

the fluctuation of a certain phenomenon, we may

combine correlated indicators to build indexes. For

example, China’s ‘‘Li Keqiang index’’ combines elec-

tricity consumption, railway freight and lending to

measure the country’s economic growth.

• Universal patterns Many kinds of patterns have been

developed in the data mining field, such as frequent co-

occurrence patterns and behavior patterns [11]. If these

patterns exist in the big data of a system, we can call

them universal patterns. For further example, since

words ‘‘I’’ and ‘‘am’’ frequently appear in sequence in

English, ‘‘I am’’ can be called a universal sequential

pattern. For another example, because the comparison

of ‘‘father’’ to ‘‘sun’’ is frequently used in different

languages, it can be seen as a universal metaphor.

• Universal rules Based on big data, we can obtain

universal rules, e.g., universal association rules, uni-

versal IF-THEN rules and universal intervention rules.

For example, by analyzing the birth defects monitoring

data of a certain region (e.g., region ‘‘A’’), we find that

the proportion of birth defects of newborns decreases

obviously if the intervention of early pregnancy folic

acid supplements is adopted. Thus, an intervention rule

is obtained as below [49]. ‘‘Folic acid (deficiency !
sufficiency) ) Birth defects (Yes ! No), sup-

port = 0.33’’. Then, if the validity of this rule is

confirmed by testing in different regions around the

world, this rule can be called a universal intervention

rule.

• Universal correlations Universal correlations exist in

the statistical sense of big data. Universal correlations

are not restricted to universal causality, but also include

much broader universal positive/negative correlations

and universal co-occurrence relationships, etc. Two

phenomena, which are positive/negative correlated or

co-occurrence, may be caused by the same reason or

Fig. 1 The difference between scientific laws and universal

knowledge
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merely co-occur. However, finding such correlations is

also meaningful. For instance, based on the relevance

of ‘‘flu’’ related online search queries and the breakout

of seasonal pandemic influenza, Google Flu Trends can

predict the occurrence of influenza in a more timely and

accurate fashion [20].

• Universal models If we use machine learning models to

learn universal phenomena inductively, or adopt

mathematical formulas or physical models, etc. to

characterize universal phenomena, universal machine

learning models, universal mathematical models, uni-

versal physical models, etc. can be obtained corre-

spondingly. For instance, based on the unsupervised

deep learning method [7], Google’s artificial brain

learns to identify a cat. This artificial neural network is

universal, because it can recognize any cat.

• Universal mechanisms Discovering universal mechan-

isms, which are behind universal phenomena in big

data, has significant implications for gaining insights.

For example, Barabási [5] explained that growth and

preferential attachment are mechanisms common to a

number of self-organizing complex networks, and they

make vertex connectivities in large networks following

power-law distributions at the system level.

3.3 Comparison of universal knowledge

and knowledge generated by traditional data

mining methods

Based on the above discussion about various categories of

universal knowledge, we make a comparison between

UKN and knowledge discovered by the traditional data

mining techniques (traditional knowledge for short) as

shown in Table 1. From the table, we can find that UKN

has significantly different characteristics compared with

traditional knowledge. (1) The scope is broader and its

categories are more diverse. (2) UKN is extracted from the

perspective of the whole system and is normally described

at the macro level. (3) Both precise and general descrip-

tions are acceptable. (4) UKN is mined from and tested in

big data. (5) UKN affords easy comprehension and in-

sights, and has a strong actionability.

4 Methodology

4.1 Comparison of research paradigms of big data

mining and system science

In the era of big data, facing a novel class of data mining

tasks, i.e., universal knowledge mining, it is urgent to do an

interdisciplinary integration of research paradigms and

techniques of related fields. For this purpose, in Table 2, a

comparison is made between big data mining and system

science, which are two main technical origins of UKD. The

comparison shows that the approaches in these two fields

have high mutual complementarity when treating big data.

That is, complex systems science research is good at dis-

covering macroscopic laws and internal mechanisms from

big data; by contrast, data-driven big data mining special-

izes in handling various types of big data. So it is necessary

to integrate the related fields, especial big data mining and

complex systems science, to build a unified and interdis-

ciplinary research paradigm for big-data-assisted universal

knowledge discovery.

4.2 Dual-cycle methodology: a unified

and interdisciplinary paradigm for UKD

To meet the above need of integrating related fields, in this

subsection, I propose dual-cycle methodology and its dis-

covery processes, which provide a unified and interdisci-

plinary research paradigm for universal knowledge

discovery.

Firstly, we use ‘‘big data mining’’ (containing the

techniques of data-driven analytics and statistics) and

‘‘system science’’ (including complexity thinking, system

modelling and dynamics, etc.) to generalize the paradigms

of these two fields respectively. In addition, we need to

adopt the method of ‘‘simulation’’ in system science, and

draw on some classical methods (or paradigms) in other

disciplines or fields, as described below.

• Simulation This means the use of computer algorithms

or other simulation systems to simulate real systems.

This approach is especially fit for multi-agent simula-

tion, system evolution simulation, numerical simula-

tion, etc., can get simulation results quickly and has the

advantage of low cost.

• Controlled experiment This means that an observer

tests hypotheses by looking for changes brought on by

manipulating one or more independent variables while

all other variables are held constant [1]. It includes the

steps of putting forward premises (including hypothe-

ses), experimental operation, result verification, etc.

• Theoretical analysis This means the use of field

theories accompanied by mathematical, physical and

other tools in modelling, theoretical analysis, deduc-

tion, proof, etc.

• Intelligence Intelligence comes from machine intelli-

gence (which comes from expert systems, machine

learning, web intelligence, etc.), human intelligence

(which can be individual and also collective intelli-

gence), intelligence generated from human-computer

interaction, etc.

138 Int. J. Mach. Learn. & Cyber. (2018) 9:133–144

123



• Empirical research Big data based UKD is a typical

empirical problem. Therefore, we need to use an

empirical cycle [23] for hypothesis testing, which

includes observation (i.e., collecting and organizing

empirical facts), induction (i.e., formulating hy-

pothesis), modelling, deduction (i.e., deducting conse-

quences of hypothesis as testable predictions), testing

(i.e., testing the hypothesis with new empirical mate-

rial) and evaluation. In each cycle, hypotheses and

models are adjusted gradually to better fit the empirical

facts.

On the basis of the above discussion, I propose a novel

research paradigm for UKD called dual-cycle method-

ology. The methodology uses a combined dual-cycle to

systematically organize various methods (e.g., machine

intelligence, big data mining, experiment, simulation and

theoretical analysis) by adopting the extended empirical

research framework from the system science perspective.

Human intelligence plays a core role in this creative dis-

covery process.

The traditional knowledge discovery process [17] is

unable to fully satisfy the requirements of UKD. Therefore,

in the methodology, three types of cycle-driven UKD

processes are proposed as below.

1. Big-data-cycle-driven mining

Big-data-cycle based mining may be applied directly,

under the condition of appropriate datasets and certain

mining target of universal knowledge. Big-data-cycle-

driven mining is shown in the left cycle of Figure 2,

which consists of five steps: (1) big data accumulation

and acquisition, (2) big data preprocessing, (3) big-

data-driven analytics, (4) universal phenomenon dis-

covery, and (5) putting forward universal phenomenon

and post-processing. These five steps constitute a spi-

raling process, in order to discover universal phe-

nomena from big data. The process of big-data-cycle-

Table 1 A comparison between characteristics of two types of knowledge

Aspects Traditional knowledge Universal knowledge

Types Typically patterns, rules and

machine learning models

Not only includes patterns, rules and machine learning models, but also contains

distributions, characteristics, indexes, cor-relations, mathematical models, etc

Description level Generally at the micro level or

meso-level

Using a systematic perspective and describing at the macro level

Degree of

precision

Most knowledge is precise and is

described in detail

Both precise and general descriptions are acceptable

Data Typically local and small data Global big data

Evaluation Some samples Big data

Universality Without further universal testing A certain degree of universality

Comprehensibility Commonly hard to understand Affords easy comprehension and insights

Actionability Typically weak Strong

Calculation Tend to be accurately calculated Estimates are also effective

Table 2 Comparison of big data mining and system science

Aspects Big data mining System science

Focus Treatability of big data, performance of platforms and algorithms,

interestingness of discovered knowledge, etc

Three elements of systems, i.e., system

structure, dynamics and functions

Perspectives Big data based induction, statistics and machine learning Systematic, evolutionary and network

perspectives

Thinking Collecting and using a complete data set, utilizing externalities of big data,

effective estimates, looking for correlations, etc

Complexity thinking, e.g., self-organization,

emergence, self-similarity and chaos

Models Typically machine models Mathematical and also physical models

Methods Statistical analysis, data mining and machine learning algorithms Statistical physics, computer simulations,

algorithms, etc

Knowledge

categories

Machine learning models, patterns and rules Mathematical and also physical models,

universal laws and internal mechanisms

Virtues Specializing in handling various types of big data efficiently and discovering

hidden statistical patterns

Having advantages in modeling systems, and

discovering universal laws and internal

mechanisms
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driven mining is suitable for searching, mining and

verifying UKN with a clear target, such as verifying

whether the data follows a certain distribution, mining

frequent universal patterns from the data set, building a

universal neural network model for the given data set,

etc.

2. Mechanism-cycle-driven mining

If empirical big data is missing, we may adopt

‘‘mechanism-cycle-driven mining’’ to explore UKN

by theoretical analysis, experiments and simulations. It

contains five steps as shown in the right cycle of

Fig. 2: (1) system abstraction and modeling, (2)

theoretical analysis and hypothesis proposition, (3)

simulations, experiments and data analysis, (4) the

emergence of universal phenomenon and (5) putting

forward UKN and further verification. These five steps

form a spiraling cycle called mechanism cycle, which

adopts the empirical research framework. In the fourth

step, if the deduction of hypotheses (which is proposed

in the second step) well explains the observed

experimental phenomena, the hypotheses are accept-

able; otherwise, the hypotheses have to be revised

gradually until the phenomena can be well-explained.

Thus, accepted hypotheses and discovered universal

phenomenon can be put forward, and need to be further

verified when big data is available in the future.

This process is designed to explore various classifica-

tions of UKN, especially internal mechanisms, math-

ematical and physical models, etc.

3. Combined-dual-cycle-driven mining

Big data cycle specializes in discovering statistical

universal phenomena, but is hard to induce internal

mechanisms; by contrast, mechanism cycle is good at

constructing internal mechanisms, but needs the sup-

port from big data cycle. So, it is necessary to combine

them together. Actually, big-data-cycle-driven and

mechanism-cycle-driven mining can be regarded as

two special cases of combined-dual-cycle-driven min-

ing. Therefore, in most cases, combined-dual-cycle-

driven mining may be adopted if empirical big data is

available.

Combined-dual-cycle-driven mining combines both

mechanisms in two cycles as shown in Fig. 2. It

requires rotating two cycles clockwise and counter-

clockwise respectively, where corresponding steps

execute in synergy as they come face-to-face in the

centre of the combined process: (1) ‘‘big data accu-

mulation and acquisition’’ in the big data cycle and

‘‘system abstraction and modeling’’ in the mechanism

cycle are coordinated. The latter supervises the former,

and the former reflects the latter. (2) Execute ‘‘big data

preprocessing’’ in the left cycle and ‘‘theoretical

analysis and hypothesis proposition’’ in the right cycle.

They provide the basis for the subsequent steps. (3)

Coordinate ‘‘big-data-driven analytics’’ in the left

cycle and ‘‘simulations, experiments and data analy-

sis’’ in the right cycle. They inspire each other.

Besides, the former provides data analysis tools for the

latter. (4) Integrate ‘‘universal phenomenon discovery’’

in the big data cycle and ‘‘the emergence of universal

phenomenon’’ in the mechanism cycle. The universal

phenomena discovered in two cycles should be con-

sistent with each other. Besides, they should be well-

explained by the hypotheses proposed in step 2.

Otherwise, amend these hypotheses until the phe-

nomena can be well-explained. (5) Integrate ‘‘putting

forward UKN and post-processing’’ in two cycles.

Here, the proposed UKN includes universal phe-

nomena discovered in two cycles and accepted

hypotheses. Thus, we have completed a combined

dual-cycle. Universal phenomena and mechanisms

discovered in this dual-cycle can be used as the basis

for a new round of combined-dual-cycle-driven min-

ing.

Fig. 2 Combined-dual-cycle-

driven analytics. As two cycles

rotate clockwise and

counterclockwise respectively,

execute the corresponding steps

in each cycle synergistically, as

they come face-to-face in the

centre of the combined process
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This process benefits from the capabilities of two

cycles, and is capable for progressively discovering

both statistical universal phenomena and in-depth

internal mechanisms in big data.

5 Case study: mining universal knowledge
from international trade flow data

In this section, I use our recent work [46], which mines

UKN from international trade flow data, as an example to

illustrate three types of cycle-driven mining processes

proposed in the above section, especially combined-dual-

cycle-driven mining.

The background is as below. The international trade

system is a global system which connects countries around

the world. From the perspective of data completeness of a

system [36], a complete (or approximately complete) in-

ternational trade dataset depicting the whole international

trade system can be regarded as big data. Here, several

illustrations are adopted to show the effectiveness of the

proposed UKD processes. In these illustrations, the mining

processes are focused. More details can be referred to [46].

5.1 Illustration of big-data-cycle-driven mining

If suitable big data are available, and the target is to dis-

cover universal phenomena from data, big-data-cycle-dri-

ven mining may be adopted directly. The process is quite

straightforward. For example, suppose the target is to

verify whether the trading value of countries always fol-

lows a certain type of distribution for a large variety of

commodities. The steps are as follows.

Step 1. Big data accumulation and acquisition

A trade dataset (i.e., NBER-United Nations trade data

[18]) is available, which describes the details of global

bilateral trading from 1962 to 2000. There are totally 190

countries and 1288 types of commodities in the dataset.

Therefore, it is quite suitable for the verification.

Step 2 and 3. Big data preprocessing and data-driven

analytics

Towards the target, the dataset is preprocessed. Find an

acceptable model which can well fit the distribution data.

Step 4 and 5. UKN discovery, presentation and post-

processing

Based on the analysis, it is find that the data always

follows a power-law form with an exponential cutoff.

Then, putting forward the UKN for further utilization.

More work can be done using this process, such as

verifying whether countries prefer to trade with other

countries with close geographical distances and whether

countries’ trade value is significantly correlated with their

GDP. The discovered universal phenomena can well sup-

port mechanism-cycle-driven analytics, e.g., building a

universal growth model for trade flow networks [46].

5.2 Illustration of mechanism-cycle-driven mining

Suppose we do not have the empirical big data. Since the

international trade system is a typical flow system with

different types of commodity flows, we want to use a flow

network model to model the system, and then explore in-

ternal mechanisms of flow systems. The steps of mechan-

ism-cycle-driven mining are as follows.

Step 1. System abstraction and modeling

We construct a multi-layer open flow network (MFN)

[46] to model the global trade system, where each layer

contains a specific type of commodity flow, and all flows

start from the source node and end at the sink node. This

model can well describe multi-types of product flows in the

international trade system.

Step 2. Theoretical analysis and hypothesis proposition

In a MFN, a fundamental problem is to calculate the

flow distance between two nodes according to the

mechanism of flow systems. Therefore, a thought ex-

periment of particles’ random walks (which belongs to

theoretical analysis) is designed and several types of flow

distances (such as symmetric minimum flow distances) are

deduced [24, 46]. This step builds a foundation for the

subsequent steps.

Step 3. Simulations, experiments and data analysis

According to the proposed thought experiment,

simulations can be performed to simulate particles’ random

walks in a MFN. Besides, based on the deduced formulas

of flow distances, given a MFN, the distance matrices,

which record different types of flow distances between

nodes, can be obtained.

Step 4. The emergence of universal phenomenon

By analyzing the generated distance matrices, several

universal phenomena are discovered. For example, di-

agonal elements of the first-passage flow distance matrix

are all 0; elements in the total flow distance matrix are

always no smaller than the corresponding elements in the

first-passage flow distance matrix.

Step 5. Putting forward UKN and further verification

The UKN discovered in this mechanism cycle (such as

MFN model, thought experiment of particles’ random

walks in the MFN, formulas of flow distances and zero

diagonal elements in the first-passage flow distance matrix)

can be put forward, and be verified further.

Thus, the above five steps form a spiraling process for

UKD. Based on the achievements of this cycle, a new

round of mechanism-cycle-driven mining can be triggered

and more in-depth universal knowledge can be produced.

For instance, we may define node centrality and realize
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community detection in the MFN based on the formulas of

flow distances.

5.3 Illustrations of combined-dual-cycle-driven

mining

Since big data cycle and mechanism cycle are actually two

special cases of dual-cycle process, in most cases, com-

bined-dual-cycle-driven mining is adopted. In real appli-

cations, it is a multi-round mining process, which contains

multiple rounds of dual-cycle. Here is an example.

5.3.1 The first round of mining

Step 1. The coordination of ‘‘big data accumulation and

acquisition’’ and ‘‘system abstraction and modeling’’

The available big data contains the bilateral trade in-

formation of year, exporter, importer, product category,

quantity and value. Therefore, we adopt multi-layer open

flow network [46] for system modeling, where the weight

of edge records the value of the trading, and the direction

of edge reflects the direction of product flow. According to

the system modeling, some work (such as accumulating

trading data at a finer time granularity) can be carried out

towards big data accumulation. Thus, the system modeling

and in-depth analytics can be further supported.

Step 2. ‘‘Big data preprocessing’’ and ‘‘theoretical ana-

lysis and hypothesis proposition’’

To meet the need of system modeling, the big data is

preprocessed. Then, based on the MFN model, theoretical

analysis and hypothesis proposition are performed. Here,

the formulas of different types of flow distances are de-

duced. This work builds a basis for the subsequent steps.

Step 3. The coordination of ‘‘big-data-driven analytics’’

and ‘‘simulations, experiments and data analysis’’

We applied the calculation methods of flow distances to

the empirical big data. For each layer of MFN, we simulate

the thought experiment of particles’ random walk, and

compute different types of flow distances. Then, mine these

data and compare patterns among different layers using

data-driven analytics techniques [46]. Here, ‘‘big-data-dri-

ven analytics’’ provides tools for deeply analyzing the data

generated by ‘‘simulations and experiments’’.

Step 4. The integration of ‘‘universal phenomenon dis-

covery’’ and ‘‘the emergence of universal phenomenon’’

Universal phenomena emerge based on analyzing flow

distance data in Step 3. For example, the distribution of

flow distances from the source to each country node

emerges regular patterns for different types of products; the

flow distances from the source to the sink for different

types of products are correlated with the categories of

products [46].

Step 5. Putting forward UKN produced in two cycles

The UKN discovered in the dual-cycle is put forward for

further utilization.

5.3.2 The second round of mining

Based on the UKN obtained in the first round of dual-cycle,

a new round of combined-dual-cycle-driven mining can be

triggered.

Step 1. ‘‘Big data accumulation’’ and ‘‘system

modeling’’

This step is skipped due to the same with that in the first

round.

Step 2. ‘‘Big data preprocessing’’ and ‘‘theoretical ana-

lysis and hypothesis proposition’’

According to the formulas of flow distances obtained

from the previous round, we may further define node

centrality. And then propose the hypothesis that com-

petitive countries occupy the central positions in the

trading.

Step 3. ‘‘Big-data-driven analytics’’ and ‘‘simulations,

experiments and data analysis’’

Focusing on the hypothesis, countries’ centralities are

computed and ranked for different types of products, and

then displayed using visualization techniques.

Step 4 and 5. The integration of ‘‘universal phenomenon

discovery’’ and ‘‘the emergence of universal phe-

nomenon’’, and putting forward UKN produced

Similar to social stratification, it is interesting to find the

phenomenon of centrality stratification in global trading.

That is to say, the competitive countries tend to be in the

center positions in the trading of a large variety of prod-

ucts, while underdeveloped countries likely rank low in

their limited varieties of trading products [46]. Thus, the

hypothesis is confirmed and put forward.

On the basis of UKN discovered in these two rounds,

more rounds of dual-cycle mining can be carried out. For

instance, some abnormal countries are detected, which

import many types of commodities that the vast majority of

countries do not need to import. It may indicate that these

countries are at high risk. Thus, a new round of mining is

needed to verify whether this universal indicator exists or

not.

6 Discussions and conclusions

The flood of data in scientific field has been and is still

being generated constantly. In result, the deluge of big data

has attracted increasing attention in recent years [3, 6, 33,

35]. Data-intensive scientific discovery has become the

fourth paradigm for scientific exploration, after ex-

perimental research, theoretical research and computer

simulations, according to the pioneer scientist Jim Gray
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[25]. Big data is regarded as a big deal since it promises to

change the world [44]. However, how to deal with big data

to provide big insights and make a big impact is still an

open question [30].

To meet the big-data challenges for offering insights,

this paper highlights a framework of universal knowledge

discovery from big data (UKD). The new concept is de-

fined as knowledge and laws with a certain degree of

universality and immutability in the statistical analyses of

big data. Since big data means a ‘‘complete’’ or ‘‘ap-

proximately complete’’ data set [36], this new concept

implies that if knowledge stands in the statistical analyses

of big data, this knowledge is universal. This kind of

valuable universal knowledge encompasses a much broader

scope than scientific laws, and is clearly suggested as the

mining target.

UKD has three meaningful implications. (1) UKD offers

a pathway to the discovery of ‘‘treasure-trove’’ hidden in

big data. It is quite hopeful that more and more universal

knowledge with a big impact will be discovered from big

data in the future. (2) If a novel universal phenomenon

discovered from big data, it is necessary to explore the

origins of this universal phenomenon. (3) Traditional

knowledge obtained based on small-scale experimental

data, simulations, or incomplete large-scale real data in a

spectrum of scientific disciplines should be re-examined by

big data. If the knowledge still stands in big data, it be-

comes universal knowledge.

To accelerate big data discovery, an interdisciplinary

research paradigm is proposed, which integrates related

disciplines, especially big data mining and complex sys-

tems science. The work tries to answer the question that

how to integrate the fourth paradigm (i.e., data driven

scientific discovery) with the previous three paradigms

(i.e., experimental research, theoretical research and com-

puter simulations) for scientific discovery, and builds a

foundation for the future development of UKD technology.

I advocate that that it is necessary to bring scientists

from related disciplines together under one roof to mine

valuable universal knowledge from big data. I envision that

the universal knowledge discovery paradigm will become a

key basis to address the spectrum of big data challenges. In

the light of UKD, it is quite hopeful that more and more

universal knowledge with a big impact will be discovered

from big data in the future. Further work towards UKD

may include developing advanced techniques to mine

various types of UKN, and applying combined-dual-cycle-

driven mining to various applications.
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465:1018–1019

22. Gonzalez MC, Hidalgo CA, Barabasi AL (2008) Understanding

individual human mobility patterns. Nature 453(7196):779–782

23. Groot AD, Spiekerman JA (1969) Methodology: foundations of

inference and research in the behavioral sciences. Mouton, The

Hague

Int. J. Mach. Learn. & Cyber. (2018) 9:133–144 143

123

http://www.innovateus.net/innopedia/what-controlled-experiment
http://www.innovateus.net/innopedia/what-controlled-experiment


24. Guo L, Lou X, Shi P, Wang J, Huang X, Zhang J (2015) Flow

distances on open flow networks. arXiv preprint arXiv:1501.

06058

25. Hey AJ, Tansley S, Tolle KM et al (2009) The fourth paradigm:

data-intensive scientific discovery. Microsoft Research,

Washington

26. IBM (2012) What is big data? http://www-01.ibm.com/software/

data/bigdata/. Accessed 10 Dec 2012

27. Jiawei H, Kamber M (2001) Data mining: concepts and tech-

niques. Morgan Kaufmann, San Francisco

28. Langley P (1978) Bacon. 1: a general discovery system. In:

Proceedings 2nd Biennial conference of the Canadian society for

computational studies of intelligence, pp 173–180

29. Langley P (1979) Rediscovering physics with bacon. 3. In: IJCAI,

pp 505–507

30. Lazer DM, Kennedy R, King G, Vespignani A (2014) The

parable of google flu: traps in big data analysis. Science

343(6176):1203–1205

31. Lin J, Ryaboy D (2013) Scaling big data mining infrastructure:

the twitter experience. ACM SIGKDD Explor Newsl 14(2):6–19

32. Liu CL, Tsai TH, Lee CH (2014) Online chinese restaurant

process. In: Proceedings of the 20th ACM SIGKDD international

conference on Knowledge discovery and data mining,

pp 591–600. ACM

33. Lynch C (2008) Big data: how do your data grow? Nature

455(7209):28–29

34. Manyika J, Chui M, Brown B, Bughin J, Dobbs R, Roxburgh C,

Byers AH (2011) Big data: the next frontier for innovation,

competition, and productivity. http://www.mckinsey.com/

insights/business_technology/big_data_the_next_frontier_for_

innovation. Accessed 20 May 2011

35. Marx V (2013) Biology: the big challenges of big data. Nature

498(7453):255–260

36. Mayer-Schönberger V, Cukier K (2013) Big data: a revolution

that will transform how we live, work, and think. Houghton

Mifflin Harcourt, Boston

37. Milgram S (1967) The small world problem. Psychol Today

2(1):60–67

38. Nordhausen B, Langley P (1993) An integrated framework for

empirical discovery. Mach Learn 12(1–3):17–47

39. Peng C, Jin X, Wong KC, Shi M, Liò P (2012) Collective human
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