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Abstract
In power system studies the unit commitment problem (UC) is solved to support 
market decisions and assess system adequacy. Simplifications are made to solve 
the UC faster, but they are made without considering the consequences on solution 
quality. In this study we thoroughly investigated the impacts of simplifications on 
solution quality and computation time on a benchmark set consisting of almost all 
the available instances in the literature. We found that omitting the minimum up- 
and downtime and simplifying the startup cost resulted in a significant quality loss 
without reducing the computation time. Omitting reserve requirements, ramping 
limits and transmission limits reduced the computation time, but degraded the solu-
tion significantly. However, the linear relaxation resulted in less quality loss with a 
significant speed-up and resulted in no difference when unserved energy was mini-
mized. Finally, we found that the average and maximum capacity factor difference is 
large for all model variants.

Keywords Power system modeling · Unit commitment problem · Model relaxations

List of symbols
pcst  Amount of charging of storage unit s at time t
pdst  Amount of discharging of storage unit s at time t
p′gt  Power production of generator g at time t that is above the minimum 

generation
pgt  Power output of generator g at time t
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prt  Production of renewable energy source r at time t
ugt  Commitment variable that is 1 when generator g is on at time t and 0 

otherwise
vgt  Start variable that is 1 when generator g starts at time t and 0 otherwise
wgt  Stop variable that is 1 when generator g stops at time t and 0 otherwise

Functions
SCl

g
  Step-wise function of start-up cost of generator g after l timesteps since 

the generator has been turned off

Generator parameters
P̄g  Maximum power output of generator g
RDg  Ramp down limit of generator g
RUg  Ramp up limit of generator g
SDg  Shutdown limit of generator g
SUg  Start-up limit of generator g
Pg  Minimum power output of generator g
ATrt  Availability factor of renewable energy source r at time t
DTg  Minimum downtime of generator g
UTg  Minimum uptime of generator g

Auxiliary variables
�nt  Voltage angle of node n and time t used in an DC approximation
�t  Loss of reserve at time t
r+
gt

  The spinning reserve generator g provides at time t
flt  Amount of power that flows on the transmission line l
injnt  Amount of power node n draws from the transmission system at time step 

t.
LLt  Loss of load at time t
SCgt  Cost of starting generator g at time t
SRt  The spinning reserve requirement at time t
vs
gt

  Start variable that is 1 when generator g at time t has a start-up of type s

Model generator parameters
P̄gk  Maximum power output of generator g at piece-wise linear segment k
pgtk  Power output of generator g at time t at piece-wise linear segment k
sgk  Slope of line segment k of the linear approximation of the cost function of 

generator g
SIgs  Beginning of start-upcost interval s

Sets
G  Set of generators
Kg  Set of line segment of the linear approximation of the cost function of 

generator g
L  Set of indices of the transmission lines
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S  Set of storage units
T  Set of timesteps

System parameters
f l  Maximum flow on transmission line l
fl   Maximum negative flow on transmission line l
Bl  Susceptance of transmission line l
PTDFln  Power transfer distribution matrix, a linear relation between the nodal 

injection on node n and the flow on transmission line l
VOLL  Value of lost load
VOLR  Value of lost reserve

Storage parameters
�c
s
  Charge efficiency of storage unit s

�d
s
  Discharge efficiency of storage unit s

PCs  Maximum charging limit of storage unit s
PDs  Maximum discharging limit of storage unit s
PEs  Maximum energy of storage unit s
PEs  Minimum energy of storage unit s

1 Introduction

The unit commitment problem (UC) is a family of optimization problems about 
deciding on the operation of electrical generators. The goal is to find a minimum 
cost schedule of generators that satisfies the demand at each timestep. In power sys-
tem studies, the UC is being solved for time horizons of days to years to support 
market decisions or assess system adequacy [1–6]. For some time now UC has been 
an active research topic and many algorithms have been proposed [7–9]. Mathemati-
cal programming techniques have been the most successful to find near optimal 
schedules for this NP-hard problem [7, 10]. For example, the UC is often formulated 
as a Mixed Integer Linear Programming (MILP) problem and solved with commer-
cial solvers such as Gurobi or CPLEX.

Constraints in a UC model represent essential characteristics of the power sys-
tem. However, the set of constraints and associated characteristics included in UC 
models varies for different formulations. Table 1 demonstrates the large variety of 
algorithms and formulations that have been implemented to solve UC problems.

In power system studies, the UC problems are sometimes simplified to save 
computation time. For example, the ramping limits, minimum up- and downtime, 
reserve requirements or integer requirements are relaxed in adequacy studies [5, 
6]. Moreover, when solving the UC for a whole year the problem is often broken 
into smaller parts. First, a whole year is solved with a simplified model that omits 
most unit commitment constraints, to fix certain variables such as storage levels and 
planned outages [1, 2, 11]. Next, with those fixed values, a more detailed UC is 
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solved on a much smaller time horizon of a few days. A drawback is that all these 
simplifications often are made without analyzing their effect on solution quality.

In a related problem, the generation expansion problem, UC constraints have 
also been omitted to save computation time [12–14]. For these generation expan-
sion problems, numerous studies investigated to what extent errors arise from 
simplifications in the context of those expansion decisions. These studies have 
emphasized on power system simplifications, in terms of omitting unit commit-
ment constraints, in the context of a generation expansion problem as opposed 
to the unit commitment problem itself. Moreover, almost all studies focus on a 
single power system [12, 14–17].

Therefore, it is valuable to gain insights into the effect of omitting power sys-
tem constraints on the solution quality, the violation of the omitted constraints, 
and the computational speed-up in the context of the UC. Furthermore, it is 
important to investigate this thoroughly by using a large and variate set of power 
systems. This paper addresses the following question: “What is the influence of 
choices in power system modeling on the results and performance of the UC 
problem?”

To answer this question, we created and published a benchmark set of UC 
instances consisting of almost all the available UC instances in the literature1. On 
those instances we performed multiple experiments with the full UC problem and 
its simplifications. We then used several indicators to compare the computation time 
and quality of the solutions between the different UC formulations. Our research 
paper contributes to the existing literature in the following way:

• We performed a comprehensive study of model simplifications in the unit com-
mitment problem. In total in this article, we present the effect of 21 different 
model simplifications and variants; We investigated the linear relaxation of the 
model, the relaxation of the ramping limits, minimum up- and downtime and the 
removal of the reserve requirements. We also studied the model variants where 
energy not served instead of the total cost is minimized. Moreover, we investi-
gated multiple piece-wise linear approximation of the quadratic generation cost 
function and, furthermore, we studied 4 different methods of modeling the trans-
mission system.

• We performed our computational experiments on a large and variate data set, 17 
in total consisting of almost all available UC instances in the literature. Moreo-
ver, we performed every experiment 30 times with a slight perturbation of the 
electricity demand to get robust results.

• Our systematic research gives insight into which model simplifications result in 
a computation gain with little or no loss in quality, which simplifications results 
in a trade-off between computation time and quality and which model simplifica-
tions results in no computational gain at all.

1 https:// github. com/ rogie rhans/ UCBen chmark.

https://github.com/rogierhans/UCBenchmark
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• We also complemented the existing literature by studying these simplifications in 
the context of the unit commitment problem and not in the context of the genera-
tion expansion problem.

• We published the benchmark, we collected from existing literature and put it into 
a single format. This benchmark can be used to compare algorithms that solve 
the UC, for which there is a need (see [10]), or it can be used for other power 
system studies.

The experiments in this article were performed on a deterministic UC formulation 
and uncertainty, besides the reserve requirements of the system, is not taken into 
account.

The remainder of this paper is organized as follows. In Sect.  2 we provide an 
overview of the different aspects of the power systems modeled in UC problems 
together with their mathematical formulation. Next, we describe our methodology, 
experimental setup, and present the benchmark of UC instances in Sect.  3. Our 
results are presented in Sect. 4, and we conclude with our findings, limitations, and 
comparison with existing literature in Sect. 5.

2  Unit commitment problem

In this section we discuss which characteristics of the power system can be included in 
UC problems and how they can be mathematically formulated. Characteristics relate to 
the efficiency and flexibility limits of the thermal electrical generators, and limitations 
to the supply of hydropower plants, variable renewable energy sources (VRES) and 
storage units. Furthermore, it must be ensured that the electricity demand is always met 
in each region, that sufficient reserves are available, and that transmission constraints 
are dealt with.

In Sect. 2.1 we introduce the decision variables in the UC and associated variables 
and in Sect. 2.2 the components of the objective function. In Secst. 2.3–2.7 the con-
straints of the UC are presented.

2.1  Decision variables

A solution of the UC is a schedule that dictates which electrical generators should be 
on and how much energy they should generate at each timestep. Additionally, the solu-
tion can contain information on electrical flows in the grid, curtailment of VRES, loss 
of load, allocation of reserves, storage, and demand response. These variables will be 
defined in the corresponding sections.

2.1.1  Commitment and dispatch decision variables

The main decision variables in UC are defined as follows. Let G be the set of genera-
tors and T the set of timesteps. For every generator g ∈ G and every timestep t ∈ T , pgt 
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is defined as the power level of generator g at time t. Moreover, ugt ∈ {0, 1} prescribes 
the commitment decision, where ugt = 1 when generator g is on at time t. Let S be the 
set of storage units, and pcst and pdst describe the amount of charge and discharge of 
storage unit s ∈ S at time t. Let R be the set of all renewable energy sources and prt the 
production of renewable energy source r ∈ R at time t.

Besides decision variables an UC model can include “auxiliary variables” like start 
and stop variables. These variables are not necessary to implement a schedule obtained 
by solving the UC problem, but can help to formulate constraints and analyze the solu-
tion. These variables will be introduced on the fly.

2.1.2  Auxiliary commitment variables

In the 3 binary commitment variables (3-bin) formulation, shutdown and startup events 
have their own commitment variables wgt and vgt when generator g stops (starts) at time 
t. Although these auxiliary variables are not essential as their values can be inferred 
from the commitment decisions, they make the constraints more readable. Further-
more, the 3-bin formulation is tighter than the 1-bin formulation [66]. This means that 
linear relaxation of the 3-bin formulation results in an objective value closer to that of 
the MILP problem than linear relaxation of the 1-bin formulation. This stronger objec-
tive value can then be used as a lower bound in the MILP problem. In the 3-bin formu-
lation we define the logical relation between the three types of commitment variables 
by the following “logic” constraint:

2.1.3  Alternative dispatch decision variable

In most UC formulations pgt is used as the dispatch variable in the constraints. How-
ever, Knueven et al. [67] found that using an alternative dispatch decision variable p′

gt
 

representing the power level above the minimum stable level leads to a computational 
faster model. This variable can be related to pgt in the following way:

2.2  Objective function

The objective of the UC is to minimize the total cost of operating the power system 
over a time horizon. The total cost includes the cost of the operation of generators and 
when applicable a penalty cost for loss of load and/or loss of reserves. The objective 
function is defined as: 3

(1)ugt − ugt−1 = vgt − wgt ∀t ∈ T ,∀g ∈ G

(2)pgt = p�
gt
+ P

g
ugt

(3)min
∑

g∈G,t∈T

cost
gen

gt + cost
cycle

gt + cost
system

t
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where costgengt  is the generation cost and costcyclegt  is the cycling cost of unit g at time 
step t i.e. the cost of starting up and shutting down. The system cost costsystemt  is the 
cost of loss of load and loss of reserve.

2.2.1  Quadratic Generation Cost

The generation cost consists of a constant cost component for running a generator and a 
cost component that increases with the power level due to higher fuel cost, CO2 emis-
sion cost, and variable operational and maintenance costs [68]. The relation between 
the generation cost and the power level can be characterized by the following quadratic 
cost function [69]:

where ag is the parameter that represents the constant cost and bg and cg represent the 
linear and quadratic cost dependent on the power level pgt . This quadratic cost func-
tion can be a simplification of a nonconvex [69], non-monotonic [70] ‘rippled’ func-
tion reflecting the sequential opening of different valves in a power plant to increase 
the power output. Thermal power plants often have lower efficiencies at partial load 
resulting in relatively higher costs. The generation cost function captures this prop-
erty when ag > 0 [71]. In most UC problems, the parameters ag , bg , and cg are con-
stant, but in reality they may change per time step [37, 68, 72].

When solving the UC problem with MILP the quadratic cost function is approxi-
mated with a piece-wise linear [37] or linear [68, 72, 73] cost function. The piece-
wise linear approximation can capture the characteristics of the quadratic cost func-
tion accurately [74], but some authors argue that even a linear approximation is 
accurate enough [73, 75].

2.2.2  Piece‑wise linear generation cost function

To solve the UC problem with a MILP solver the generation cost function needs to 
be linearized. A quadratic cost function can be split into multiple pieces which can 
each be approximated by a linear cost function. This piece-wise linear approxima-
tion consists of K linear segments with their own maximum Pgk:

Each segment k has its own power level variable pgtk such that their sum is equal to 
the power level of the generator:

Each segment has its own slope sk . The slope skbased on the additional genera-
tion cost divided by the additional production between the start and end of the seg-
ment. Since the cost function is convex, the slopes are increasing in k. Hence, the 

(4)cost
gen

gt = agugt + bgpgt + cgp
2
gt

(5)pgtk ≤ Pgk ∀g ∈ G,∀t ∈ T ,∀k ∈ K

(6)p�
gt
=
∑

k∈K

pgtk ∀g ∈ G,∀t ∈ T
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segments will be used in increasing order which implies that equation (6) is valid. 
This approximation will always overestimate the convex quadratic generation cost 
that is not on the boundary of a segment (Fig. 1). Quadratic costs can be linearized 
with alternative methods, but these are often not explicitly described in the literature 
[40]. The cost of a generator can be specified as:

Where (ag + bgP + cgP
2) is the cost of the quadratic cost function evaluated at P.

2.2.3  Cycle Cost

Cycling is changing the power level of thermal generators by ramping, starting up 
and shutting down [76]. Cycle cost can be modeled as:

where SCgt and SDCgt are the startup and shutdown cost, respectively. However, the 
shutdown is often not modelled explicitly [7] and could be included in the startup 
cost. Some authors also model ramping cost [68] but this is not included in our 
models.

The startup cost can also depend on the time since the generator was last shut-
down. This can, for example, take into account that after a recent shutdown a ther-
mal generator needs less fuel to return to the desired temperature and that less tem-
perature fluctuation leads to less operational and maintenance costs [81]. In this 
time-dependent formulation, a variable cost component is added to the fixed startup 
cost component as follows [69]:

where �g is the heat-loss coefficient and l is the time since the generator last shut-
down, VSC is the variable startup cost and FSC is the fixed startup cost.

Often this exponential function is approximated with a monotonic increasing 
step-function (Fig. 2) in which the time after last shutdown is split into intervals. 
Each interval belongs to a startup type s that has a startup cost SCs associated with 
it. Then for each startup type a new decision variable vs

gt
 is created and vs

gt
= 1 when 

interval s is used. Each startup needs to have exactly one startup type:

The startup cost can then be defined as:

(7)cost
gen

gt = (ag + bgP + cgP
2)ugt +

∑

k∈K

sgkpgkt

(8)cost
cycle

gt = SCgt + SDCgt ∀g,∀t

(9)SCgt = VSCg(1 − e−�gl) + FSCg

(10)
∑

s∈S

vs
gt
= vgt ∀t,∀g

(11)SCgt =
∑

s

vs
gt
SCs

g
∀t,∀g
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However, we can only use the startup type s if the time since the last shutdown is in 
the interval [SIs, SIs+1) . This is formulated as follows:

Silbernagl et al. introduced additional analysis variables representing the tempera-
ture and ‘applied heat’ of a generator at every timestep. In that way the startup cost 
can be modeled even tighter which in turn provides a smaller integrality gap [58]. 
However, we did not include this into our model.

2.2.4  System Costs

At last, there is the cost of the system as a whole which is not attributable to indi-
vidual generators. Most UC models include the possibility to not meet the demand 
at a penalty cost. This is modeled with a variable LLt which stands for the lost load 
at time t with an associated cost being the Value Of Lost Load (VOLL). If this is not 
included in the model the model simply would be infeasible if there is an hour in 
which the demand is not met. For similar reasons a variable �t , the loss of reserve at 
time t, and a penalty VOLR (Value Of Lost Reserve) can be added for hours in which 
the reserve requirements cannot be met. Note that VOLR < LL . We now obtain

2.3  Thermal generator constraints

The power level range and flexibility properties (i.e. ability to ramp up or down, or 
startup or shutdown) of generators are modelled by thermal generator constraints.

2.3.1  Generation limits

Every electrical generator has a minimum and maximum power output. When a gen-
erator is on it must operate within this power range, and when it is off the power 
level is zero. Maximum power level is modeled by the following constraint:

(12)vs
gt
≤

SIs+1−1∑

i=SIs

wgt−i ∀t,∀g,∀s

(13)cost
system

t = VOLL LLt + VOLR �t

Fig. 1  The piece-wise approxi-
mation of the convex quadratic 
cost generation cost function 
always overestimates the cost
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Minimum power level is implied by our ‘above minimum power level variable’ for-
mulation (2).

2.3.2  Tighter generation limits

Recently Knueven et al. [67] experimented with different formulations of the UC. 
One of their formulations was called tight and combined different constraints from 
the literature as well as novel ones. The idea is to provide more accurate generation 
bounds by combining start up, shut down and ramping limits. In our model vari-
ant, we implemented their additional constraints related to the maximum generation. 
These additional equations describe the same set of MILP solutions but the linear 
relaxation of this formulation may be better. The additional constraints are in the 
appendix.

2.3.3  Ramp up and down limits

The difference in power output levels between consecutive timesteps is constraint by 
ramping limits. These limits represent physical and economic constraints. If power 
output levels would change too fast, high temperature and pressure variations can 
lead to accelerated component failure and forced outages [76]. These limits can also 
be imposed by an insurance company as part of an insurance policy to prevent fail-
ure of components. Moreover, ramping limits are sometimes also modelled with a 
cost, the higher the difference the higher the price you pay.

The ramping limits are modeled for all two consecutive timesteps:

(14)p�
gt
≤ ugt(Pg − P

g
) ∀g ∈ G,∀t ∈ T

(15)p�
gt+1

≤ p�
gt
+ ugtRUg ∀t ∈ {1… n − 1},∀g ∈ G

Fig. 2  The relation between 
the startup cost and time since 
last shutdown. In this example, 
the relation is approximated by 
a step-function with 3 startup 
types with corresponding inter-
vals and cost
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where RDg is the maximum ramping down between two timesteps of unit g and RUg 
is the maximum ramping up between two timesteps of unit g.

When a unit is off it produces zero power. When a unit is on it must produce 
more than its minimum stable generation. Therefore, since the ramp up and ramp 
down limits could be smaller than the minimum stable generation, other ramping 
limits apply when the generator starts or stops, i.e. the startup SU and shutdown SD 
limits. The ramping constraints can be extended with these limits with the following 
elegant and tight formulation of Damci-Kurt et al. [77]:

2.3.4  Minimum up‑ and downtime

Because some generators cannot be started up or shut down arbitrarily in consecu-
tive hours [78], minimum up- and downtime constraints are included in most mod-
els. The reasons why a generator cannot cycle arbitrarily, are related to physical lim-
itations, safety and economics. Frequent cycling can have a huge effect on the wear 
and tear of a generator in the long term [76].

Pierre et al. [79], however, report the minimum downtime of most conventional 
generators to be almost non-existent. Huber argues that due to safety reasons a 
power plant should always be able to shut down [71] and therefore the minimum 
uptime constraint could possibly be ignored in the UC problem.

Rajan et  al. [80] gives an efficient formulation for the minimum up- and 
downtime:

where UTg is the minimum uptime of unit g and DTg is the minimum downtime of 
unit g.

(16)p�
gt
≤ p�

gt+1
+ ugt+1RDg ∀t ∈ {1… n − 1},∀g ∈ G

(17)p�
gt
− p�

gt−1
≤ (SUg − P

g
− RUg)vgt + RUgugt ∀t ∈ {1… n − 1},∀g ∈ G

(18)
p�
gt−1

− p�
gt
≤ (SDg − P

g
− RDg)wgt + RDgugt−1 ∀t ∈ {1… n − 1},∀g ∈ G

(19)
t∑

i=t−UTg+1

vgi ≤ ugt ∀t ∈ T ,∀g ∈ G

(20)
t∑

i=t−DTg+1

wgi ≤ 1 − ugt ∀t ∈ T ,∀g ∈ G
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2.4  Variable renewable energy and storage

Future power systems will rely more on VRES such as solar, wind, and run-off-
river hydro power with the major downside that these sources are unpredictable 
and intermittent. Flexibility needs to be included in a power system to make the 
power system as reliable as a controllable thermal fleet. This is mostly done by 
introducing storage systems.

2.4.1  Storage constraints

Energy storage technology could include battery, compressed air, flywheel energy 
and pumped hydro storage.

They can be modeled with a minimum and maximum storage PE,PE , an effi-
ciency of charging �c and discharging �d and a maximum charging capacity PC , 
and a maximum discharging capacity PD [68]. They are modelled by the follow-
ing equations.

Pumped hydro storage can be modeled as a battery and a hydropower plant with a 
dam and reservoir as a battery that cannot be charged but has hourly inflow. How-
ever, hydro plants can also be modeled in more detail with constraints related to 
capacity bounds, flow equations, flow delay, ramp rate, turbine pumping compatibil-
ity and forbidden zones [7].

2.4.2  Variable Renewable Energy

VRES are modeled with time series of availability factors which indicate for each 
timestep the ratio of the maximum capacity at which the source can produce. Often 
in UC models it is assumed that VRES can be curtailed. The availability factors AFrt 
of VRES r at time t can be implemented by the following constraint:

(21)pest = pest−1 + pcst ∗ �c
st
−

pdst

�dst

t ∈ T , s ∈ S

(22)0 ≤ pcst ≤ PCs t ∈ T , s ∈ S

(23)0 ≤ pdst ≤ PDs t ∈ T , s ∈ S

(24)PE
s
≤ pest ≤ PEs t ∈ T , s ∈ S

(25)prt ≤ AFrtPrt ∀r ∈ R, t ∈ T
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2.5  Power balance constraint

The power balance, also called supply-demand equilibrium or market clearing con-
dition, is the essential UC constraint that models that every demand (at each loca-
tion, region, bus, or node) should be met with equal supply at every timestep. When 
the power system consists of a single region (with only thermal generation) this can 
be modeled with the following equation:

where p′
gt

 is the dispatch of generator g at time t and Dt is the demand at time t.
However, in a more complex power system with transmission every region or 

node has its own supply-demand equilibrium. The supply can additionally consist of 
VRES, discharge from batteries or pumped hydro storage, and nodal injections from 
the transmission system. The demand can also include the power needed for charg-
ing batteries or pumping water in a pumped hydro storage facility. This results in the 
following constraint:

where Gn , Rn and Sn are the set of generators, VRES and storage units at node n. 
Where pgt and pcst is the dispatch or discharge of generator g, renewable energy 
source r or storage unit s and charge of storage unit s at time t . Finally, Dnt , injnt and 
LLnt are the demand, nodal injection from the transmission grid and loss of load of 
node n at time t.

2.6  Reserve constraints

The supply and demand of electricity are uncertain. Even when consumption 
and generation of electricity is known in one timestep, the power production 
and consumption within a timestep is not constant. Therefore, ancillary services 
are in place that ensure grid stability and security. In most literature of the UC, 
of the different types of ancillary services only spinning reserves are modelled. 
Spinning reserves are extra generation capacity that is available by increasing 
the power output of generators already connected to the power grid. However, it 
is often unclear what this “extra generation capacity” entails. The extra genera-
tion capacity is restricted by the difference of the maximum generation capacity 
and the actual generation. However, ramping limits also affect the available extra 
generation capacity. Moreover, the available extra generation capacity is limited 
by ramping limits plus the generation in the previous timestep. When a gen-
erator just used its maximum ramping capacity to go from the generation level 
in the previous timestep to the current generation level, it does not have extra 
capacity for the current timestep.

(26)
∑

g∈G

(p�
gt
+ ugtP) = Dt ∀t ∈ T

(27)

∑

g∈Gn

p�
gt
+

∑

r∈Rn

prt +
∑

s∈Sn

pdst + injnt = Dnt +
∑

s∈Sn

pcst − LLnt, ∀t ∈ T ,∀n ∈ N
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To model the spinning reserves an additional variable is included. The upward 
spinning reserve provided by generator g at time t is represented by r+

gt
 . Suppose 

SRt is the spinning reserve requirement, and �t the amount by which the sys-
tem fails to meet this requirement or so-called loss of reserve. Then the reserve 
requirement is modeled as:

When part of the capacity of a generator is used for spinning reserves, this cannot 
simultaneously be used for dispatch. Therefore, when spinning reserves are included 
in the UC model, constraint (14) is adjusted to:

The capacity a generator can provide as spinning reserve is also limited by its ramp-
ing limits.

Some authors [37, 51, 66] limit the reserve capacity by its ramp up limit but also 
take into account the generation from the previous timestep:

Even more ramping limits could be applied. Arroyo and Conejo [81] define the 
maximum generation pgt of a generator g at time t as:

With this definition generation limits, ramp up, startup and shutdown limits are 
respected. The reserve constraint of Morales et  al. [66] also respects those limits. 
Ostrowski et al. [51] only include generation limits, ramp up and startup limits. In 
the tight model of Knueven et al. [67] ramp down limits are partly included.

2.7  Transmission constraints

Every element of the power system is connected to a power grid (the transmission 
system). The characteristics of the grid limit the power flow between supply and 
demand. The power grid is a complex network respecting physical laws. As noted 
by Ackooij et al. [7] transmission systems can typically be modeled at three levels 
of approximation: AC model, DC approximation, or copperplate. However, a simpli-
fied version of the DC approximation, namely the trade-based model, is also used 
[68]. The AC model based on all Kirchoff laws is usually not implemented in UC 
problems and is therefore not considered in this study. The associated non-linear 

(28)
∑

g∈G

r+
gt
+ �t ≥ SRt t ∈ T

(29)pgt + r+
gt
≤ P ugt ∀g ∈ G,∀t ∈ T

(30)r+
gt
≤ ugtRUg ∀g ∈ G,∀t ∈ T

(31)p�
gt+1

+ r+
gt
≤ p�

gt
+ ugtRUg ∀t ∈ {1… n − 1},∀g ∈ G

(32)pgt = min

{
P(ugt − wgt+1) + SDwgt+1

pgt−1 + RUgugt−1 + SUgvgt
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and non-convex constraints of this transmission model already make the economic 
dispatch problem intractable.

2.7.1  DC model

The DC power flow model is widely used as a power flow model simplification in 
techno-economic studies related to electricity markets [82].

The DC model includes the topology of the grid and the capacities of the trans-
mission lines but simulates the Kirchoff laws in a simplified and linearized way. 
This model assumes lossless transmission lines, a flat voltage profile and small volt-
age angles between neighboring nodes [82]. For real power flow these assumptions 
do not hold, but if the actual power characteristic violate these assumptions only a 
small amount then the overall error is also small [82]. The error on individual trans-
mission lines however can be much larger and therefore the DC model should not be 
used to draw conclusions about individual lines [82, 83].

To incorporate DC power flows in the UC model, the nodes have positive, nega-
tive or zero network injection i.e. they are either an exporter or an importer.

where injnt is the amount of power node n draws from the transmission system at 
time t and f(n�→n)t is the power flow from node n to node n′ . the sum of all imports 
and exports over all nodes should be zero:

In the DC approximation, the flow on a line l = n → n� is determined by the voltage 
angle difference of node n and n′ times the susceptance Bl of the line:

At last, the flow on a transmission line l is restricted by its thermal capacity limits:

The difference in voltage angles between nodes solely determines the flow on the 
transmission line between them. Moreover, if we know the nodal injection of the 
transmission system then we do not need voltage angles to determine the power flow. 
In fact, a linear relationship exists between nodal injections and power flows on lines 
which can be described in a power transfer distribution factor (PTDF) matrix[83]. 
Thus two equivalent methods are available for DC power approximation in an UC 
model: one based on voltage angles and one based on a PTDF matrix.

A PTDFL×N matrix dictates how a power injection at node n influences the power 
flow at line l. We can now rewrite (35) to:

(33)injnt =
∑

n�

f(n�→n)t ∀t ∈ T , n ∈ N

(34)
∑

n

injnt = 0 ∀t ∈ T

(35)flt = Bl(�nt − �n�t) ∀l ∈ L

(36)fl ≤ flt ≤ fl ∀l ∈ L
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With the above formulation we can also choose to only model a subset of critical 
transmission lines.

Van den Bergh et al. [83] argue that using a linear DC grid model instead of a 
more accurate nonlinear AC grid model is justified, because the resulting error is 
smaller than the deviation between the power flows in the AC power flow simulation 
and the real power flows.

2.7.2  Trade‑Based

In a trade-based model only constraints (33), (36) and (34) are used [68]. The trans-
mission network is represented by a graph with nodes where power is generated and 
consumed and edges who represent power lines that can transmit power between 
nodes to compensate for the power imbalances at individual nodes.

2.7.3  Copperplate

In the literature a transmission system is often neglected in the UC models [68, 84]. 
Instead a copperplate is assumed in which everything is connected to one single bus 
and power flows between supply and demand are not limited by grid constraints.

2.8  Clustering

Sometimes2 similar generators are clustered to reduce the complexity of the UC 
model. Instead of individual generators with binary unit commitment variables ugt , 
the units are combined and have a single integer commitment variable ut that keep 
track of the number of generators that are on at a specific moment. Most constraints 
can easily be changed from the binary case to the integer case ( ugt changes from 
∈ {0, 1} to ∈ {1… number-of-units} ). Only the ramping limits (15),(16),(30) and 
minimum up- and downtime (19),(20) need small adjustments [62]. However, gen-
erator clustering can introduce approximation errors. Meus et al. [62] showed that 
due to specific interactions of startup and shutdown limits combined with ramping 
limits and minimum up time, the flexibility may be overestimated when clustering 
identical generators.

2.9  Uncertainty

In this section we have presented a deterministic UC problem formulation, in which 
the patterns of demand, renewable energy supply, water inflow into the hydro reser-
voirs, and availability of generators are all known in advance. This is not the case in 

(37)flt =
∑

n

PTDFl,ninjnt ∀t ∈ T

2 In our experiments only for the 2 largest instances.



19

1 3

Effect of modelling choices in the unit commitment problem  

the real world and multiple methods have been proposed in the literature to account 
for the uncertainty of these entities.

One of these methods is robust optimization in which the solution must be fea-
sible for all values of the input entities in a so-called uncertainty set. For example, 
the set of valid import and export patterns for nodes can depend on the outages of 
transmission lines. In robust optimization, an n-1 transmission system constraint can 
be included that enforces the import and export pattern to be valid in case of trans-
mission outage of a single line [85].

Another method is Stochastic Programming in which usually the expected value 
of a UC solution is minimized [86]. This requires that the probability distribution 
over the uncertain scenarios is known, which is a strong assumption. A Stochastic 
Programming model contain 2 types of decision variables: 1) variables modelling 
the initial decisions and 2) recourse variables representing the decisions after the 
scenario has been revealed. For example, suppose many different renewable supply 
scenarios exist, where each scenario has a given probability. A solution to the sto-
chastic UC problem could consist of two stages (other stochastic optimization vari-
ants exist). In the first stage one on/off pattern for each generator is determined that 
is valid for every renewable supply scenario. In the second stage, the power output 
of the generators is determined separately for each specific renewable supply sce-
nario. Finally, the value of the objective function is a weighed (based on the prob-
ability) sum of objective values of all scenarios.

Other methods exist to deal with uncertainty in the UC: for example, by doing 
chance constraint optimization where some constraints only have to hold with a cer-
tain probability. Moreover, in the deterministic case, if the model includes reserve 
requirements, then this reserve constraint already account for the unpredictably and 
variability of uncertain elements in the UC [7]. See Ackooij et  al. [7] for a more 
detailed explanation of research on how to deal with uncertainty in the UC problem. 
Finally, a deterministic UC can be combined with a Monte Carlo simulation to cap-
ture the variability of the scenarios when UC is used in a power system model.

We have decided for our experiments in this paper to focus on the impact of sim-
plifications on solution quality and computation time on a deterministic optimiza-
tion model of the UC problem. Main reason is that model simplifications are usually 
applied in large-scale power system modeling. Here the UC is performed on large 
power system models to evaluate the system adequacy of current and future elec-
tricity generation portfolios and to support investment decisions. The size of these 
models prohibits the use of a stochastic model, which would make the models and 
our study even larger.

3  Methods

In this study we applied 21 different formulations of the UC model on a benchmark 
set of 17 power system instances to assess the impact of different formulations on 
the result quality and computation time. The different formulations were obtained 
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from a base model with all relevant power system constraints and a set of variations 
(mainly relaxations) of it. We solved these models with state-of-the-art software for 
solving large-scale MILP problems, namely, the commercial solver, Gurobi [87].

For each model we solved every instance with a time limit of 10 minutes and a 
MIP-gap3 of 0.000014 and repeated every experiment 30 times with a slight pertur-
bation of the electricity demand (uniform random within 1% of the total demand, at 
each timestep).

3.1  Instances

Table  2 presents an overview of all the power system instances that we collected 
from the literature. We used this benchmark of instances in our experiments and it 
is published online5. An instance can contain the following items (Not every power 
system instance includes every item, see Table 2 for more details):

• A set of generators specified with generation limits, ramping limits (including 
start and shutdown limits), minimum up- and downtime, generation cost (either 
linear or quadratic), startup cost (either time dependent or constant over time).

• Time series of demand for each node, availability factors for renewable energy 
and hourly inflows for hydro.

• Transmission system which includes a topology and lines characterized by sus-
ceptance and capacity.

• A set of storage units with charge and discharge limits, charging and discharging 
efficiency and capacity.

• Renewable Energy Sources with availability factors.

3.2  Experimental setup

We studied the following 21 models, each based on a MILP formulation. Table 3 
gives an overview of the items included in each of the models and Table 4 shows 
which cost functions or constraints were used for modelling each of the items.

• The base Model contains all relevant power system equations: it includes genera-
tion limits, minimum up- and downtimes, ramping limits, power balance, reserve 
requirements (set at 10% of total demand), transmission network model based on 
DC-approximation with PTDF matrix, transmission limits, linear approximation 

5 https:// github. com/ rogie rhans/ UCBen chmark.

4 This means the solves stop when it finds a solution and a lower bound that is only a factor 0.00001 
apart from each other.

3 MIP-Gap =
bestbound−solution

solution
.

https://github.com/rogierhans/UCBenchmark
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of the quadratic function and time-dependent startup cost. This base Model is 
used as the reference point for the other, mostly simpler, formulations.

• ModelTight is used to investigate how the addition of tight constraints to the base 
Model affect the computation time.

• Seven models are designed to study the impact of simplifications of the base 
Model. ModelLP and Model

Tight

LP
 are the LP relaxation of Model and ModelTight 

respectively, in which the binary requirements of the variables are relaxed. 
ModelRamp and ModelMUMD are the base model without the ramping limits and 
minimum up- and downtime, respectively. In ModelTDSUCthe time-dependent 
startup cost was replaced with a fixed startup cost. In ModelReserve the reserve 
requirement was set to 0% instead of the normal 10% of the total demand. 
Finally, ModelAll has no ramping limits, minimum up- and downtime, time-
dependent startup cost and no reserve requirement.

• In 2-Model … 10-Model the number of linear segments to approximate the 
quadratic cost function by a piece-wise linear function are varied from 2 to 10 
in contrast with the base model with only one segment. These models are only 
applied to the 8 instances with a quadratic generation cost function.

• In contrast to the DC-approximation with a PTDF matrix in the base Model, 
in ModelAngles , ModelTrade and ModelCopper the transmission system is modeled 
with DC-approximation using volt angles, a trade- based approximation, and a 
copperplate assumption, respectively.

• At last, in LL-Model , LL-ModelLP , LL-ModelTight , and LL-Model
Tight

LP
 the objec-

tive function is changed from cost minimization in the base model to energy 
not served minimization. The latter is relevant for adequacy studies in which 
only the occurrence of loss of load matters and not the costs [5, 6]. These 4 
models further differ in whether or not a tight formulation or linear relaxa-
tion of binary variables were adopted. Furthermore, when these 4 models were 
applied to the instances in the benchmark set, all demands in these instances 
were increased to a level resulting in a 0.1% loss of load in the optimal solu-
tion. The reason is that the original demands would never result in a loss of 
load as the instances were all designed with sufficient generation capacity.

For the largest instances, D2SET1442 and ZUI1905, we used a clustered for-
mulation, and these instances are only considered in the experiments with differ-
ent transmissions constraints. Moreover, not every instance was used for every 
model variant because some instances do not have all the characteristics, only 
some have a transmission system, quadratic generation cost functions or time 
dependent start-up cost (Table 2).
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3.3  Indicators to measure performance

To measure the impact of alternative UC formulations besides total computation 
time and speed-up factor in computation time, we choose 6 indicators related to 
the cost and solution properties of the UC solutions:

• Cost-Gap. This Cost-Gap shows how much the total cost of a model differs 
from that of the Base model and is defined as 

 where Zbase is the total cost of the best-found solution of the base model, and 
Zrelaxed is the total cost of the best-found solution of the relaxed model.

• Quadratic-Gap. The Quadratic-Gap measures how much the piece-wise 
approximation of the generation cost function alters the generation cost by 
comparing it with the cost calculated with the quadratic cost function at the 
power levels in the solution found with the piece-wise approximation as cost 
function. This gap is defined as 

 Where ZBase is the total cost of the best-found solution of the piece-wise linear 
model, and ZQuadratic is the score of the same solution evaluated with the original 
quadratic generation cost.

(38)Cost-Gap =
Zbase − Zrelaxed

Zbase

Quadratic-Gap =
ZQuadratic − ZBase

ZQuadratic

Table 4  Overview of the power 
system equations in each of the 
21 UC models corresponding 
to the included power system 
characteristics in Table 3

Characteristic Equations

Generation cost (5),(6),(7)
Cycle cost (11),(12)
System cost (13)
Logic (1)
Generation limits (29)
RES (25)
Hydro (21),(22),(23),(24)
Power balance (27)
Tight (40)-(44)
Ramp (15),(16),(30)
UDT (19),(20)
TDSUC (10)
Reserve (28),(29)
PTDF (34),(36),(37)
Trade based (34),(36), (33)
Volt angle (34),(36),(33),(35)
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• Capacity factor difference. Every generator has a capacity factor that indicates 
how much a generator is used. This is relevant for power system studies that 
want to know whether a generator is economically viable. The capacity factor 
is 100%, if the generator is always producing at maximum capacity and it is 
lower otherwise. The capacity factor is defined as: 

 The capacity factor difference is defined as |CFbase
g

− CFrelaxed
g

| . The average 
capacity factor difference (ACFD) is defined as: 

 here CFrelaxed
g

 of capacity factor of generator g for the relaxed model which is 
compared to the base model. The maximum capacity factor difference (MCFD) 
is defined as: 

 For the capacity factor difference we only look at thermal generators and not 
solar, wind or hydro generators.

• Normalized L1 norm of the commitment variables The hamming distance 
between two bit-strings is the number of positions at which the bits are differ-
ent. However, in case binary constraints are relaxed, we cannot use the ham-
ming distance, but must use the L1 norm. In this norm we only consider the 
commitment variables and define it as follows: 

 Because we want to compare the L1 normof different power system instances, 
we normalize it by dividing by the total number of variables.

• Constraint violation indicators The ramping limit violation indicator reports 
how many times the difference of two consecutive power outputs exceeds the 
imposed ramping limit. The up/down time violation constraint reports how 
many times a unit is illegally turned on or off at a timestep. Finally, the differ-
ent transmission violation constraints report how often and in how many lines 
the line flow constraints are exceeded (36) if the configuration of import and 
export of nodes were modeled with a PTDF DC-approximation.

CFg =

∑
t∈T pgt

�T�Pg

(39)ACFD =
∑

g∈G

|CFbase
g

− CFrelaxed
g

|
|G|

MCFD = max
g∈G

|CFbase
g

− CFrelaxed
g

|

L1norm =

∑
t∈T

∑
g∈G �ubase

gt
− urelax

gt
�

�G�
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4  Results

Figure 3, and Table 5 provide a summary based on the aggregated results of 30 runs 
for all instances. More detailed figures can be found in the next subsections and 
appendix.

In Sect.  4.1 we present our results from the (tight) linear relaxation. Then, in 
Sect. 4.2.1 we show the ramping limits and reserve requirements relaxation. Subse-
quently, in Sect. 4.2.2 we present the results from omitting time dependent startup 
cost and removing minimum up- and downtime and in 4.2.3 we present the overall 
trends of all the model simplifications. Finally, in Sect. 4.3, 4.4 and 4.5 we present 
the results from the experiments with different numbers of segments for piece-wise 
approximation, different ways of transmission modeling, and the alternative objec-
tive function based on adequacy.

4.1  (Tight) linear relaxation

The base Model with the binary commitment variables is compared with ModelLP 
and Model

Tight

LP
 without the binary variables. We found that this relaxation results in 

a large speed-up while having a similar total cost. However, the solutions differ with 
respect to the capacity factor and fractional variable indicators.

Figure 3a, b show that the linear relaxation, ModelLP and Model
Tight

LP
 , is solved, 

respectively, on average 32.2 and 25.5 faster than the base Model. The base Model 
cannot solve the instance KOR140 within the 10 minute time limit, while ModelLP 
solves it within 1.39 seconds on average. This is not surprising since the problem is 
convex and thus can be solved efficiently by Gurobi. Similarly, the computation time 
to solve Model

Tight

LP
 is significantly lower than the base Model and only a little higher 

than ModelLP (Fig. 4).
Figures 3c and 4 show the impact of the relaxation on the solution quality. The 

Cost-Gap is small for the binary relaxation ( ModelLP ) and even smaller for the tight 
binary relaxation ( Model

Tight

LP
 ). In all but one instance, the gap on average is below 

1% and for one third of the instances it was below 0.1% for Model
Tight

LP
.

However, the capacity factor indicators can be large in both relaxations. For 
example, the instance OSTRO182 has an average ACFD of 6.4% and an average 
MCFD of 37.7% (Table  7). Thus on average a single generator uses the capacity 
37.7% less or more in the relaxed model compared to the base Model.

The boxplot in Fig. 5 shows that in more than half of the models the percentage 
of fractional variables is higher than 10% for ModelLP and Model

Tight

LP
 . Fig. 5 suggest 

that a tight formulation can reduce this ratio considerably for some instances. For 
example, on average 32.4% of the binary variables are fractional when solving the 
instance RCUC50 with ModelLP compared to 23.9% with Model

Tight

LP
.
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Table 5  The geometric average 
of the speed-up factor (

TimeBase

TimeRelaxed

)
 of every instance and 

every of the 30 runs for each 
model compared to the Base 
model

Model Speed-up

Model 1
ModelTight 1.09
ModelLP 32.2

Model
Tight

LP
25.5

ModelRamp 2.1
ModelMUD 0.6
ModelTDSUC 1.1
ModelReserve 1.9

ModelAll 8.9

Fig. 4  Average computation time and average Cost-Gap for ModelLP and Model
Tight

LP
 for 15 different 

instances and 30 runs

Fig. 5  Ratio of fractional 
variables of 30 runs for each 
instance
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4.2  Impact of relaxations

4.2.1  Ramping limits and reserve requirements

Without the ramping limits, the UC problem can be solved on average 2.1 times 
faster, and even 10 times faster for one instance (see Fig. 14 in the appendix). Simi-
larly, without the reserve requirements, the UC problem can be solved on average 
1.9 times faster for all instances except for one instance, OSTRO182, which has a 
longer computation time (Fig. 6).

This decrease in computation time comes at the expense of the quality of the 
solutions. The Cost-Gap, ACFD and MCFD are all much larger than those of 
ModelLP and Model

Tight

LP
 . For example, the Cost-Gap of ModelRamp or the instances 

GA10 and KOR140 show that the total system costs are estimated respectively, 
5.1% and 3.2% too low when ramping limits are not taken into account. The 
ACFD for ModelRamp is as high as 12.2% and 8.3% for the instance GA10 and 
OSTRO182. The MCFD for these instances is 25.9% and 46.5%, respectively. 
The revenue of an individual generator could, therefore, be almost 50% higher or 
lower when the ramping constraints are omitted. Similar results can be found for 
the omission of reserve requirements (see appendix).

Fig.  7 presents the number of times the ramping limits were violated in 
ModelRamp which varies per instance between 0.1% and 10%. The highest is for 
the instance A110 where both ramp-up and ramp-down limits were exceeded on 
average for around 9% of the generators every timestep.

In summary, ModelRamp and ModelReserve and variants result in a significant 
speed-up at the cost of quality loss.

Fig. 6  ACFD and MCFD for ModelLP and Model
Tight

LP
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4.2.2  Minimum up‑ and down time and startup‑costs

For ModelTDSUC and ModelMUMD , where the time dependent startup cost or mini-
mum up- and downtime constraints are removed, computation time is not clearly 
improved. In some cases, ModelMUMD even has a larger computation time (Fig. 3b).

However, the removal of those constraints still comes at a cost. When the mini-
mum up- and downtime are removed, the Cost-Gap and the other quality measures 
are still high (Fig. 3c–e). The number of times the up-/downtime limits are violated 
is presented in Fig. 8. It varies per instance and is between 0% and 25%. For exam-
ple, with the instance FER934 on average the minimum up and minimum downtime 
are exceeded in 3.3% and 23.4% of the time.

Fig. 7  Ratio of ramping 
violations of 30 runs for each 
instance

Fig. 8  Ratio of minimum up/
down time violations of 30 runs 
for each instance
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4.2.3  Overall Trend

One of the reasons the UC is hard is because of the interdependency between time 
steps caused by generator properties like ramping limits, minimum up- and down 
time, and startup cost. If we were to remove this dependency the problem decom-
poses into easier subproblems.

As we can see from the results of ModelAll , if we remove most of this depend-
ency, the solver is much faster Fig. 3a &b, but the solution quality also degrades the 
most as is shown by the Cost-Gap,ACFG,MCFD and L1norm Fig. 3.

The ACFD but especially the MCDF are very large for all models (Fig. 3d &e), 
even when Model and ModelTight are compared the MCFD is incredibly large. 
The base Model and ModelTight have the same feasible search space and Gurobi 
returns cost values which are really close to each other (see Cost-Gap in Table 7). 
However, even if the cost difference of these solutions is very small the solutions 

Fig. 9  Average computation 
time of 30 runs for the Base and 
Tight model for 15 different 
instances

Fig. 10  Quadratic-Gap and computation time of models with increasing number of pieces to approximate 
the Quadratic cost function



33

1 3

Effect of modelling choices in the unit commitment problem  

themselves could be far apart. For example, on average the Cost-Gap is 0.01% for 
OSTRO182 but the MCFD is as high as 40%.

The average computation time of the Model and ModelTightmodel is almost the 
same for every instance. For some instances the tight formulation is noticeable 
faster on average but the converse is also true for two instances (Fig. 9).

4.3  Impact of resolution of piece‑wise approximation

The experiments with piece-wise linear approximation show that for a single 
piece-wise linear, i.e. linear approximation, the Quadratic-Gap is already quite 
small ranging from 0.008% to 0.49 % (Fig.  10). When more pieces are added 
the Quadratic-Gap becomes even smaller but the time also increases significantly 
(Fig. 10). Although 0.5 % can be a lot of money in a larger system, it is important 
to note that the solutions for one piece and more pieces are similar and this simi-
larity does not disappear when the number of pieces increases.

The other performance indicators of the models with more segments (see all 
indicators in Table 9 in the appendix) indicate that more segments hardly improve 
the quality of the solution compared to Model. For example, the Cost-Gap 
between one and two pieces in the piece-wise linear approximation on average is 
small < 0.5% . But as shown in Fig. 10 additional segments increase the computa-
tion time considerably.

4.4  Impact of transmission modelling

The experiments with the 3 alternative transmission models show that compu-
tation time of the solution process can speed-up when normal DC approxima-
tion with PTDF is replaced by the trade-based or copperplate model. At the 
same time quality is lost, except for instances where transmission plays a lim-
ited role (Fig. 11 and appendix Table 10). For example, in the instances RTS26 
and RTS96, the capacities of transmission lines are large in comparison with the 
demand. Furthermore, the demand size at the different nodes and location of gen-
erator capacity at these nodes agree sufficiently to avoid an overload of transmis-
sion lines. However, for the other instances this is not the case, and substantial 
quality loss is revealed by the scores of the performance indicators (see Fig. 13). 
Especially, the violation of the transmission constraints for more than 60% of the 
lines of all timesteps show that the simplifications is far from legitimate.

Using volt angles hardly differs from using PTDF when you look at the Cost-
Gap, but the impact on the computation time differs as the use of volt angles is 
faster in some instances while the PTDF use is faster in others (Fig. 11).
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4.5  Impact of alternative objective function

When using loss of load as cost function, there was no difference in the cost 
of the models with all system constraints, i.e., in every experiment LL-Model , 
LL-ModelTight , LL-ModelLP and LL-Model

Tight

LP
 had the same cost. Moreover, the 

computation time was also similar (Table  6) . However, this does not imply the 

Fig. 11  The ACFD, MCFD, 
Cost-Gap and Constraint viola-
tion of 30 runs for ModelCopper , 
ModelTrade and ModelAngles
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models are equal in general. UC is an NP-hard problem. Therefore it cannot be 
expected to be solvable by an LP and it is rather easy to find counter examples where 
the LP-relaxation, LL-ModelLP , gives a different optimal solution than LL-Model 
even when minimzing loss of load.

5  Discussion

5.1  Implications of key findings and comparison with existing literature

We found a decrease in computation time when we omitted ramping limits, reserve 
requirements or a detailed transmission system, but at the same time a decrease in 
quality, i.e. a large deviation in cost and capacity factors. This is in line with find-
ings from Schwele et al. [13] who developed a generation expansion planning model 
incorporating UC constraints and showed that without ramping constraints the opti-
mization causes a large error. Knueven et al. [95] also found that omitting reserve 
requirements can shorten computation time as the inclusion of these requirements 
significantly increases the difficulty of solving UC problem. Palmintier [12] con-
cluded that one of the most important aspects were reserve requirements but stated 
that ramping constraints are less important. This difference in conclusions, whether 
ramping limits play a significant role, highlights, how specific assumptions of the 

Table 6  Computation time in seconds of solving the 4 adequacy models for 15 instances averaged over 
30 runs

Instance LL-ModelLP LL-ModelLP LL-ModelTight LL-Model
Tight

LP

GA10 0.05 0.05 0.07 0.04
RTS26 0.08 0.07 0.1 0.07
TAI38 0.14 0.13 0.16 0.14
RCUC50 0.17 0.17 0.2 0.18
RTS54 0.23 0.23 0.3 0.23
GMLC73 0.17 0.16 0.27 0.15
RTS96 0.33 0.31 0.47 0.3
A110 0.43 0.43 0.46 0.43
KOR140 0.59 0.58 0.71 0.6
OSTRO182 0.44 0.34 0.92 0.33
RCUC200 1.14 1.05 1.25 1.08
HUB223 0.33 0.32 0.67 0.31
DSET304 0.91 0.85 1.67 0.84
CA610 1.93 1.75 2.99 1.78
FERC934 12.52 10.99 15.25 11.25
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techno-economic characteristics of the power system influence the impact of the 
model simplifications. Poncelet et al. [14] also argued that the impact of integrating 
UC constraints in the generation expansion problem strongly depends on the flex-
ibility parameters of the generators in the power system that is being modelled.

In contrast to the omission of constraints, linear relaxation always significantly 
improves computation time while the cost differ relatively little from the full model. 
However, the solution of this relaxed model will always be infeasible in the real 
world, due to the fractional commitment variables. But infeasibility, can be argued, 
holds for every model simplification. For certain applications in power system mod-
eling the actual schedule is less important since the schedule is not always imple-
mented, but only need to provide sufficient insight in the relevant properties of the 
schedule. Our analysis reveals that if the LP-relaxation has a certain cost value, we 
may expect that there exists a schedule with cost very close to that value. Therefore, 
using a linear relaxation could be a good approach to shave off a large amount of 
time while losing less quality than removing other aspects such as the ramping lim-
its or reserve requirements. This is in line with findings from Palmintier [12] and 
Poncelet et al. [14], who both found that the LP relaxation of the full model results 
in a small deviation from the total system cost of the full MILP model when genera-
tion expansion with UC constraints is modelled.

We also found that for all model simplifications and even for equivalent tight 
model variants the capacity factor difference is always large. This is in line with the 
comments from Kim et al. which report that suboptimal generator schedules (even 
with small optimality gap) can deviate significantly from an optimal schedule [96]. 
This means that statements about individual generators, in terms of how much they 
produce and consequently how much they earn and whether they are economically 
viable, cannot be justified from a solution produced by an UC model.

We found that the linear approximation of the quadratic generation function with 
a single segment is already a good approximation for the quadratic functions in the 
UC instances we studied. This confirms the comments of Bruninx and Van den 
Bergh [73, 75] which stated that a linear approximation is already accurate given the 
quadratic functions found in the literature of the UC.

In all instances where we only minimized the loss of load the results of the full 
model and the linear relaxed model were equal. This finding has major implications 
for adequacy studies that use the UC problem to find the loss of load probability of 
current and future power systems [5, 6]. Most of the time these studies use a Monte 
Carlo approach, i.e. multiple UC problems are run, to get the expectation of the loss 
of load of a power system. For each run certain elements of the power system have 
forced outages and different demand patterns are drawn from a pool of different 
weather years. The ability to solve these UC problems faster without loss in quality 
means you can perform more Monte Carlo runs and get more accurate results.

Some studies first solve the UC problem for a whole year with a simplified model 
that omits most unit commitment constraints to fix certain variables such as stor-
age levels and planned outages [1, 2, 11].Since, as was shown in this article, model 
simplifications and especially the removal of multiple constraints can cause errors, 
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these errors can propagate to the shorter time horizons when modelling with a roll-
ing horizon.

5.2  Limitations

We have performed multiple experiments with different models on a large variety of 
UC instances. Some of those instances are artificially created (RCUC50,RCUC200) 
while others are based on real power systems (HUB223,DSET). For others (GA10) 
it is not clear where the generators characteristics come from. Moreover, for some 
instances the characteristics such as storage technologies or VRES which we could 
include in our model, were not provided (Table 2). Furthermore, for some instances 
certain characteristics are irrelevant in the sense that they do not have an impact. For 
example, in the instances DSET, GLMC and FERC, most generators have ramping 
limits that are so large that a unit could go from is minimum to maximum generation 
within 1 hour, which makes the ramping constraint obsolete.

We only looked at a small time horizon of 24 timesteps. We did further inves-
tigation of the instances that finished within 10s and ran the same experiments for 
168 timesteps. The results are roughly the same except for the measures MCFD, 
MIPGap and computation time, which where all higher. It still has to be investigated 
if these results still hold for larger time horizons of months to years but we see no 
reason why it would not scale. Although for some instances a larger time was were 
available (Table 2), we fixed the run length to a day. Most data sets had their start 
time in January (in the winter). For longer horizon instances the results could differ 
if we choose to start in another season where demand and renewable energy genera-
tion would be different.

In our experiments, we choose to perform an elaborate set of runs on an elabo-
rate set of instances. Therefore, we could not calculate the optimum of every UC 
instance exactly within a reasonable computation time. We applied a state-of-the-art 
MILP formulation but even then, for almost half of the instances the time limit of 
10 minutes was reached. Moreover, in order to do a reasonable amount of testing 
we terminated the branch and bound algorithm of Gurobi when a solution within 
the predefined MIPGap was reached. Therefore, calculating and comparing different 
solutions of the models introduced an inaccuracy since we were not able to compare 
optimal solutions.

In this paper all experiments were performed on a deterministic UC problem. In 
Sect. 2.9 we mentioned that uncertainty plays an important role in the UC. Besides 
looking at reserve requirements, uncertainty is not investigated in this article. This 
is a limitation of our study since inclusion or exclusion of uncertainty can play a 
large role in power system models A large-scale analysis of different approaches of 
including uncertainty (e.g. robust optimization, adjustable robustness, two-phase 
stochastic programming) and of the effect of model choices (objective functions, 
constraints) for the unit commitment with uncertainty would be a valuable addition 
to the literature of the UC. Note, however, that UC models with uncertainty can 
often be viewed as extensions of deterministic UC models. This might imply that the 
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effect of model choices that are being studied in this article on a deterministic power 
system would have a similar effect on a non-deterministic power system.

6  Conclusion

We created a UC benchmark consisting of almost all available UC instances in the 
literature and representing power systems with a large variety of characteristics. We 
made this benchmark publicly available in a single format so that it can be used to 
evaluate the effectiveness of different algorithms and formulations of the UC in a 
robust way. In this study, we used this benchmark to compare the quality of solu-
tions and computation times between a base UC model and variants of this model 
with less constraints. The base UC model is formulated as a MILP problem with 
generators characterized by a linear generation cost function, minimum up- and 
downtime, time dependent startup costs, and ramping limits. Furthermore, addi-
tional constraints guarantee sufficient reserves in the system and a DC approxima-
tion of the power flows is applied in the UC instances with transmission. Quality of 
the solutions were evaluated by comparing total system costs, capacity factors, and 
the number of times omitted constraints were violated in the relaxed models.

We found that some simplifications can speed-up solving the UC with no or 
only a small loss in quality. First, linear relaxation of the UC model, i.e. changing 
the MILP into an LP by relaxing the constraints that the commitment variables 
are binary, results in a significant speed-up, 32 times as fast on average, while 
having only a small cost gap. Moreover, the cost gap is even smaller when using a 
tighter formulation that contains additional inequalities for the maximum genera-
tion. The system cost gap for the tight linear relaxation for all instances except 
one was below 1% and for one third of the instances even below 0.1%. However, 
the actual schedule is not realistic, as the solution has fractional commitment 
decisions and when the solution is compared to the full model capacity factors 
of individual generators significantly differ. On average of 30 runs the average 
capacity factor difference of the generators for one instance was 6.4% and the 
maximum capacity factor difference was 37.7%. Secondly, when the objective is 
to minimize loss of load instead of total system cost the linear relaxation gave the 
same cost for ever UC instance and for every of the 30 runs. Thirdly, we found 
that the piece-wise linear approximation of the quadratic generation cost func-
tions used in the literature of the UC, a single piece already gave good results. 
Adding more pieces reduced the gap between the real evaluation and the piece-
wise linear approximation of the solution even more but at a significant computa-
tion time increase.

All other simplifications of the UC model are not recommended:

• Omission of minimum up- and downtime mostly increased computation time 
and making start-up costs time-independent did not speed up the process, while 
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both simplifications resulted in quality loss with regard to costs and differences 
in capacity factors.

• Omission of ramping limits and reserve constraints result in a 2.1- and 1.9-times 
speed-up on average, but at the expense of too much quality loss. Without the 
ramping limits the total cost for one instance was 5% lower on average and the 
capacity factors differed on average 12.2%.

• Although simplification of the transmission system may speed up the computa-
tion, quality loss with respect to the cost is too high. For one instance on average 
the total cost was 50% lower when transmission constraints were omitted.

Finally, we found that the average and maximum capacity factor difference is large 
for all model relaxations and even for the tight formulation, which is equivalent to 
the base model. These results imply that there are many different solutions with sim-
ilar cost. This indicates that the actual generation pattern produced by the UC should 
not be considered as the unique way to achieve cost-efficient operation.

Appendices

Additional tight constraints

We will briefly describe these constraints here but to get a better understanding of 
what the effect is of using different but equivalent formulations we recommend the 
article of Knueven et al. [67].

The following equations only hold for generators with a minimum up time of 1 
denoted with G1 . The maximum generation is limited by a combination of the startup 
and shutdown limit.

where [_]+ is defined as the maximum of 0 and the value within the brackets.
For the generators with a minimum up time larger than 1, G>1 , we can limit the 

maximum generation with the startup limit plus the ramping limit times the number of 
timesteps the generator is on ( iRUg in the equation).

(40)

p�
gt
≤ (Pg − P

g
)ugt − (Pg − SUg)vgt

−[SUg − SDg]
+wgt+1

g ∈ G1

(41)

p�
gt
≤ (Pg − P

g
)ugt − (Pg − SDg)wgt+1

−[SDg − SUg]
+vgt

g ∈ G1



40 R. H. Wuijts et al.

1 3

We can do something similar for the shutdown and ramp down limit:

where KSDt is the amount of timesteps to go from Pg to SDg at time t and KSUt is the 
amount of timesteps it takes to go from SUg to Pg at time t.

The inequalities of (40) and (41) come from Gentile et al. [60], (42) comes from 
Pan and Guan [97] and (43) and (44) are novel constraints from Kneuven et al. They 
all constrain the production level range reflecting the prolonged effect of ramping 
limits over multiple timesteps. For example, two timesteps after a generator has been 
started the total production level can never exceed SDg + 2RU.

Additional figures and tables

See Figs. 12, 13, 14, 15, 16, 17, 18 and Tables 7, 8, 9, 10.

(42)
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Fig. 12  Average time in seconds of 30 runs for 15 instances and 9 models
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Fig. 13  Average time in seconds of 30 runs for 9 models and 15 instances
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Fig. 14  The geometric mean(because we are averaging ratio’s) of the speedup factor compared to the 
Base model for 6 models on 15 instances
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Fig. 15  Average Cost-gap compared to the Base model of 30 runs with the 8 models for 15 instances
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Fig. 16  Average Cost-gap compared to the Base model of 30 runs with the 8 models for 15 instances
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Fig. 17  Average ACFD of 30 runs with the 8 models for 15 instances
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Fig. 18  Average MCFD of 30 runs with the 8 models for 15 instances
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Table 9  The performance indicators of models with different amounts of pieces at the piece-wise linear 
approximation on the quadratic generation. Values represent the averages over 30 runs of the model-
instance combination

Instance Number 
Pieces

Time (sec-
onds)

MIP-Gap L1Norm ACFD MCFD % Gap % Quadratic-
Gap

GA10 1 0.832 0.0001 0 0 0 0 0.0770118
2 1.214 0 0 0 0 0.0006 0.0179208
3 1.578 0 0 0 0 0.0007 0.0075764
4 1.731 0 0 0 0 0.00072 0.0045426
5 1.821 0 0 0 0 0.00073 0.0027844
10 2.845 0 0 0 0 0.00074 0.0007338

RTS26 1 1.375 0.0001 0 0 0 0 0.0320985
2 2.124 0 0.01 0.757 4.533 0.0003 0.0083127
3 2.549 0.0001 0.013 1.204 6.709 0.00039 0.0031116
4 2.93 0.0001 0.009 0.899 4.62 0.00039 0.0020292
5 3.312 0 0.012 0.993 5.349 0.0004 0.0012238
10 4.202 0 0.01 0.977 4.407 0.0004 0.0003504

TAI38 1 2.951 0 0 0 0 0 0.4880275
2 4.446 0.0001 0.018 2.78 23.962 0.00467 0.1397739
3 5.392 0.0001 0.017 3.193 22.336 0.00595 0.0467517
4 7.649 0.0001 0.013 3.066 19.548 0.00622 0.0290308
5 7.42 0.0001 0.017 3.067 21.768 0.00638 0.0175016
10 15.359 0.0001 0.023 3.512 25.467 0.00658 0.0042991

RCUC50 1 60.823 0.0001 0 0 0 0 0.053523
2 103.043 0.0001 0.013 1.521 12.993 0.00052 0.0124765
3 117.835 0.0001 0.018 2.044 17.143 0.00064 0.0044369
4 134.615 0.0001 0.009 1.35 13.033 0.00066 0.0030241
5 171.076 0.0001 0.011 1.555 15.168 0.00069 0.0017665
10 313.916 0.0001 0.014 1.775 15.872 0.0007 0.0004742

A110 1 4.893 0.0001 0 0 0 0 0.216543
2 6.056 0.0001 0.01 1.336 15.08 0.00304 0.0293861
3 6.641 0.0001 0.01 1.448 23.84 0.00344 0.0124286
4 7.541 0.0001 0.011 1.443 21.084 0.00363 0.0063244
5 7.679 0.0001 0.01 1.411 21.027 0.00366 0.0049364
10 11.88 0.0001 0.01 1.464 22.114 0.00377 0.0014096

KOR140 1 594.69 0.00018 0 0 0 0 0.0115792
2 586.701 0.00024 0.022 0.986 21.962 0.0001 0.0036314
3 597.28 0.00028 0.021 1.07 23.69 0.0001 0.0017275
4 601.381 0.00026 0.02 1.082 19.98 0.00013 0.0009015
5 601.16 0.00032 0.023 1.143 20.211 0.00011 0.000536
10 601.045 0.00033 0.022 1.085 21.466 0.0001 0.0001702
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Table 9  (continued)

Instance Number 
Pieces

Time (sec-
onds)

MIP-Gap L1Norm ACFD MCFD % Gap % Quadratic-
Gap

OSTRO182 1 527.487 0.00013 0 0 0 0 0.0079862

2 538.12 0.00016 0.072 6.575 44.9 0.00011 0.0010644

3 589.407 0.0003 0.076 6.923 49.629 0.00013 0.000548

4 600.499 0.00025 0.071 6.545 47.09 0.00014 0.0002805

5 600.552 0.00025 0.071 6.667 49.146 0.00018 0.0001827

10 600.843 0.00037 0.075 6.802 48.42 0.00013 0
RCUC200 1 203.597 0.0001 0 0 0 0 0.0523796

2 462.718 0.0001 0.01 1.119 27.678 0.00049 0.0113307
3 490.46 0.0001 0.009 1.254 27.508 0.00059 0.0045818
4 511.845 0.0001 0.009 1.2 26.294 0.0006 0.0029522
5 574.803 0.00014 0.01 1.287 27.936 0.00056 0.0018212
10 600.629 0.00074 0.015 1.595 31.274 0.00055 0.0004569
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