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Abstract
The growing interest in blockchain technology has gained a lot of attention in Supply Chain Management (SCM) and 
sparked the quest for decentralized, scalable, efficient and trustworthy consensus schemes. Traditional blockchains rely on 
computationally expensive consensus mechanisms with low throughput and high latency. This paper conducts a performance 
evaluation of several existing consensus protocols to illustrate blockchain’s shortcomings in terms of consensus and propose 
a new consensus algorithm: Reputation based proof of cooperation (RPoC). The RPoC algorithm uses a layered architecture 
to segment the nodes that participate in the consensus phase in order to improve scalability and efficiency while maintaining 
trust among peers. The layered design addresses the issues of flexibility and scalability and breaks down the extensive mining 
process into segments. Rather than choosing a few nodes for mining, the proposed consensus process involves all network 
nodes, making it more efficient, decentralized and scalable. Through extensive theoretical analysis and experimentation, the 
suitability of the proposed algorithm is established in terms of scalability and efficiency.

Keywords Blockchain · Supply chain · Consensus algorithm · Efficiency · Decentralization

1 Introduction

Blockchain has gained a lot of attention in the Supply Chain 
Management (SCM) domain recently, mostly due to the 
emergence of digitization and growth of the industry 4.0 
context across industries. The emergence of Bitcoin Naka-
moto and Bitcoin (2008) has further fueled this recognition. 
Over time, blockchain technology has evolved to meet a vari-
ety of applications, resulting in three types of blockchains.

• Public blockchains: Anyone can join and participate in 
the blockchain network. Examples include Bitcoin Naka-
moto and Bitcoin (2008) and Ethereum.

• Private blockchains: Only selected transactions from 
authorized participants are allowed on a private block-

chain, and the administrator has the authority to overrule, 
alter or delete any entries.

• Consortium blockchains: Instead of being governed by 
a single organization, the platform is governed by sev-
eral organizations. An example is Hyperledger Fabric 
Androulaki et al. (2018).

Although cryptocurrencies have been the most well-known 
use of blockchain technology, several researchers have also 
identified the usage of blockchain and cryptocurrencies 
in different supply chain applications Longo et al. (2019) 
Sarfaraz et al. (2021b) Saberi et al. (2019). Private block-
chains are ideal for supply chains Biswas et al. (2017) due 
to the nature of how private blockchains work. The pro-
posed framework is based on a private blockchain solution. 
However, integrating blockchain technology into traditional 
SCM is a significant challenge, particularly with the absence 
of tailored consensus algorithms to tackle or embed within 
supply chain problems Xu et al. (2021).

The blockchain architecture validates information through 
a consensus mechanism among network nodes, removing the 
need for intermediaries. The consensus mechanism ensures 
a tamper-proof environment and ensures that the informa-
tion stored is reliable and valid Mingxiao et al. (2017). In 
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a blockchain, all nodes must agree on the current state of 
the ledger, making it difficult for adversaries to insert tam-
pered blocks. Many challenges continue to affect blockchain 
technology, including insufficient transactions per second 
(TPS), transaction latency and decentralization Zheng et al. 
(2018). The throughput of existing blockchains is relatively 
low due to the complex consensus process; for instance, in 
a public blockchain with the proof-of-work (PoW) consen-
sus algorithm, all nodes must perform hash calculations and 
are only allowed to broadcast their blocks after spending a 
great deal of energy for their computation Bach et al. (2018). 
Consequently, high consensus latency, low throughput and 
high energy consumption make it difficult to use existing 
algorithms in complex or large supply chain systems.

Considering all those shortcomings in existing consensus 
algorithms, a proper and customized consensus algorithm 
should be designed for typical SCM problems, particularly 
to resolve the TPS, latency and centralization issues. Most 
current consensus algorithm research focuses on improving 
mainstream consensus algorithms, even though only a few 
are relevant to SCM, which are highlighted in the literature 
review section. While the dynamic SC sector has enormous 
development potential, it is challenged by several other 
SCM issues. The Bullwhip Effect (BWE) Lee et al. (2004) 
is one of them and has been discussed in the literature in 
recent years. BWE occurs by order oscillations at each SC 
stage. Blockchain can mitigate BWE by providing real-time 
information and coordination among stakeholders. Shar-
ing appropriate demand data throughout an SC is crucial 
because it may help the upstream echelons with resource and 
material scheduling. Furthermore, inventory requirements 
might be directly linked to inconsistencies between demand 
over time and actual demand fulfillment. In this research, we 
offset the traditional SCM phenomenon of BWE with BC 
by providing total visibility and exchanging demand data 
across all stakeholders. This would keep business transac-
tions tamper-proof and available to stakeholders without 
the need for a centralized control body, as long as business 
practices and negotiated data processing contracts between 
firms were followed.

To address the aforementioned challenges, we first choose 
a few existing proofs-based (PoW, DPOS) and voting-based 
(PoI, PoC, Ripple, BPFT) consensus algorithms to test 
their performance in our proposed blockchain-based SCM 
framework. Based on the performance of those existing 
consensus algorithms, the second layer of this work pro-
poses a reputation-based consensus mechanism by redesign-
ing some existing approaches while complementing their 
strengths and eliminating some of their weaknesses. We 
name this proposed approach the reputation-based Proof-
of-Coordination (RPoC) consensus mechanism. It reaches 
consensus by coordinating between two layers of nodes. The 
first layer consists of high authority nodes chosen based on 

a combination of their reputation score and verified identity. 
In contrast, the second layer comprises subordinate nodes 
selected using a random selection algorithm and grouped 
in clusters with a master node for each. By the performance 
evaluation (see section 5), each of the six existing consen-
sus algorithms decreases blockchain efficiency by limiting 
blockchain throughput and increasing transaction latency. 
Whereas RPoC is made up of layers, each with its own set 
of nodes operating in parallel, thus increasing efficiency, 
decreasing latency and eliminating the centralization issue.

1.1  Problem motivation

While having numerous benefits, traditional blockchains are 
not immediately relevant in SCM. This is because they oper-
ate in a dynamic and unpredictable environment that cre-
ates millions of transactions per second Serdarasan (2013), 
whereas traditional blockchains have low throughput.

In a blockchain, all nodes must agree on the current state 
of the ledger, making it difficult for adversaries to insert 
tampered blocks. The consensus algorithm is the most sig-
nificant component of a blockchain system as its efficiency 
significantly influences each blockchain’s overall efficiency 
Mingxiao et al. (2017). Based on the diverse deployment 
types of blockchains, existing blockchain consensus algo-
rithms may be divided into two categories: Proof-of-X 
(PoX) and Byzantine Fault Tolerant (BFT) consensus algo-
rithms. PoX consensus algorithms, such as PoW and PoS, 
are appropriate for public blockchains with low efficiency 
and high processing power requirements. BFT consensus 
algorithms Yin et al. (2019); Kotla et al. (2010) necessitate 
significant communication resources and therefore have lim-
ited scalability. A further significant disadvantage is that 
the PBFT consensus algorithm’s performance decreases 
drastically as the number of nodes in a network grows Yu 
et al. (2020). Furthermore, the entire consensus process is 
disrupted if the principal node fails. To overcome these chal-
lenges, an additional in-depth research is required. On the 
other hand, private blockchains are highly centralized and 
have fast processing speeds, making them ideal for adop-
tion in SCM. Nevertheless, the consensus algorithms sug-
gested in the literature are mostly intended for public crypto 
blockchains and so cannot be deployed for private networks, 
particularly SCM. In SCM, businesses can construct permis-
sioned chains among themselves, and depending on their 
degree of decentralization and context, they often prefer to 
compromise the degree of decentralization and use algo-
rithms with higher operating speeds and scalability. Honey- 
BadgerBFT Miller et al. (2016) has a greater cryptographic 
overhead than PBFT. Ripple Schwartz et al. (2014) requires 
more than 80% of nodes for transaction verification, result-
ing in low throughput and high latency. With the growing 
adoption of blockchain in the SCM domain, a number of 
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consensus algorithms have been developed to solve these 
issues. For example, Zhang et al. (2021), however, its short-
coming is that it compromises system decentralization by 
treating nodes differently depending on their trust scores.

To solve these problems, we propose a new scalable, 
decentralized consensus algorithm, known as RPoC, for 
permissioned blockchains that meets both performance and 
security requirements to boost blockchain adaption in SCM. 
We utilize a sharding technique and design a two-layer con-
sensus protocol, where nodes are assigned to distinct con-
sensus layers. Expanding the consensus groups allows both 
TPS and scalability to be linearly boosted while keeping the 
system decentralized.

1.2  Contributions

This paper provides a blockchain-enabled SCM framework 
to provide visibility and coordination along with blockchain 
consensus processes. We propose a two-layer consensus 
algorithm that combines a reputation and random selection 
algorithm appropriate for SCM. The Preprint publications 
of this study can be found at Sarfaraz et al. (2021a). The 
following are the paper’s key contributions: 

i An information-sharing framework is implemented 
based on a permissioned blockchain for a complex SC 
scenario. The use of BC technology in SCM is consid-
ered in terms of mitigating BWE.

ii A reputation-based consensus algorithm has been pro-
posed by combining the advantages of existing algo-
rithms, and throughput, scalability and latency were 
verified and validated for the improved algorithm.

iii The proposed algorithm is compared to the existing con-
sensus algorithms and significantly improves TPS and 
scalability for SCM applications.

The rest of this article is laid out as follows. Section 2 offers 
a comprehensive literature review, and section 3 introduces 
the RPoC consensus algorithm. Section 4 presents the com-
putational results and discussion along with different per-
formance comparisons. In section 5, the security analysis is 
presented and the conclusion is in section 6.

2  Related work

Consensus algorithms are critical for improving and auto-
mating business and vendor customer logistics between vari-
ous stakeholders in SCM. They do this by accelerating the 
delivery of manufactured products while also reducing costs.

According to the literature, most consensus algorithms 
are created specifically for cryptocurrency Bach et  al. 
(2018). However, the trend is shifting and SCM is embracing 

blockchain for various reasons, including traceability, effi-
ciency, security and trust. Following POW, one of the earli-
est consensus algorithms is Bitcoin-NG Eyal et al. (2016), 
a blockchain system based on the same trust paradigm as 
Bitcoin, but that improves latency and bandwidth over it. 
Delegated Proof of Stake (DPoS) Yang et al. (2019); Kang 
et al. (2019) is an improved and optimized version of Proof 
of Stake (PoS); however, there is a chance that delegated 
clients will be fraudulent, and there is no way to punish mali-
cious nodes in the system. Practical Byzantine Fault Toler-
ance (PBFT) Li et al. (2020) is a scalable multi-layer con-
sensus mechanism. It has been presented with hierarchically 
arranged nodes at different levels and restricted communi-
cation. However, ensuring data consistency among nodes 
requires significant communication resources. The PBFT 
algorithm is fast at processing transaction requests, but the 
overhead of communication limits its scalability Zamani 
et al. (2018). Following that, a great deal of work was done 
in improving BFT Guo et al. (2020); Crain et al. (2021). 
Another Byzantine-based consensus mechanism is Hon-
eyBadgerBFT Miller et al. (2016), the first asynchronous 
BFT consensus system created specifically for a blockchain. 
However, it leads to a significant increase in communication 
complexity, and some financial scenarios are vulnerable to 
latency and scalability, demanding more in-depth analysis 
to resolve such situations. Moreover, HoneyBadgerBFT has 
a larger cryptographic overhead than PBFT. Hyperledger 
Fabric Androulaki et al. (2018), and Zilliqa Barrett (2017) 
are two projects presently employing PBFT. Yin et  al. 
(2019) introduced HotStuff, which uses a three-phase com-
mit mechanism to allow the protocol to establish agreement 
at the speed of actual network latency. Nevertheless, such 
techniques are difficult to scale up and suffer from trust dif-
ficulties created by botnets Dai et al. (2018).

Proof of Importance (PoI) Bozic et  al. (2016) is an 
advanced consensus mechanism that eliminates the disad-
vantage of the wealthy being even wealthier. Each node’s 
‘importance scale’ decides which nodes are qualified to add 
a block to its blockchain. However, the concern with this 
is that nodes would accumulate as many coins as possible 
to reap the benefits of block formation. This behavior con-
centrates capital and reduces transaction activity. In Proof-
of-Capacity (PoC) Zheng et al. (2018), a miner’s storage is 
prioritized over hashing power. The aim of this mechanism 
is to reduce the amount of computing energy used. Instead 
of computing the hash in every block, PoC allows the list 
of potential solutions to be stored even before a block is 
mined. PoC is scalable, efficient and cost-effective, however, 
with the rise of cloud providers and large corporations, the 
mining process is becoming increasingly centralized and 
monopolized Sankar et al. (2017). Proof of Trust (PoT) Zou 
et al. (2018) calculates a node’s trust based only on the total 
number of transactions it has completed, the number of 
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times it has participated in validation processes and the num-
ber of times it has received complaints from other nodes dur-
ing those operations. Giving service coins to reward honest 
behavior and assigning a low trust value to dishonest activity 
are among its incentive and penalty mechanisms. However, 
such rewards and punishments are often excessively biased. 
Additionally, the procedure of PoT consensus algorithms is 
similar to that of classical techniques, besides the selection 
of trustworthy nodes. Work has been done to improve PoT 
Zhang et al. (2021) by classifying nodes as accounting, vali-
dating or propagating based on their trust values. However, 
because nodes are treated differently based on their trust 
scores, the system cannot lead to total decentralization.

Integrating a reputation system with blockchain has 
received much attention in the last few years and is still 
being investigated. A reputation mechanism is primar-
ily used to facilitate delegated consensus, which reduces 
message complexity and resource usage by reducing the 
number of consensus participants Do et al. (2019). Gai 
et al. (2018) presented Proof-of-Reputation, a reputation-
based consensus method for permissioned blockchain that 
relies only on reputation incentives and trustworthy reg-
istries for quick bootstrapping. Yu et al. (2019) calculated 
users’ reputations based on their behavior and developed 
a reputation based consensus algorithm to reduce PoW 
computation costs. RepuCoin, the suggested algorithm, 
is still classified as PoW, which means it has all of the 
same shortcomings as PoW, such as power inefficiency, 
probabilistic consensus and low throughput Bou Abdo 
et al. (2021). Zhuang et al. (2019) proposed a reputation-
based consensus mechanism that may be used in any set-
ting, e.g. public or private network. Because it is a hybrid 
reputation/leader-based consensus algorithm, it is prone 
to all of the flaws of leader-based consensus algorithms, 
such as access fairness and denial of service attacks. A 

permissionless hybrid reputation/proof-of-reputation-X 
consensus mechanism was proposed by Bou Abdo et al. 
(2021). This approach substitutes the trusted identity 
database in proof-of-reputation-X with a new admission 
process to make it compatible with permissionless block-
chain. However, the algorithm is centralized as a third 
party handles user registration.

Table 1 summarizes our discussion of the state-of-the-
art consensus algorithm in the blockchain. Nevertheless, 
existing algorithms rely on resource-based or voting-based 
mechanisms, which increase communication costs by requir-
ing several interactions. Moreover, some reputation-based 
algorithms achieve security and scalability while reducing 
fault tolerance or being semi-centralized. Even though our 
terminology is based on a reputation mechanism, we have 
significant distinctions. Accordingly, we present a consen-
sus mechanism that preserves peer trust. Instead of picking 
a few nodes for mining, we propose that all network nodes 
participate and cooperate in the consensus mechanism, mak-
ing it scalable, efficient and decentralized. Second, a high 
reputation score is not only a metric for consensus nodes; in 
order to be chosen for mining, they must put their identity 
at stake. Moreover, our proposed system relies on signature 
verification to minimize communication overhead rather 
than relying on a voting mechanism to verify new blocks.

3  System model and consensus scheme

This section demonstrates how we employ our Reputation-
based Proof-of-coordination approach to build a supply 
chain architecture that minimizes the bullwhip effect. In 
addition, the selection of consensus nodes and the block 
confirmation mechanism in our RPoC are detailed.

Table 1  Comparison of state-of-the-art consensus algorithms in Blockchain

Article identifier Mechanism Use-case Applicable block-
chain type

Platform Security Scalability Fault tolerance

Eyal et al. (2016) Resource-based BC network Permissionless Bitcoin core Y N Y
Yang et al. (2019) Voting based BC network Permissionless Java Y Y N
Li et al. (2020) Voting based IoT devices in BC Permissioned MATLAB Y Y Y
Zhang et al. (2021) Trust based BC network Consortium Block-

chain
Ganache Ethereum Y Y Y

Gai et al. (2018) Reputation-based BC network Permissioned Python Y Y N
Yu et al. (2019) Hybrid reputation/

resource-based
BC network Permissionless BFT-SMaRt Y N Y

Zhuang et al. (2019) Hybrid reputation/
leader-based

BC network Permissionless/per-
missioned

Not specified Y N Not specified

Bou Abdo et al. 
(2021)

Hybrid reputation/
proof-of-reputa-
tion-X

BC network Permissionless Not specified Y Y N
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3.1  Blockchain based SCM framework

This section describes two models: network and threat 
models. The first is a blockchain-based information-shar-
ing framework for a complex Supply Chain (SC) scenario 
that minimizes BWE and the second is a threat model that 
includes assumptions about the number and behavior of 
adversaries. The proposed system architecture is depicted 
in Fig. 1, where any stakeholder who wishes to join the 
network must first register with a Certificate Authority 
(CA) while using their original identity. After verification, 
the CA generates a certificate for each stakeholder. Since 
a CA is registered in BC, all of its operations are open 
to the public. A minimal trust score will be assigned to 
stakeholders joining the network for the first time (with-
out a prior reputation score). Upon receiving their certifi-
cates, each stakeholder can start conducting transactions 
on BC. The detailed BC-coordinated SCM framework can 
be found in Sarfaraz et al. (2023).

In the proposed model, manufacturing and non-man-
ufacturing stakeholders are part of a multi-tier supply 
network. In addition to vertical information sharing and 
cooperation, this method requires horizontal communica-
tion between stakeholders on the same SC tier. Suppliers 
and producers who use BC will collaborate by exchanging 
demand data and stock levels. The collaboration can be 
done through a permissioned BC, so only those members 
of the SC have access. It is easy to measure the effect 
of demand data because all supply chain layers share the 
same demand data and inventory policy. The system model 
and assumptions are given below:

3.1.1  Assumptions

The following assumptions are provided in the SC model.

• The retailer tracks the demand of the end consumer and 
places orders at the top tier (e.g., distributor or manufac-
turer) using the (Q, R) inventory policy.

• Any number demanded by the retailer can be generated 
indefinitely by the producer.

• Out-of-stock orders are not lost at any point; instead, they 
become backlogs that will be executed as soon as the 
inventory is replenished.

• The actual demand cannot be predicted ahead of time.
• Orders might be positive or negative, and cancellations 

are permitted.

The credentials are obtained from a CA, consisting of a set 
of public and private keys and a digital signature. If a situ-
ation occurs, a CA has access to individuals’ identities and 
may disclose the true identities of the stakeholders and their 
relationships. The following is an overview of our block-
chain-coordinated SCM framework. 

i Stakeholders will be assigned a minimum reputation 
score after receiving keys and joining the network.

ii When an order arrives at the retailer, the stock inventory 
is initialized. The demand quantity is reported in the 
blockchain to calculate the demand deviation. The sup-
plier then determines whether the demand quantity can 
be met based on the current inventory level. If the inven-
tory is greater than or equal to the demand quantity, the 
demand quantity is then removed from the inventory. 
Alternatively, if demand exceeds supply, the order will 

Fig. 1  Blockchain based SCM architecture
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be sent to the upper echelon (e.g., distribution centre or 
manufacturer).

iii When the relative inventory amount is less than or equal 
to the reorder point (ROP), an order is placed at the 
next higher echelon. Request ID and order quantity 
are among the details sent to the next higher echelon. 
The next upper echelon sends back information on 
this order’s lead time and information about the order, 
including order ID, date of release, lead time and order 
quantity, which are also documented on the BC.

iv An order is shipped when the delivery date arrives. The 
upper echelon would also receive information about the 
order ID and actual delivery date. The stock amount is 
adjusted, and the order is removed from the order receipt 
list.

v The replenishment quantity is added to the existing 
inventory as the lower echelon receives order delivery 
information from the next upper layer. If the estimated 
lead time differs from the order lead time, the estimated 
lead time is then updated.

vi The bullwhip effect (BWE) ratio is calculated by the 
difference between the order placed and the demand 
received and recorded on the blockchain.

vii After every order is received/shipped; inventory analysis 
is conducted to see if the relative amount of inventory is 
less than or equal to ROP.

viii All of the above steps are repeated when any stakehold-
ers receive a demand quantity from their lower echelon.

This paper proposes a new consensus method, known as 
RPoC, for improving the throughput and scalability of a 
blockchain-based SCM architecture. A blockchain’s con-
sensus algorithm is at its core and significantly influences 
its security and efficiency. The essential features required 
for SCM applications are scalability, security and efficiency. 
RPoC utilizes a two-layer design that allows for quick con-
sensus and scalability. By distributing the mining operations 
to all participating nodes, layering decreases the workload 
on individual nodes and increases consensus performance.

3.2  Network model

We assume the network is partially synchronous, which 
is the same assumption as Bitcoin Nakamoto and Bitcoin 
(2008). A distributed peer-to-peer network of authorized 
nodes communicates via the network and maintains a shared 
state update. The connectivity between the honest nodes is 
well established, and the transmission time � between them 
is well-defined and minimal. Once a user broadcasts a mes-
sage, the rest of the honest nodes will receive the message 
within the specified delay Δ . Byzantine faults are also con-
sidered, as some network nodes may not be honest. The 
total number of nodes in the network is denoted by n, while 

the number of faulty nodes is denoted by f. We limit the 
adversary’s control to a maximum of f faulty nodes where 
�� + 1 ≤ � . Xiao et al. (2019) Xiao et al. (2020) provide 
detailed proofs for interested readers.

3.3  Security properties

In order to prove the security of the consensus algorithm, 
we must prove the safety and liveness of the algorithm. To 
begin with, RPoC is completely safe. Forks cannot occur as 
long as the number of Byzantine nodes is limited to f, even 
if no assumptions about network synchrony are made (i.e., 
there will not be a situation in which different nodes com-
mit different blocks in the same round). The second point 
is that RPoC is live. RPoC achieves (eventual) liveness in a 
partially synchronous network, which means that new blocks 
are (eventually) added to the blockchain in a finite amount 
of time.

Given a blockchain network with a set of validators 
� = {�

�
⋯�

�
} , we define as pending transaction Tx ∈ � and 

a pending block � ∈ Ω subject to these properties are valid:

Integrity (safety): If a Tx is confirmed to the blockchain, 
it has already been published by a legitimate �

�
 and Tx 

is only committed to the blockchain once, so there is no 
duplication.
Finality (safety): If a valid � has been appended to the 
blockchain at time � , it becomes definitive, and transac-
tions within it cannot be reversed.
Validity (safety): If a valid � commits a transaction Tx in 
a block � , then Tx is committed, in the same block � , by 
every valid �.
Termination (liveness): For every transaction Tx , if a valid 
�
�
 commits Tx then all valid � eventually commit Tx.

3.3.1  Safety

Even with a slow and unstable communication network, 
RPoC is designed to offer safety. Once a block has been 
published to the blockchain by an honest node � , no other 
honest nodes � will ever append a different block for that 
round. The security of RPoC is dependent on the security of 
its underlying PoR protocol Gai et al. (2018).

Claim 1 (RPoC is safe): Assume that the nodes running 
RPoC are � = {�

�
⋯�

�
} . We take note of Rt , node {�} ’s 

reputation score, which gives it decision-making authority. 
Let � and �

�
 be blocks appended to blockchain by honest 

nodes I, j ∈ [n − 1] , respectively, in round k. Then � = �
�
 

in this case.
Proof: RPoC guarantees consensus safety If: 

1. the adversary controls no more than f validators
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2. or the validators compromised by the attacker have a 
total reputation score of Rt . 

Therefore, an attacker cannot violate the safety requirement 
unless one of the conditions is not true.

3.3.2  Liveness

Liveness is a key feature of a decentralized system that 
ensures that the algorithm runs correctly in time and that 
valid and honest transactions are eventually complete. Even 
if a conflict sometimes occurs, a liveness-favoring network 
will continue to run.

Claim 2 (RPoC is live): RPoC continues to proceed 
among n nodes, implying that regardless of the inner state 
of the nodes, some honest node will publish a new block to 
the blockchain within a finite time

Proof: We guarantee that all honest nodes’ Tx will appear 
in some rounds and that all honest peers in the network will 
accept them. Assume that �

�
 has a high reputation and pub-

lishes � to the network, one of two things can happen: � will 
either be or not be, received by peer nodes. 

1. � has been received: because of the asynchronous envi-
ronment, liveness is achieved for the �

�
 node.

2. There has been no notification of � : This occurs when 
�
�
 is malicious or shut down during the transmission.

3.4  Encryption mechanism

Public key cryptography, such as elliptic curve cryptogra-
phy, uses a public and a private key for each user. The math-
ematical operations of ECC are dispersed over an elliptic 
curve. A private key is a random number, whereas a public 
key is a point on the curve. By multiplying the private key in 
the curve by a generator point G, the public key is created. 
G is the starting point, also referred to as the generating 
point. The two parties that want to communicate information 
must first agree on using a curve and its parameters, such as 
the coefficients of a and b and the base point G to be used, 
before beginning the ECC process. The elliptic curve equa-
tion can be written as

where 4a3 + 27b2 ≠ 0.
Elliptic curve encryption algorithms are preferred 

because they demand fewer processing resources and use 
smaller key sizes. ECC has a reduced growth rate and time 
complexity of (O√X) . It also has a higher resilience to 

(1)�(t) =

∑�V�
i=1

R(ΔT )

3

(2)Y2 = X3 + AX + B

attack, reduced CPU and content utilization, lower network 
consumption and faster encryption Sarfaraz et al. (2021b).

3.5  Threat model

The threat model describes the system’s resilience to Byzan-
tine behavior. There are two sorts of adversaries in a block-
chain system developed for SCM applications. It could be 
external: participants may attempt to join the network or 
mimic an existing authorized entity. Or internal: malware 
or hacking can cause nodes that are correctly registered 
and have valid signatures to go renegade. In either case, 
an attacker’s goal would be to get an invalid transaction 
approved and broadcast to the ledger Hassan et al. (2019). 
Any attempt to prevent a legitimate transaction or block from 
being recorded in a blockchain is known as a blockchain 
attack. We assumed that our protocol is used in permissioned 
blockchains, where participants can communicate in a secure 
environment, but that the reputation-based protocol is itself 
vulnerable to exploitation Gai et al. (2018). We use current 
public key infrastructure for key management and as a state-
of-the-art secure encryption technique. A variety of threats 
can target the blockchain network, we consider the following 
attacks in our system:

Attack 1: The adversary attempts two simultaneous 
transactions with two different nodes in the network.

Attack 2: An attacker repeatedly engages in byzantine 
behavior.

Attack 3: An attacker creates numerous identities, offer-
ing network redundancy while lowering system security.

Attack 4: An attacker tries to destabilize the services of a 
targeted node by sending a large number of fake transactions 
and thence make it unavailable.

Attack 5: An attacker tries to control the network nodes 
to influence the consensus mechanism.

Attack 6: A malicious node pretends to be a legitimate 
node. It attacks the system only once its reputation score 
reaches a high threshold.

We assume the attacker is computationally limited, pre-
venting it from exploiting cryptographic protocols. Fur-
thermore, our proposed system does not consider terminal 
attacks or key hijacking.

3.6  Design of the proposed RPoC algorithm

The DPOS method is not decentralized, as the authority 
continues to be concentrated in the hands of a small group 
of users. For scalability, DPoS foregoes decentralization. 
Therefore, executing an attack is easier because fewer indi-
viduals are in charge of maintaining the network. Like-
wise, Ripple, PoC and PoI have decentralization issues. 
Therefore, they are not viable choices for SCM. On the 
other hand, the PBFT algorithm’s consensus model only 
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works efficiently when the number of nodes in the distrib-
uted network is limited. PBFT does not scale efficiently 
because of its high communication cost that grows expo-
nentially with each extra node in the network. The PoC 
protocol, from the proof-based consensus category, can 
be an adequate alternative for SCM because it does not 
require any resources or coins to invest. However, malware 
may have the ability to disrupt mining operations.

The algorithm has been designed considering the above 
evaluation. The acronyms and abbreviations used in this 
work are listed in Tables 2 and 3, respectively.

The proposed blockchain consensus algorithm has two 
steps, from the creation of a block to its confirmation: 
consensus node selection and transaction confirmation 
(block confirmation). A rigorous identity verification pro-
cess must be completed before a node may join the net-
work. If a node wishes to be a Vala , it must confirm its true 
identity and agree to share it with the rest of the network. 
Second, the system generates the node’s reputation value 
using a reputation algorithm and then analyses the node’s 
credibility. Third, nodes that choose not to stake their real 
identification are pushed to the pool of Vals.

As a result of the fair node selection method, the block 
addition procedure is optimized, and blocks can be added 
to the blockchain instantaneously after verification. Fig-
ure 2 depicts the algorithm’s overall structure. There are 
two layers of Ni : Vala and Vals . To generate blocks, Ni are 
operating in parallel. Vals is in charge of generating micro 
blocks and sending them to Vala . These small blocks will 
be received by Vala , who will verify them before combin-
ing them into a single block. The algorithm’s fundamen-
tal feature is the ability to accurately and efficiently pick 
consensus nodes to work in parallel. Consensus nodes are 
chosen randomly from many nodes based on their reputa-
tion score, their willingness to stake their identity and the 
random selection algorithm that selects a subset of nodes 
for each cluster at random.

3.6.1  Consensus node selection

A Blockchain network is characterized as a peer-to-peer 
network made up of Ni . In this algorithm, we are classi-
fying validators into two layers: Vala and Vals . In order to 
determine node allocation into each layer, the layering setup 
requires the use of different methods. Therefore, to establish 
a consensus node selection mechanism, the algorithm com-
bines a random number-generating approach with the node’s 
reputation score system.

Table 2  Frequently used notations

Notion Meaning

Ni Participating nodes in blockchain
Vala Higher authority validators
Vals Subordinate validators
fi Faulty nodes
Tnx Transaction generated by Ni
Hatn total number of nodes in higher authority layer
Satn total number of nodes in subordinate layer
Atk Malicious nodes

Table 3  Frequently used abbreviations

Abbreviation Definition

BC Blockchain
SCM Supply chain management
CA Certification authority
BWE Bullwhip effect
TPS Transactions per second
PoW Proof of work
PoA Proof-of-authority
RPoC Reputation-based proof-of cooperation
DPoS Delegated proof of stake
PBFT Practical byzantine fault tolerance
PoI Proof of importance
PoC Proof-of-capacity
PoT Proof of trust
PBFT Practical byzantine fault tolerance
ECC Elliptic curve cryptography

Fig. 2  Layer structure of the proposed mechanism
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3.6.2  Transactions broadcasting

The stakeholder who provides a particular service during 
a transaction is known as the provider, whereas the stake-
holder who assesses the service is known as the rater. During 
the transmission, the provider sends the requested service, 
which is signed using the provider’s private key. The rater 
checks the data’s integrity and prepares a transaction with 
the reputation score, which is broadcast to the rest of the net-
work using digital signatures. The reputation score, denoted 
by R, can take values in the range Rj

i
∈ (0, 1) . For example, 

a manufacturer rates 1 to a supplier if it is satisfied with the 
service and 0 if it is not. In RPoC Vala are chosen not only on 
the basis of their reputation (adopted from Gai et al. (2018) ) 
but also based on their proven identity. When a stakeholder 
joins the network for the very first time, it has no previous 
reputation score. So, an initial reputation score Repmin is 
assigned to the stakeholder, which is the minimal reputa-
tion score to continue operating in the network. H ∈ (0, 1) 
represents the stakeholder’s honesty, which is set to "1" for 
each new joiner and to "0" if a stakeholder has misbehaved. 
When a stakeholder is selected as a validator, it is considered 
to be misbehaving if it sends conflicting signed messages 
to other consensus group members or commits mini blocks 
with conflicting transactions. The stakeholder’s aggregate 
reputation R(ΔT ) at time ΔT is calculated by combining the 
stakeholder’s current and past reputation score.

(3)R(ΔT ) =

t=i∑

t=0

RepVAL(T)

where RepVAL(t0) is the initial reputation score of the stake-
holder and RepVAL(ti) is the current reputation score of the 
stakeholder, happening at ΔT . The stakeholder’s reputation 
can be calculated regularly, with the time determined by the 
system’s administration. A stakeholder must stay in the sys-
tem long enough and conduct themselves honestly to build 
a high reputation score.

We must classify nodes to perform different roles accord-
ing to their reputation score. The node selection procedure is 
shown in Algorithm 1. The execution flow of Algorithm 1 is 
to select the nodes with the highest reputation scores (lines 
2–8) for the higher authority layer. Along with reputation, 
we also use the value of identities in our algorithm, which 
implies that Vala stake their real identities rather than any 
other resources. For Vala , we will consider a small number of 
validators, so we can make a scalable system. The Hatn layer 
contains Ni with higher reputation scores and verified iden-
tity. The remaining nodes are grouped into clusters using 
a separate random selection procedure (lines 9–14). Each 
sub-layer cluster has a master node, which is chosen based 
on its reputation score. The master node oversees validating 
transactions and forwards them in a small block. In the case 
that the primary validator goes down or becomes unrespon-
sive, the cluster’s next highest reputation score node serves 
as a replacement. It is important to remember those node 
roles are not fixed. A higher authority node’s status changes 
as its reputation score change after its tenure. Consider a 
higher authority layer node, and it may become a validating 
or propagating node if its reputation score drops. A validat-
ing or propagating node may also become a higher authority 
node if its reputation score rises.

Algorithm 1 Algorithm of Selecting Consensus Nodes

1: procedure ConsNodeSELT(NodesN,AuthSTD)
2: AuthNodeLst(len(n)) ← 0
3: ClusLst(len(n)) ← 0
4: MasterNodesLst(len(n)) ← 0
5: for all i, n ∈ N do
6: AuthState ← AuthProcess(n)
7: if (AuthState = T ∧ getRepScr(n) > Repmin) then
8: AuthNodesLst(i) ← n
9: else

10: ClusLst(i) = Random(n /∈ AuthNodeLst)
11: end if
12: end for
13: for all i, nC ∈ ClusterLst do
14: MasterNodesLst(i) = Random(nC)
15: end for
16: end procedure
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3.6.3  Block confirmation

The steps for block confirmation are as follows:

• A node initiates a transaction ( Tnx, Sigc, Ts ), where Tnx is 
transaction, Sigc is the client’s signature and Ts indicates 
the timestamp.

• The cluster nodes receives and verifies Sigc and Ts . If the 
verification is successful, the transaction ( Tnx, Sigc, Ts ) cls 
is forwarded to the master node in the cluster, where cls is 
the signature of the cluster node.

• The transaction must be verified by the master node. It 
verifies that the cluster node’s signature is correct and 
that the transaction has not been registered in the block-
chain. As soon as the verification is completed, the trans-
action is signed ( Tnx, Sigc, Ts ) cls , m , where m is the master 
node signature.

• After signing, the transaction is pushed to the waiting 
pool. When there are a specific number of transactions 
in the pool, the master node packs each of them into 
a small block ( SmallblockTX ) m and broadcasts it to the 
same layer.

• After receiving (SmallblockTX)m , other cluster nodes 
verify the transactions included in the block. Upon 
successful verification, the master node receives 
CONSENT , (SmallblockTX)SL.

• The master node can send ( CONSENT , SmallblockTX
,SigSL)m to the higher authority consensus group. Where 
SigSL is all the signatures from subordinate nodes.

• There may still be some Tnx left in the pool after packing 
a small block; these Tnx will be verified first in the new 
round of consensus.

• After receiving a small block from Vals , the nodes in the 
authority layer must validate the signatures and transac-
tions of the small block.

• Once its verified, the higher authority nodes send an 
acknowledgment ( ACKaccepted, SmallblockTX auth to the 
subordinate nodes. In some cases, if verification fails, 
rejection ( ACKrejected, SmallblockTX auth is sent back to 
subordinates.

• The small blocks are put in chronological order after the 
verification is successful. A large block will be packaged 
and added to the blockchain after receiving a minimum 
of 10 small blocks.

Algorithm 2 presents the module for reaching a consensus 
on the verification of a block. Ni in our system are equally 
responsible for confirming Tnx throughout the entire block-
chain and work for hand in hand to boost system throughput. 
By distributing the transaction verification process to every 
node in the network, our approach enhances consensus per-
formance while lowering the workload on miners.

Algorithm 2 Algorithm of Reaching a Consensus

1: procedure ReachCons(MasterNodesML,AuthNodeAN)
2: SmallLst(len(SL)) ← 0
3: AuthSmallLst(len(SL)) ← 0
4: BlockChain ← 0
5: Block ← 0
6: for all i,m ∈ SL do
7: SmallLst(i) ← generateSmallBlock(m)
8: AuthSmallLst(i) ← SmallLst(i)
9: if thenAuthState ← AuthProces(AuthSmallLst)

10: AuthNodeLst(i) ← m
11: Block ← AuthState
12: BlockChain ← Block
13: end if
14: end for
15: end procedure
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4  Simulation and result analysis

4.1  Simulation design

The development of the proposed framework and all the 
results were obtained using Python 3.9 on a Windows 10 
computer with an Intel Core i7 processor running at 2.21 
GHz and 16 GB of memory in Visual Studio Code. Tradi-
tional PoW, DPoS, Ripple, PBFT and PoI consensus algo-
rithms were also simulated and their experimental results are 
compared with the RPoC algorithm in order to justify the 
experimental results. There are several options available that 
can be taken into consideration for implementing private and 
permissioned blockchains. Since high performance is a key 
need for our use case, we employ an x86–64 CPU system. 
Although it is technically possible to mimic the network 
using an i3 processor and 4GB of RAM, some components 
can be slower, but the ratio of benefits remains the same for 
our approach.

4.2  Result analysis

This section compares the experimental results of PoW, 
DPoS, Ripple, PBFT, PoI and RPoC consensus algorithms. 
The provided results are an average of 10 simulation runs. 
Throughput efficiency, latency and scalability are the three 
primary elements that we use to evaluate the performance 
of the RPoC consensus algorithm. 

1. Throughput: Throughput efficiency is expressed by TPS 
(Transactions Per Second), which can be measured by 
calculating how many transactions are completed w.r.t. 
time. It is used to measure how much processing a 
blockchain network is doing and how much scalability 
it has.

2. Latency: This measure is used to calculate the time it 
takes for a transaction to go from being sent to the net-
work to being written to the ledger. This metric is calcu-
lated by comparing the time transactions take from when 
they were submitted to the time they were validated and 
stored using their timestamps.

3. Scalability: This metric evaluates the algorithm’s capac-
ity to continue to perform properly when its size or vol-

Fig. 3  Average Throughput with a varying number of transactions

Fig. 4  Average Throughput of PoI, DPOS and RPoC with varying 
number of transactions

Fig. 5  Impact of the different number of transactions on latency

Fig. 6  Comparison of average latency among PoI, DPOS and RPoC
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ume is modified. The re-scaling is usually to a bigger 
size or volume.

4.2.1  Throughput

For measuring a system’s efficiency, throughput is an 
important performance indicator. Starting with the initial 
transaction deployment time, throughput is defined as the 
number of executed transactions per second, where the 
average throughput is the total throughput divided by the 
execution time. In this set of experiments, the TPS value 
of all algorithms was obtained and compared. The graph of 
the average throughput of consensus algorithms for various 
numbers of transactions is shown in Fig. 3. As the number 
of Tnx grows from 1 to 100, the average throughput of all 
algorithms grows. PoI, DPOS and the RPoC algorithms have 
the highest throughput under 100 Tnx , whereas PoW, PoC, 
PBFT and Ripple had the lowest. The average throughput 
of all algorithms drops after 1000 Tnx as the number of Tnx 
grows. Figure 4 presents a chart of the average throughput 
for DPOS, PoI and RPoC with varying numbers of Tnx . As 
the number of Tnx grows, RPoC’s average throughput always 
exceeds that of DPOS and PoI. The PoI algorithm’s TPS 
ranged between 6500 and 7000, while the DPOS algorithm’s 

fluctuated between 3000 and 5000 and the RPoC algorithm’s 
oscillated between 10400 and 95000.

4.2.2  Latency

Latency is a key metric for assessing a network’s perfor-
mance and determining an algorithm’s delays between 
nodes. A system with minimal latency is advantageous 
since it can return transaction processing results more 
quickly. For instance, the block processing time frame for 
the PoW algorithm is around 10 min, which means that a 
transaction is successfully written to the blockchain after 
an average waiting period of 5 min Laurence (2019).

In this test, we investigate the average latency perfor-
mance of all consensus algorithms with the same amount 
of Tnx s, ranging from 10 to 10000. When dealing with a 
limited number of Tnx , all algorithms have low latency. 
For instance, while there are 100 Tnx in the system, all 
algorithms have a low transaction processing latency, 
but as the number of Tnx grows, the latency increases, as 
shown in Fig. 5. In comparison to all other algorithms, 
PoW’s average latency dramatically increased after 100 
Tnx . PoW’s average latency when dealing with 10,000 Tnx 
is 1307.56 s, which is 900 times higher than RPoC. The 
RPoC algorithm offers a more consistent transaction pro-
cessing latency that does not vary significantly as the num-
ber of Tnx grows. We compared the PoI, DOPS and RPoC 
algorithms in Fig. 6 to gain a clearer understanding. DPOS 
has a lower latency of 1.7 s at 1000 Tnx , compared to 1.5 s 
at the same Tnx for RPoC. In terms of latency performance, 
the DPOS and RPoC algorithms are competitive. In con-
clusion, the PoW and RPoC algorithms have significant 
latencies, whereas the DPOS and RPoC algorithms have 
shorter latencies.

4.2.3  Scalability

Scalability allows a system to respond dynamically depend-
ing on the latest settings. The scalability of a distributed sys-
tem is determined by how the consensus mechanism allows 
for flexible joining and removal of nodes. The impact of 
increasing or decreasing the number of nodes during the 
operation of the consensus algorithm was investigated in the 
scalability test. Each system’s TPS and transaction latency 
was investigated with various numbers of nodes. This analy-
sis was applied to the PoI, DPOS and RPoC algorithms. 
Figure 7 shows the transaction processing performance of 
the system under varying numbers of nodes. It is obvious 
from the plot that the performance of the DPOS and PoI 
algorithms degrades with higher numbers of nodes. When 
there are 50, and 100 nodes in the system, the TPS values of 
the DPOS algorithm are around 4500 and 3500, respectively. 
PoI has a little better performance than DPOS. However, 

Fig. 7  Average throughput with the varying number of nodes

Fig. 8  Average latency with varying number of nodes among PoI, 
DPoS and RPoC
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with 50 and 100 nodes, our proposed algorithm outperforms 
8500 and 6900 TPS, respectively.

Figure 8 compares the average latency of the DPOS, PoI 
and RPoC algorithms with the same number of nodes. It is 
apparent that as the number of nodes increases, the average 
latency of each algorithm rapidly increases. The average 
latency for all three algorithms is identical for a set of 10 
nodes. But as the number of nodes grows, the latency starts 
to increase for both the DOPS and PoI algorithms. On the 
other hand, when the number of nodes is increased from 50 
to 100, the average latency of PoI and DPOS increases about 
2 times faster than that of RPoC. In this set of experiments, 
PoI, DPOS and the proposed algorithm all perform reasona-
bly well. The performance of the consensus algorithms is not 
greatly affected by the growth in the number of nodes. The 
DPOS algorithm was found to have low scalability, but the 
other two algorithms have relatively high scalability. In some 
cases, PoI and DPoS performance is close to RPoC. It should 
be noted that the PoI and DPoS protocols are lottery-based 
Consensus algorithms to encourage coin circulation. The 
two algorithms could be a perfect match for cryptocurrency 
use cases, where it is crucial to maintain coin circulation, 

instead of keeping them in a hoarded state. However, in the 
use case of the supply chain, trust in the network is highly 
desired.

4.3  Model validation

In the previous section, we compared our RPoC algorithm to 
the conventional consensus algorithm; however, to evaluate 
against proof of reputation consensus algorithms, we chose 
to test and validate the proposed RPoC against the Proof-
of-X-Repute (PoXR) algorithm Wang et al. (2020). PoXR 
proposes a consensus mechanism that relies on the reputa-
tion of a system’s nodes to lessen the difficulty of reaching 
PoX consensus in a public chain. In terms of how they work, 
the proposed RPoC and PoXR are polar opposites. RPoC 
is purely based on reputation scores, whereas POXR, like 
PoW, uses a mainstream protocol with a reputation layer. In 
PoXR, the likelihood of receiving the next honest block rises 
with an increase in reputation, making the process iterative. 
Furthermore, PoXR has issues with privacy preservation as 
each user protects their identity, which allows them to avoid 
being punished for malicious behavior.

In order to provide validation for the RPoC algorithm and 
an unbiased comparison, both algorithms are evaluated in 
the same setting (public network). We compared both mod-
els in terms of throughput and security. We compare the 
average throughput performance of both consensus algo-
rithms with the same number of Tnx s, ranging from 10 to 
10000. Figure 9 shows the throughput performance com-
parison. Note that, unlike PoXR, RPoC does not require 
resources to mine a block.

Table 4 summarizes the important conclusions from the 
comparison of PoXR and the proposed RPoC in terms of 
attack resistance. In conclusion, our method works satisfac-
torily in terms of security and outperforms PoXR consider-
ably in terms of throughput efficiency.

5  Security analysis

In this section, we investigate the security of RPoC against 
the variety of malicious attacks described in section 3.5. We 
assume that state-of-the-art secure encryption mechanisms are 
in place and that Atk will not be able to crack them. Below, we 
look at different types of threats:

5.1  Safety and liveness

To demonstrate the consensus algorithm’s BFT characteristic, 
we should first prove the algorithm’s safety and liveness. In 
RPoC, attackers cannot use their mining power to break the 
system; instead, they must develop a reputation and thereby 
contribute to the blockchain.

Fig. 9  Average latency comparison between PoXR and RPoC algo-
rithms

Table 4  Attack resilience

Attacks POXR RPoC

Liveness ✓ ✓

Selfish mining attack ✓ ✓

Denial of services attack ✓ ✓

Double spending attack ✓ ✓

Sybil attack ✓ ✓

51% attack ✓ ✓
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An attacker could never be among the top reputed miners in 
a network where there are trustworthy miners Vala . For exam-
ple, if the number of trustworthy miners is great enough, they 
all have a reputation score. However, an outside attacker who 
does not have a reputation score can never become a member 
of the consensus group. Therefore, the system’s safety and 
liveness are always assured.

5.1.1  Double spending attack:

When Atk tries to do a second Tnx with the same data that 
was already confirmed on the network, this is known as 
a double-spend attack. It assumes that Atk uses a double 
spending attack to transfer the same resource to two nodes 
in the network.

Defense: In RPoC, storing new blocks does not require 
solving a challenge or expending resources, it is predicted 
that a large number of validators will work in parallel. 
Since RPoC has two consensus layers, the network’s large 
participating nodes will eventually recognize the double 
spending attack. Secondly, the blockchain’s distributed 
nature itself prevents double spending attacks. Because 
all Tnx are broadcast, validators will eventually receive 
blocks containing the double spend Tnx and will be able 
to detect them during block verification. In this situation, 
Atk is removed from the validators list and node details are 
sent to CA, preventing them from rejoining the network.

5.1.2  Attacks in consensus groups

Assume those malicious nodes present across both layers 
that control the block generation and validation processes.

Defense: When the number of Atk in a cluster is less 
than 1/3, this consensus cluster has no effect on the gen-
eration of correct blocks. When the proportion of Atk in a 
subordinate cluster approaches 2/3, the Atk have the abil-
ity to package a fabricated mini-block. In this case, the 
higher authority nodes will create the correct large block, 
and then the fabricated mini-block will be recognized and 
excluded from large blocks, and the subordinate cluster 
will be eliminated from the cycle after a certain amount of 
time. Consider that the ratio of Atk in the higher authority 
layer, which is responsible for appending blocks to the 
blockchain, is greater than 1/3. No matter how many fake 
mini-blocks are received, our proposed consensus protocol 
will only include correct mini-blocks. This is supported 
by the fact that our protocol takes reputation into account 
when selecting block validators and creating blocks.

In addition to increasing liveness, RPoC is designed in 
such a way that it guarantees fairness by default, owing to 
its randomized validator selection process. Furthermore, 
RPoC distinguishes between safety, which is based on the 

reputation scores of the validators and liveness, which is 
determined by the framework.

5.1.3  Sybil attack:

Sybil Attack is a sort of threat in which a Atk in the net-
work deliberately operates several identities to compro-
mise the legitimacy of reputation systems.

Defense: As previously stated, RPoC is a two-layer 
consensus mechanism in which Ni work together with a 
CA. Every node that wishes to join the network requires a 
unique id issued by the CA. Furthermore, Vala are required 
to provide documents in order to identify themselves, and 
their true identities are visible to the entire network and are 
at stake; if they engage in any malicious conduct and are 
exposed, they will be unable to rejoin the network and will 
lose their reputation in the business community. As a result, 
RPoC defends against this attack. Furthermore, let’s assume 
that Atk has the ability to generate several accounts. How-
ever, each time the Atk starts a new account, it will be given 

Fig. 10  Block creation with 20% Malicious nodes

Fig. 11  Block creation with 45% Malicious nodes
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a low default reputation score. With a lower reputation score 
per account, the Atk becomes non-competitive.

5.1.4  Denial‑of‑service attacks:

In order to disrupt the operations of a targeted network node 
and make it unavailable, Atk sends a high number of Tnx to 
block it.

Defense: It is feasible to protect against this attack using 
the RPoC mechanism: As block generation rights can only 
be assigned to nodes that can withstand DoS attacks since 
network nodes are pre-authenticated. In the case of when 
a validator is offline for an extended period of time, it can 
be removed from the validating node list. RPoC safeguards 
against this attack while also taking advantage of the block-
chain’s distributed nature.

5.1.5  Under 51% attack

The 51% attack demands that Atk gains control of 51% of 
nodes in the network.

Defense: Getting control of the nodes in a permissioned 
blockchain network is far more challenging than controlling 
nodes in a public blockchain network. In a permissioned 
setting, the adversary cannot control the majority of nodes. 
Hence the honest majority assumption holds.

To further evaluate our algorithm and analyze the 
behavior of existing protocols, we ran a set of experiments 
with a proportion of malicious nodes in the network. For 
the experiments, we have two scenarios: one with 20% 
malicious nodes and the other with 45% malicious nodes in 
the network. We did not take 51% proportion into account 
due to the fact that, in a permissioned ledger, malicious 
nodes can not control the majority of nodes, as described 
above. Figures 10 and 11 depict the presence of malicious 
nodes in the network. Existing consensus protocols focus 
on computational capacity, simple selection algorithms 
or voting for selecting a validator node without taking 
reputation into account. Therefore, if a malicious node is 
chosen as a validator, it will generate a block, solve the 
cryptographic puzzle and broadcast the block for valida-
tion to others. Other nodes will validate the hash values 
and keys of the produced block and validate the blocks, 
disregarding the block creator’s reliability. These find-
ings demonstrate that as the number of malicious nodes 
increases, all existing algorithms’ resiliency declines. On 
the other hand, the results show that no matter how many 
malicious nodes are present in the network, the proposed 
RPoC will only publish valid blocks to the ledger. This 
occurs because RPoC takes reputation into account when 
selecting validators for both layers. Along with that, the 
generation of blocks in our protocol does not rely solely on 
a single validator. Consider the scenario where a malicious 

node gains a high reputation score by remaining honest for 
a long time and so is then able to become a master node 
in a subordinate layer. Further, assume that that node then 
generated incorrect/fake mini blocks; our higher authority 
layer’ validators would then not allow that mini block to 
be included in the ledger.

Fault tolerance The capability of a design to resist the 
failure of one of its nodes is a part of what is referred to as 
fault tolerance. Since validators are in charge of storing new 
blocks, their failure might compromise an algorithm’s fault 
tolerance. Multiple validators work together in our approach 
to append blocks at the higher authority node layer, increas-
ing the process’s fault tolerance. These validators are cho-
sen at random based on their reputation scores and willing-
ness to put their identities at stake, and they change over 
time to maintain the system’s fairness. For the subordinate 
node layer, if any master node in a cluster fails, the algo-
rithm chooses a high-reputation node in the same cluster to 
immediately resume the verification process, as mentioned 
in Sect. 3.6.1. As a result, a master node’s failure has little 
influence on the transactions in that consensus cluster. This 
consistency, in terms of safety and liveness across the layers, 
leads to network reliability.

6  Conclusion

With the right consensus algorithm, blockchain technol-
ogy can assist stakeholders in managing an SCM more 
effectively. Scalability, low latency, high throughput and 
decentralization are desirable characteristics of a success-
ful consensus algorithm and directly impact a blockchain’s 
performance. However, many existing blockchain consen-
sus protocols are incompatible with SCMs. In this paper, a 
new consensus algorithm, namely Reputation based proof 
of cooperation (RPoC), is proposed for blockchain-based 
SCM that does not involve validators to solve any math-
ematical puzzle before storing a new block. The RPoC algo-
rithm is an efficient and scalable consensus algorithm that 
dynamically selects the consensus node and permits many 
nodes to participate in the consensus process. The algorithm 
decreases the workload on individual nodes while increas-
ing consensus performance by distributing the transaction 
verification process to every node. Furthermore, this paper 
highlights some current blockchain consensus algorithms 
and compares them to the proposed algorithm. Rigorous 
experiments against those existing consensus algorithms 
show the efficacy of the RPoC consensus algorithm in terms 
of TPS, latency and scalability.

However, the proposed methodology has the following 
limitations: According to the well-known "blockchain scal-
ability trilemma," it is impossible to create consensus algo-
rithms that simultaneously accomplish security, scalability 
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and decentralization. Due to the fact that we treat nodes 
differently based on their trust values, we cannot ensure 
complete decentralization. Our proposed framework also 
lacks detailed access control and identity management 
components, which are necessary to implement a practical 
reputation-based system effectively.

To sum up, we want to highlight that the content of this 
paper is not just limited to the RPoC incentive mechanism. 
In terms of economics, incentive design is a component that 
builds on the value proposition of a platform and constructs 
the system for which a platform’s tokens will be built. In the 
future, we intend to work on the economics of blockchain-
based SCM, to add a credit incentive mechanism to consen-
sus nodes.
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