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Abstract

Artificial Intelligence techniques based on Machine Learning algorithms, Neural Networks and Naive Bayes can optimise
the diagnostic process of the SARS-CoV-2 or Covid-19. The most significant help of these techniques is analysing data
recorded by health professionals when treating patients with this disease. Health professionals' more specific focus is due
to the reduction in the number of observable signs and symptoms, ranging from an acute respiratory condition to severe
pneumonia, showing an efficient form of attribute engineering. It is important to note that the clinical diagnosis can vary
from asymptomatic to extremely harsh conditions. About 80% of patients with Covid-19 may be asymptomatic or have few
symptoms. Approximately 20% of the detected cases require hospital care because they have difficulty breathing, of which
about 5% may require ventilatory support in the Intensive Care Unit. Also, the present study proposes a hybrid approach
model, structured in the composition of Artificial Intelligence techniques, using Machine Learning algorithms, associated
with multicriteria methods of decision support based on the Verbal Decision Analysis methodology, aiming at the discovery
of knowledge, as well as exploring the predictive power of specific data in this study, to optimise the diagnostic models of
Covid-19. Thus, the model will provide greater accuracy to the diagnosis sought through clinical observation.

Keywords Covid-19 - Machine learning - Verbal decision analysis - Hybrid model - Medical diagnostic optimization -
Decision support systems

1 Introduction Since then, more than 160 million cases of Covid-19 have

been reported worldwide, with characteristics of Severe
The Covid -19 pandemic has increased dramatically = Acute Respiratory Syndrome by Coronavirus two infec-
since the first reported cases in China in December 2019  tion (SARS-CoV-2). They were also causing more than
(Aggarwal 2018; World Health Organization 2020). 3.3 million deaths. The news in this context is that more
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than 1.38 million people in the world have already been
vaccinated (Johns Hopkins University2021). The disease
spectrum can range from asymptomatic infection to severe
pneumonia with Acute Respiratory Distress Syndrome
(ARDS) and death. The estimated incubation period is up
to 14 days from the time of exposure, with an average
incubation period of 4-5 days (Cao et al. 2020; Kucharski
et al. 2020; Lauer et al. 2020). Anyone who has symp-
toms consistent with Covid-19 should be tested for SARS-
CoV-2 infection (Liang 2020).

In a report on more than 373,000 confirmed Covid-
19 cases with reported symptoms in the United States,
70% of patients experienced fever, cough, shortness of
breath, 36% had muscle aches, and 34% reported head-
aches (Stokes et al. 2020). Other reported symptoms have
included, but are not limited to, diarrhoea, dizziness, rhi-
norrhea, anosmia, dysgeusia, sore throat, abdominal pain,
anorexia, and vomiting. More accurate clinical diagnoses
and more effective treatments have driven computational
methodologies based on Artificial Intelligence (A.L).
Activities such as remote monitoring, telemedicine, symp-
tom association, epidemiological status alerts, exchange of
clinical information, analysis of test results and treatment
recommendations can use the A.I. The ability of machines
to perform complex tasks and make decisions indepen-
dently can improve outcomes be more efficient in estab-
lishing diagnoses and implementing treatments.

Algorithms based on Machine Learning (ML), one of
the fields of A.I. study, have transformed medicine and its
use, resulting in benefits for patients, doctors, and health-
care managers. Artificial Intelligence can help guide medical
analysis, aiming to solve decision-making problems more
realistically using relevant criteria and evaluation of sev-
eral symptoms and risk factors, such as those existing in
the cases of Covid-19. The early detection of the disease is
essential to prevent the spread of the SARS-CoV-2 and the
correct treatment in the initial phase, avoid the evolution of
the cases, perform systematic monitoring in each stage of
the disease, and improve the chances of hospital discharge.
It is essential to highlight that the clinical diagnosis can vary
from asymptomatic infections to extremely severe condi-
tions. Within the database of the present study, approxi-
mately 80% of patients with Covid-19 were asymptomatic
or had mild symptoms. Of the 20% of cases that presented
moderate and severe symptoms, 43% required hospital care
due to breathing difficulties, and 56% needed ventilatory
support inside or outside the ICUs.

Additionally, to diagnose Covid-19, the association of the
following signs and symptoms should be evaluated: fever,
cough, dyspnea, runny nose, respiratory distress, sore throat,
loss, or reduction of smell and or taste. Other risk factors
are also observed, such as chronic cardiovascular diseases,
myalgia, gastrointestinal disorders, diabetes mellitus and
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dyspnea. Its most common transmission is contact with
another person who already has the virus through droplets
of saliva and respiratory secretions.

Given the above, it is essential to emphasise that the pre-
sent study proposes a hybrid approach model, structured
in the juxtaposition of Artificial Intelligence techniques
associated with the methodology of multicriteria decision
analysis (MCDA). Regarding A.I., Machine Learning algo-
rithms were used by the study. The choice for ML was due
to its great potential in generating knowledge from large
databases (Andrade et al. 2021b). In turn, about the MCDA
methodology, the study was based on Verbal Decision Anal-
ysis methods, such as Ordinal Classification (ORCLASS)
and ZAPROS-IIIi (Andrade et al. 2021a). The use of VDA
is related to the need for decisions that involve subjective
knowledge used in qualitative choices. Thus, the model
proposed in this research aimed to discover expertise and
explore the predictive power of study-specific data from a
large set of well-defined information to optimise Covid-19
diagnostic protocols. In addition, the model provides greater
accuracy to the diagnosis sought through clinical observa-
tion as a result.

The article is organised as follows: in addition to the
Introduction Section, Sect. 2 presents details of the meth-
ods that make up the proposed model of this study. Next,
the relationship between symptoms and diagnoses of the
International Classification of Diseases (ICD) is presented in
Sect. 3. In turn, in Sect. 4, the application of Verbal Decision
Analysis methods is explained in detail. In Sect. 5, the analy-
sis and results of the study are discussed. Finally, in Sect. 6,
the conclusions are presented, and some future works related
to the theme of this research are proposed. Additionally, the
study shows the research limitations in the brief Sect. 7.

2 The model structure proposed

The construction of the proposed model used in this research
used Verbal Decision Analysis (VDA) methods associated
with Machine Learning (ML) techniques. Through VDA,
the main criteria and respective alternatives were defined to
formulate a questionnaire submitted to health professionals,
aiming at a valuable validation of the model. Figure 1 shows
the operation process of the model proposed for this study. In
line with similar research, (Andrade et al. 2021a) conducted
a study to obtain the main characteristics for the diagnosis
of autism, as well as proposed a comparative study between
ML algorithms and a hybrid model with Verbal Decision
Analysis applied to the diagnosis of autism and optimisation
of medical expertise (Andrade 2020).

The present research used the quantitative research
method based on the responses to the questionnaire on
Covid-19, which had been submitted to evaluate health
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Fig. 1 Process of functioning of the proposed hybrid model structure

professionals. In addition, a qualitative approach was used to
interpret the results of the mentioned assessments in the con-
text of the effects of treatments applied to patients infected
with SARS-CoV-2 in hospitals in Brazil. In the following
subsections, there is a summary of the methods and tech-
niques used in this research.

2.1 Machine learning

Considered a subset of Artificial Intelligence, Machine
Learning allows a machine to have complete autonomy
and control to learn on its own from previous data. Tom M.
Mitchell, the principal exponent in ML, explains: “Machine
learning is the study of computer algorithms that allow com-
puter programs to improve with the experience” (Turban
et al. 2011; Mitchell 2011) automatically. Machine Learn-
ing leads to Artificial Intelligence and depends on working
with data sets, examining common patterns, and exploring
complaints (Begenilmis and Uskudarl 2018; Mitchell 1997).
The learning of the algorithms happens autonomously over
time, according to the analysis of the training data. Its prin-
cipal function is to guide computers to learn independently
to improve their performance in the face of specific problems
(Wilmott 2019).

Moreover, Machine Learning can recognise and extract
patterns from a large volume of data with its learning char-
acteristics, thus building a learning model. This learning
is based on observing data, such as examples, direct expe-
rience or instruction. Once learning is done, it is possible
to perform complex and dynamic tasks, predict more accu-
rately, react in different situations, and behave intelligently
(Delsentoth et al. 2020). According to well-defined objec-
tives and known results, this study chose to use the Super-
vised Machine Learning methods to obtain knowledge and
classification, identify trends and even predict outcomes
based on historical data.

of COVID-19

need for post-COVID-19

Online survey application treatment

2.2 Machine learning algorithm considerations:
logistic regression

Logistic Regression (L.R.), also known in the literature as
logit regression, maximum-entropy classification (Max-
Ent) or log-linear classifier, is a Machine Learning algo-
rithm for classification problems and predictive analysis
based on the concept of probability and used to assign
observations to a discrete set of classes (Begenilmig and
Uskudarl 2018; Hosmer and Lemeshow 2013). L.R. is one
of the most popular AM algorithms for binary classifi-
cation, given a set of independent variables to predict a
binary result (1/0, Yes/No, True/False). It has simple com-
plexity, and its application is successful in several areas,
such as medicine, finance, and economics. In this model,
the probabilities that describe the possible results of a sin-
gle trial are modelled using a logistic function: a logical
relationship between a dichotomous response variable and
a series of numerical explanatory variables (continuous,
discrete) “and”/“or” categorical.

Logistic Regression is a type of linear regression,
when the result variable is categorical, in which the log
of probabilities is used as a dependent variable. In simple
words, it predicts the probability of an event occurring
by adjusting data to a logit function (Hilbe 2016; Pant
2019). The algorithm makes various assumptions, such as
independence responses (logits) at all subpopulation lev-
els, where the explanatory variable is usually distributed.
The variance is constant between the reactions and all the
explanatory variable values. Intuitively, a transformation
for the response variable is applied to produce a continu-
ous probability distribution over output classes bounded
between 0 and 1; this transformation is called the “logis-
tic” or “sigmoid” function, where “z” corresponds to the
logarithmic probabilities divided by the logit (Hoffman
2021). A logistic function or logistic curve is a standard
S-shaped curve (sigmoid curve) with the equation (Bacaer
2011):
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L

S0 =

X, = x value of the sigmoid midpoint,L = maximum value of
the curve,k = the logistic growth rate or slope of the curve.
L.R. is more of a classifier than a regression technique
despite the name. Also, it is especially true in the scientific
field, in medicine or the psychosocial sciences, where the
focus is on prediction and explanation (Shmueli 2010).

2.3 Machine learning algorithm considerations:
random forest

The random forest consists of random decision trees capa-
ble of predicting the expected values of regressions and
classifications. Since its publication in 1996, the Breiman
model (Breiman 1996) has become an important data anal-
ysis tool, quite versatile and with few adjustment param-
eters. The method is generally recognised for its precision
and ability to handle small sample sizes, large resource
spaces and complex data structures (Scornet et al. 2015).
Several practical issues have successfully involved Ran-
dom Forest, for example, air quality forecasting, chemoin-
formatics, ecology, 3D object recognition and bioinformat-
ics. Many have proposed valid variations on the original
algorithm to improve calculation times while maintaining
good forecasting accuracy. Breiman's Random Forests
were also extended to quantile estimation, survival analy-
sis, and ranking forecast (Scornet et al. 2015). Theoreti-
cally, the analyses are less conclusive, and, regardless of
their extensive use in practical contexts, little is known
about the mathematical properties of Random Forests.
Most studies have focused on isolated parts or simplified
versions of the procedure. The most famous theoretical
result is Breiman (1996), which offers an upper limit to the
error of generalising forests in terms of the correlation and
strength of individual trees. A critical step proposed by
Jeon and Lin established lower limits for non-adaptive for-
ests, independent of the training set (Jeon and Lin 2006).

The main computational procedures embedded in this
algorithm are bagging and the criterion for classification
and regression trees (CART) (Breiman et al. 1985). Bagging
consists of a general aggregation scheme that generates sub-
samples of the original data set, building a predictor for each
resampling and deciding on the mean. It improves unstable
estimates, especially for extensive data and large data sets.
In turn, the CART algorithm and its CART-split derivative
are used to construct individual trees to choose the best cuts
perpendicular to the axes. The best amount is selected in
each tree node, optimising the CART split criterion based
on the notion of Gini impurity (classification) and quadratic
regression error (Breiman et al. 1985). Scornet, Biau and
Vert studied some asymptotic properties of the Breiman
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algorithm in additive regression models. They proved the
consistency of Random Forest, which provides a first basic
theoretical guarantee of efficiency for this algorithm. This
finding was the first consistent result for Breiman’s original
procedure. The approach was based on a detailed analysis
of the cell behaviour generated by selecting the CART-split
as the sample size increased. The study also showed that
Random Forest could adapt to a sparse structure when the
dimension is large, but only a smaller number of coordinates
makes the information.

The general structure consists of the regression in
which a random input vector X € [0, 1]P is observed—with
“p” being the dimension of the vector. The objective is to
predict the integrable random response square Y € R by
estimating the function of regression m(x) = E[Y|X = x].
Therefore, it is assumed that the training sample is given by
D, = (X..Y,),....(X,.Y,)del0,1” X R, independently dis-
tributed as the independent pair (X, Y). The objective is to
use the data set D, to construct an estimate m,, : [0,1]” - R
of the function “m”. Thus, it is said that an estimated regres-
sion function m, is consistent if E[mn(X) - m(X)]2 — 00
where the expectation E is more significant than X and D,
(Scornet et al. 2015). A random forest is a predictor that
consists of a collection of M trees of random regression.
For the j-th family tree, the predicted value at query point
x is indicated by, m, (x, ©,,D, ), where ®,, ..., ©,, are inde-
pendent random variables, distributed as a generic random
variable ® and independent of D,. The trees are combined
to form the finite estimate of the forest (Scornet et al. 2015).

M
My (£,01,...,0y,D,) = Al/lzjzlmn(x,G)j,Dn) €))

Since one can choose, in practice, M as large as possible,
Scornet, Biau, and Vert (2015) demonstrated the property
according to which the infinite forest estimate obtained as
the limit of Eq. (1) is verified as follows when the number of
M trees grows to infinity (Scornet et al. 2015):

m, (x:D,) = Eg[m, (x.©.D, )]

where Eg denotes expectation concerning the random
parameter O, conditional on D,. The law of large numbers,
which states that it almost certainly depends on D,,, justifies
this operation (Scornet et al. 2015):

Jim My (6501, ...,0,,,D,) = m, (x:D,);

See Breiman (Breiman 1996) for more details. From now
on, to simplify the notation, m,(x) will be written instead
of m,, (x;D,) (Scornet et al. 2015). In the original forests of
Breiman (1996), each node of a single tree is associated
with a hyper rectangular cell. At each stage of the tree's
construction, the set of cells forms a partition [0, 1]°. The
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tree's root is [0, 1]P itself, and each tree grows, as explained
in Algorithm 1. This algorithm has three parameters (Scor-
net et al. 2015):

(1) m,, € {1,...,p}, which is the number of preselected
directions for the tree’s dividing.

(2) a, € {1,...,n}, which is the number of data points sam-
pled in each tree.

(3) t, €({l1,...,a,}, which is the number of leaves in each
tree.

By default, in the original procedure, the parameter m,,,,
is set to p/3, a,, is set to n (resampling is done with substi-
tution) and ¢, = a,. However, resampling is done without
replacing this approach, and the parameters a, and ¢, may
differ from their default values (Scornet et al. 2015). The
algorithm works by growing M different trees as follows: For
each tree, data points are drawn at random without replacing
the original data set; then, in each cell of each tree, a divi-
sion is chosen maximising the CART criterion; finally, the
construction of each tree is interrupted when the total num-
ber of cells in the tree reaches the value ¢,. Therefore, each
cell contains exactly one point in the case ¢, = a,, (Scornet
et al. 2015).

2.4 Machine learning algorithm considerations:
naive bayes

Bayesian networks can be applied to classification problems
using Bayesian classifiers. The simplest Bayesian Network
structure constitutes a classification algorithm called Naive
Bayes, also known as the Bayesian classifier with k-depend-
ency and the structure of Simple Bayesian Networks with
K-Dependency (Castro et al. 2011; Sahami 1996). There-
fore, Naive Bayes is a simple probabilistic algorithm based
on Bayes’ theorem. This algorithm uses training data to
form a probabilistic model based on the evidence of spe-
cific characteristics in an extensive database. The algorithm
assumes independence between the model's features, imply-
ing the absence of relations between a given quality and the
other attributes in the database. A Naive Bayes classifier
is structured in the calculation of the posterior probability
distribution P(YIX), where Y = (yl,yz, ...yk) is the ran-
dom variable to be classified presenting “k” categories and
X= (xl y Xoy oo ,xp) is a set of “p” discrete explanatory vari-
ables. For the calculation of conditional probability P(YIX),
this method assumes probabilistic independence between the
explanatory variables, facilitating the application of the tech-
nique computationally, the result of this calculation being
obtained by the following formula:

i=1

P
P<Y=yk|x1,...,xp aP(Y:yk)HP(xi|Y=yk)>

Therefore, a Naive Bayes classifier calculates the prob-
ability that a given observation belongs to each category and
classifies that observation in the most appropriate variety.

2.5 Machine learning algorithm considerations:
neural networks

Artificial neural networks are Machine Learning techniques
that simulate learning in biological organisms. The human
nervous system contains cells, which are referred to as neu-
rons. Synapses connect the neurons. The strengths of synap-
tic connections often change in response to external stimuli.
This change is how learning takes place in living organisms.
This biological mechanism is simulated in artificial neural
networks containing neurons or “perceptrons” units. Neu-
rons are connected employing weights, which play the same
role as synaptic connections in biological organisms.

Neural Networks have some advantages over traditional
Machine Learning. The first advantage is that Neural Net-
works provides a top-level abstraction to express semantic
insights about data domains through architectural design
options in the computational graph. The second advantage
is that Neural Networks offer a simple way to adjust the
complexity of a model, adding or removing neurons from
the architecture according to training data or computational
power availability. In the recent success of Neural Networks,
the increased availability of data and the processing power
of modern computers have exceeded the limits of tradi-
tional Machine Learning algorithms. The performance of
conventional Machine Learning sometimes remains better
for smaller data sets due to more options, more accessible
interpretation of the model under analysis and the tendency
to create hand-interpretable resources incorporating domain-
specific perceptions. With limited data, the best of a wide
variety of models in Machine Learning will generally out-
perform a single class of Neural Networks models.

As for the type of learning, Neural Networks can be cat-
egorised as follows: Supervised Learning, Unsupervised or
Hybrid Learning.

2.6 Verbal decision analysis methods

Verbal Decision Analysis (VDA) is an approach introduced
in 1997 by Larichev and Moshkovich (1997, 1994, 1995).
VDA seeks to express the decision-maker’s assessments
and preferences verbally and qualitatively. In this approach,
natural language forms the questions, and verbal evaluations
include the scales of criteria (Machado et al. 2014).

@ Springer
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Table 1 Primary symptoms and
risk factors identified by logistic
regression source: (Andrade

Principal symptoms of COVID-19

Principal risk factors of COVID-
19

et al. 2021b) Saturation below 95%

Sore throats
Loss of smell
Fatigue
Abdominal pain

Vomit Immunodeficiency
Respiratory discomfort
Cough

Fever

Chronic kidney disease
Diabetes mellitus
Chronic cardiovascular disease

Dyspnoea

2.6.1 The ZAPROS method family

ZAPROS consists of Russian words meaning “locked pro-
cedures close to reference situations”. The first version
added the creators’ first names initials “L.M.” (Larichev
and Moshkovich) to the name, forming ZAPROS-LM
(Larichev and Moshkovich 1995). This method is des-
tined to aid in resolving problems that need to classify
and sort a large number of alternatives with sets capa-
ble of changing the decision rules. The ZAPROS method
presents the decision-maker's preferences by comparing
hypothetical alternatives pairs of any set close to so-called
“landmarks”: the better or worse possible values. These
alternatives compose only two criteria, and the decision-
maker must indicate the preference for one of the indiffer-
ences among both.

O method evaluates information’s consistency through
the preferences’ transitivity and compares it to the same
criteria values at two landmarks. As a result of these com-
parisons' complete set, the Joint Ordinal Scale (JOS) is
formed in the scope of the criteria. This scale sorts the
different criteria and is not linked to a specific set of alter-
natives. Therefore, the Joint Ordinal Scale (JOS) enables
partial comparisons of natural alternatives pairs. These
form the basis for partisan sorting of valid alternatives
and constitute the ZAPROS method’s focus (Larichev and
Moshkovich 1995).

2.7 Orange canvas framework considerations

The present study used the Orange Canvas framework
to obtain the best possible results when comparing the
algorithms referenced in this work. Demsar et al. (2013)
designed a framework called Orange, whose structure con-
sists of a set of machine learning and data mining tools
for data analysis using Python coding language scripts,
in addition to visual programming. Orange is aimed at
experienced users and programmers, students, and data
scientists who constantly use data mining techniques.
This framework is based on the C + + language; however,
it allows code developers to work with Python. In addi-
tion, (Andrade et al. 2021b) used Machine Learning (ML)
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Table 2 Results—cases of hospital discharge

Model  Train Time(s)  Test time (s)  Classification Precision
Accuracy

LR 5.395 0.357 0.615 0.604

NN 186.241 0.732 0.595 0.576

RF 2.118 0.604 0.587 0.564

NB 0.319 0.127 0.181 0.317

Table 3 Results—cases of death

Model  Train time (s)  Test time (s)  Classification Precision
Accuracy

LR 8.073 0.401 0.622 0.585

RF 2.594 0.661 0.576 0.550

NN 230.880 0.900 0.571 0.553

NB 0.502 0.079 0.311 0.529

algorithms and their concepts through the Orange tool in
a data volume of 51,560 (fifty thousand five hundred and
sixty) Covid-19 cases registered in Brazil by “SIVEP
Influenza—Sistema de Epidemiological Surveillance of
Influenza”. This study classified the main symptoms and
risk factors from a minor symptomatic perspective, identi-
fied by the Logistic Regression algorithm when applied in
the SIPEV database. Table 1 presents these main symp-
toms and risks.

Using the Orange tool, with the same data as the study
to obtain symptoms and risk factors, the Neural Networks
algorithm was added to analyse its performance concern-
ing the others used in the previous study.

2.8 Performance analysis

The authors made some comparisons using the software
Orange, between the Logistic Regression (L.R.), Random
Forest (R.F.), Naive Bayes (N.B.), and Neural Network
(N.N.) algorithms to identify which could improve, for
example, in the list of symptoms or even in the performance
and precision in obtaining this data. The proposed model
was refined from several test bases, one for each learning
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cycle. The origin of each test base of each cycle counted on
the exploration of a large and varied amount of data struc-
tured in rows and columns. In this way, it is understood that
there is no trend bias in the model, given the magnitude and
variety of the data source for each test base. In addition to
the test cycles, there is a horizon based on the experience
and common sense of the professionals who validated the
model. The metrics presented in Tables 2 and 3 show the
best performing Logistic Regression algorithm in almost
all measures, concerning Neural Network, Random Forest,
and Naive Bayes. Additionally, it offers a better Classifi-
cation Accuracy (C.A.,) indicating that many are correctly
classified among all the classifications of Covid-19 cases
performed.

Finding an algorithm with better performance is very
relative, according to the idea of The No Free Lunch theo-
rem for supervised algorithms (Wolper April 1997). After
completing the comparison of the algorithms, we chose to
follow the studies with the same symptoms and risk fac-
tors previously classified by Logistic Regression, Table 2,
because even in comparison with Neural Networks (algo-
rithm included in this study), it presented the best accuracy
and precision above the studied data.

3 The relationship: symptoms, international
classification of disease and possible
sequelae

The International Classification of Disease (ICD) was
obtained through the identified symptoms and risk factors,
referring to each (ICD 2019). Based on these ICDs, the
authors prepared a table, with the help of a health profes-
sional, containing the symptoms, risk factors, their related
ICDs and the possible sequelae or need for post-Covid-19
treatment, as shown in Fig. 2 and Fig. 3.

3.1 Application phase

Through the identified symptoms and risk factors, the Inter-
national Classification of Disease (ICD) was obtained from
the collection of data from Fig. 3 and Fig. 4. The evaluation
criteria were defined according to the chapter of the manual
of the International Classification of Functioning, Disabil-
ity and Health—ICF (World Health Organization 2001),
using the broadest classification of the category (chapter),
as shown in Table 4. Each criterion is registered to consider
the recurrence of the symptom or risk factor, with possible
sequelae or need for treatment related to the analysed crite-
rion. Also, Table 4 below shows the qualifiers that specify
this recurrence.

Health professionals created an online survey to validate
the symptoms identified by the machine learning algorithm

J96 Respiratory failure, not elsewhere classified 1 - Long-term Damage To Your Lungs /2 -
el P e P AT AT Chapter X Pulmonary Rehabilitation, Which Includes Exercise
| | saturation : die resplratory e = P . - . Therapy, Education, And C ling. /3 -
Below 95% ) 3 : (‘":S;;)n Dl e/l Lo Continuous Help With Your Breathing / 4 - Develop
J96.1 | Chronic respiratory failure An Abnormal Heart Rhythm / 5 - Stop Breathing / 6
- Slip Into A Coma. 7 - Pulmonary Fibrosis
Chapter XVIII
- Symptoms, signs and abnormal clinical and .
2 | Sore Throats | R07 Pain in throat and chest Iahoratnr_v’ﬁndi.ngs, not elsewhere classified 1 - Pneumonia
(R00-R99)
R43 Disturbances of smell and taste Chapter XVIIT
Symptoms, signs and abnormal clinical and .
S)|[loaslalEmell R43.0 | Anosmia Inlmrxtnry’ﬁndings, not elsewhere classified 1 Semsitiviy.CRauges
(R00-R99)
Chapter XVIII
. . . Symptoms, signs and abnormal clinical and 1 - Strength / 2 - Muscle Weakness / 3 — Depression /
4 | Fatigue RS3 Malaise and fatigue Iahoratnr_v’ findings, not elsewhere classified 4 — Anxiety / 5 - Cognitive Changes
(R00-R99)
R10 Abdominal and pelvic pain Chapter XVIII - Rei Wi " _
Abdominal Symptoms, signs and abnormal clinical and E .Bemg Prnstrnt.e ez i T I.3 Dok
5 : S o b " g Being Able To Drink Water / 4 - Not Being Able To
Pain R10.1 | Pain to upper laboratory findings, not elsewhere classified Eating Right
(R00-R99) g
Chapter XV o | clinical ang | 1~ Sudden And Severe Headache With No
6 | Vomit R11 Nausea and vomiting ymp nms., signs and abnorma’ clinica’ an Apparent Cause / 2 - Loss Of Vision / 3 - Sudden
laboratory findings, not elsewhere classified "
Vertigo / 4 - Imbalance
(RO0-R99)
Reanany uo4 Severe acute respiratory syndrome [SARS] | Chapter XXII
7 =i : Severe acute respiratory syndrome [SARS], | Codes for special purposes 1 - Reduced Lung Capacity
Discomfort U04.9
specified (U00-USS)
Chapter XVIII
Symptoms, signs and abnormal clinical and .
8 | Cough ROS Cough Iahoratnr_v’ﬁndi.ngs, not elsewhere classified 1 - Residual Cough
(R00-R99)
Chapter XVIII
- Symptoms, signs and abnormal clinical and N
9 | Fever RS0 Fever of other and unknown origin Iabomtnry’ﬁn dings, not elsewhere classified 1 - Convulsions
(R0O0-R99)

Fig.2 Symptoms and possible sequels
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1CD -

D80 Immunodeficiency with predominantly Chapter III
antibody defects i of the blood
D81 | Combined i deficiencies and blood-formin; ST . D " .
1 | Immunodeficiency | pgy Immunodeficiency associated with organs and “".iﬁ }_‘ l'l_lgh_'l]_b’,';m(;‘“wh“'m“f" / 5 ;E]:— Ph litis / 3 - Cryp
other major defects disorders involving the (R, L o R
D83 C variable i deficiency i hani
D84 Other immunodeficiencies (D50-D39)
N18 Chronic kidney di Chapter XIV 1 - Decreases The Body's Ability To Fight Infections. / 2 -~ Anemia / 3
2 Chronic Kidney N18.9 | Chronic kidney disease, unspecified Dis?aseu.n[ the - (.::stric Or I}IIesﬁnnl Bleeding / 4 - P:u':! In Bfm@ /5 - Pain In »
Disease g inary system Joints / 6 - Pain In Muscles / 7 - Metabolic Acidosis / 8 - Malnutrition
N19 | Unspecified kidney failure (N00-N99) And Alteration Of Calcium And Phosphorus Metabolism
g:'l) —;’)’% Chapter IV 1 - Imbalance Of The Entire Balance Of Body Functions, Including
=S — ——— = P T T T ) An Increase In Blood Glucose / 2 - Lack Of Blood Glucose Control /
3 | Diabetes Mellitus E12 ition-related mellitus e~ oL 3 - Stressful Conditions Lead To High Levels Of Regulatory
E13 Other specified diabetes mellitus (E00-E90) Horm_nnes That Increase Blood Sugar To Help The Body Fight
E14 | Unspecified diabetes mellitus L
Chronic 151.6 Cardiovascular disease, unspecified Chapter IX 1 - Cardiac Sequelae / 2 - Imbalance Between High Metabolic
4 | Cardiovascular l?iseaseu of the Demand Afld Low Reserve Cardiac Armst{ 3- System.ic
Disease I151.9 | Heart disease, unspecified circulatory system Inflammation / 4 - Thrombogens And Cardiac Injury
(100-199) direct By The Virus
Chapter XVIII
Symptoms, signs and
abnormal clinical and
5 | Dyspnoea R06.0 | Dyspnoea laboratory findings, 1 - Shortness Of Breathe / Difficulty Breathing
not elsewhere
classified
(R00-R99)

Fig. 3 Risk factors and possible sequels

and the sequelae (Andrade et al. 2021b). Fourteen pos-
sible relationships between symptoms and sequelae were
addressed in the questionnaire. The professional qualified
the questions based on the criteria and qualifiers (recur-
rence) when answering the questions and assessing them.
Twenty individual specialists working in the health area
were interviewed. Nurses, physiotherapists, doctors, occu-
pational therapists, phono audiologists, psychologists, den-
tists, pharmacists, and researchers responded to the survey
in the interview.

In addition to collecting data that meets the concept,
obtaining it is extremely important so that the necessary
treatment can be applied later to test the hypotheses. There-
fore, it is essential to pay attention to the design of the col-
lection instrument, the type of information it will provide
and the type of analysis that can be done after obtaining
the responses to the form. From the data collection of use-
ful or pertinent data for testing the hypotheses, the analysis
model was compared with the collected data, considering the
requirements to correctly put the chosen method into prac-
tice and obtaining elements to achieve the objectives pro-
posed in this research. After obtaining the survey responses,
the result was applied to the Aranau tool that implements
ZAPROS-III.

@ Springer

4 Application of the verbal decision analysis
methods

The results were obtained through the hybrid model using
Machine Learning, with Logistic Regression and the
ZAPROS-IIIi method of the Verbal Decision Analysis meth-
odology, to determine the relationship between symptoms/
risk factors and possible sequelae/treatment. After the appli-
cation phase, in which the evaluations of each professional
were obtained through responses to the online questionnaire,
a table was created with the 14 (fourteen) symptoms/risk
factors and their respective relationship alternatives (low,
moderate, and high). The most significant response is high-
lighted for each relationship between symptom/risk factor
with possible sequelae or need for treatment after the dis-
ease, as shown in Fig. 4. For example, each question was
evaluated, the first question: Regarding criterion A, fourteen
professionals answered that there might be a high relation-
ship between the symptom and the sequel under the analysed
criterion. Likewise, all research questions and their answers
were analysed.

According to the evaluation carried out for each ques-
tion, the result was recorded in the Aranau tool. Figure 5
exemplifies the first 3 (three) alternatives to be evaluated
by the decision-maker, using the Aranau tool, which imple-
ments ZAPROS-IIIi. On the other hand, following the first
question's application, it was included in the tool according
to the number of responses for each criterion and qualifier:
Al1—High / B1—High/C2—Moderate.

After defining the relationships, Elicitation of Preferences
was initiated. The qualifiers A1 (High), B1 (High) and Cl1
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cl ct: COWVID
ALTERNATIVES
QUESTIONS
Low d High
1. The patient p d the saty { below 95% during treatment against COVID-19 and ks currently observed r 2 4 14
in his clin ploture: p b Inng-l:arm lung injury, abnormal heart rhythm, pulmonary flbrosis, need for pulmonary
rehabilitation B 4 bl 10
(physical therapy , education and counseling) and ongoing help to develop breathing. c 8 ° 3
A 3 5 12
2. The patient had a sore throat symp duri tr 1t against COVID-19 and Is currently seen in his clinical plcture: B a T a
pneumonla.
c 11 B 1
A T 10 3
3. The patient presented the symptom of loss of smell during treatment with COVID-19 and s currently observed in his - 7 10 3
clinical condition: alteration of sensitivity.
< 5 L= k]
A 2 4 14
4. The patient p d the symp of fatl during n ! COVID-19 and |Is currently cbserved In his B = T 11
dinical cor lack of str muscle e P lon, and cognitive changes.
c z B 10
A 11 B 3
5. The patient p d the symp! of abd inal pain during treatment with COVID-19 and is currently observed In his » & ™ &
clinical condition: in a state of prostration, with diarrhea, not being able to drink water and eat properhy.
c 10 10 o
Y a8 k] 3
6. The patient p d the sy of ik during with COVID-19 and Is currently observed Iin his & 8 Py
cor and severe headache without apparent cause, loss of vislon and sudden vertigo. B
c L] B8 L]
A 1 4 15
7. The patient presented the symptom of :lll'ﬁeully mhlng durlng treatment with B 3 Pl 10
COVID-19 and Is currently cbserved In his clink d lung capacity.
c a8 k: ] 3
A 2 T 11
8. The patient p| d the ymnp n during treatment with COVID-19 and |Is currently observed in his clinical B & P T
- o c 10 B 2
A & ] 11
9. The patient presented the feverish sy duri 1t with COVID-19 and s currently in his clinical condition: » 5 ) 8
selzures.
c 5 5 10
A L e 5
10. The patient with an hntnnnor.lal!:lancy ﬂnk facﬁor was treated -gnlnst COVID-19 and is currently sean in his clinical B a 4 12z
condition: high risk of osis Is, cryp bt ¥ lowirus and by
c 4 k- a8
11. The patient with the risk factor Chronic Kidney D during t I COVID-19 and currently has a clinical A 5 k: ] [
condition: decreased -bdllly of the body to fight infections, anemila, gastric or intestinal bleeding, bone pain, joint pain,
le pain, o i Is, malnutrition and alteration of calcium and phosphorus metabolism. B 2 B 10
c 8 k-] 3
12_ The patient with lh-e risk factor D during tr COVID-19 and currently cbserves In his A 2 i kil
I plocture: imb of bodily fu i Inchk g ir d blood lack of glycemic control (stressful B 1] T 13
conditions lead to high levels of regulating honnoms that increase blood sugar to help the body fight infections). - s 10 5
13. Patient with the rlnk I‘acisor Chronic Cardi Lar D during 1l CO\!ID—iD and Is currently ~ 1 T 12
observed In his cli cardiac I imbalance b high ol d and low reserve, cardiac
arrest, sy ! lon and tt [ B o 11 2
c T 11 2z
~ 1 5 14
14. Patient with the risk factor Dyspnea during treatment against COVID-19 and currently has a clinical condition: B 4 a
shortness of breath / difficulty breathing.
c Ll 3
Fig.4 Possible sequelae/need for treatments in the post-disease period
Table 4 Evaluation criteria
Evaluation criteria Evaluation qualifiers
A—1In functions of the respiratory/cardiovascular system 1. High: In most cases, the relationship between the symptom/risk factor
presented is observed, with the sequelae/need for treatment listed
B—In functions of the haematological/immunological systems 2. Moderate: The relationship between the symptom/risk factor presented is
observed in some cases, with the sequelae/need for treatment listed
C—In functions of the neurological system 3. Low: In most cases, there is no observed or no relationship between the

symptom/risk factor presented with the sequelae/need for treatment listed

(High) are considered the ideal result, or the one that would
have the most significant impact on the relationship between
symptom X/risk factor X with the possible sequel Y or the
need for post-treatment disease. Having defined the ideal
reference situation, the ZAPROS-IIIi method, based on the
concept of Quality Variations (Q.V), presents the minimum
number of qualifying pairs needed to be compared by the

decision-maker. The process uses the measurement of the
distances between the evaluations of the two alternatives
and the Formal Index Quality (F.I.Q). The Aranau tool pre-
sents the Q.V.s for comparison of the decision-maker. The
question “What is the recurrence of sequel X or the need
for treatment X to occur for a symptom Y?” is considered.
The tool performed the sum of the assessments for each
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Defined Alternatives

Alternatives

Values

currently observed in his clinical 1
fibrosis, need for pulmonary rehabilitation (physical therapy , education and counseling) and ongoing help to

1. The ed the s

symptom below 95% d
ture: possible long-term lung i

develop breathing.

'ng treatment against COVID19 and is
ry, abnormal heart rhythm,

A1l - High: In most cases, the relationship between

the / risk factor presented is observed,
with the sequelae / need for treatment listed.

B1 - High: In most cases, the relationship between
the symptom / risk factor presented is observed,
with the sequelae / need for treatment listed.

C2 - Moderate: In some cases, the relationship
between the symptom / risk factor presented is
observed, with the sequelae / need for treatment

listed.

2. The patient had a sore throat symptom durmg treatment agalnst COVID19 and is currently seen in his

picture:

A1l - High: In most cases, the relationship between
the symptom / risk factor presented is observed,
with the sequelae / need for treatment listed.

B1l - High: In most cases, the relationship between
the symptom / risk factor presented is observed,
with the sequelae / need for treatment listed.

C3 - Low: In most cases, there is no observed or no
relationship between the symptom / risk factor
pr d, with the 1 / need for treatment
listed.

3. The patient presented the symptom of Ioss of smell during (reatment wuth COVID19 and is currently

A2 - Moderate: In some cases, the relationship

observed in his of s ivity. between the symptom / risk factor presented is
observed, with the sequelae / need for treatment
listed.
B2 - Moderate: In some cases, the relationship
between the symptom / risk factor presented is
observed, with the sequelae / need for treatment
listed.
C1 - High: In most cases, the relationship between
the symptom / risk factor presented is observed,
with the sequelae / need for treatment listed.
Fig.5 Defined alternatives
he preferred order among the m mptom: cto 0 DVID h possib equel ind / or need for treatment:
SYMPTOM / RISK
RANK QUESTIONS FACTOR SEQUEL F1Q
1 4. The patient presented the symptom of fatigue during treatment ngamn COVID1Y and is currently observed in his Fati lack of strength, muscle 0
clinical condition: lack of strength, muscle p anxiety and cognitive changes. atigue we: pression, anxiety and cognitive changes.
2 9. The patient p the feverish symptom during t with COVID19 and is currently in his clinical condition: Feverish Seizures 0
seizures.
Possible long term lung injury, abnormal heart rhythm,
1. The patient presented the saturation symptom below 95% during treatment against COVIDI9 and is currently ) pulmonary fibrosks, need for
1 Tote olinteal b . . e " Saturation symptom below pulmonary rehabilitation
3 observed in his clinical picture: possible long term lung injury, abnormal heart rhythm, pulmonary fibrosis, need for N . 1
pulmonary rehabilitation (physical therapy, education and counseling) and ongoing help to develop breathing. Y (physical therapy, education and
counseling) and nngmng help to
develop
7. The patient the 5y of difficulty during with COVID19 and is currently observed | . .
4 in his clinical reduced lung capacity. Difficulty breathing Reduced lung capacity 1
11. The patient with the risk factor Chronic Kidney Disease during treatment against COVIDI9 and currently has a Chronic Kidney Decreased ability “':’c';"‘;"b:" fight ‘;:""““" anemia, gastric
H clinical condition: decreased ability of the body to fight infections, anemia, gastric or intestinal bleeding, bone pain, joint rosic Sidney or fnfestina e ne pain, | N 4
pain, muscle pain, ic acidosis, ion and of calcium and phosphorus metabolism. Diseass joint pain, muscle pain, acidosis, and
' of calcium and Ehn:ebnrns metabolism.
12. The patient with the risk factor Diabetes Mellitus during treatment against COVID19 and currently observes in his of bodily i blood
6 clinical picture: Diabetes glucose, lack of glycemic control 4
of bodily . i blood glucose, lack of glycemic control (stressful conditions lead to Mellitus (stressful conditions lead to high levels of regulating hormones
high levels of regulating s that increase blood sugar to help the body fight i i that increase blood sugar to help the body fight i i
14, Patient with the risk factor Dyspnea during treatment against COV[D]9 and currently has a clinical condition: " "
7 Lo !n‘ breath / dx ulty Dyspnea Shortness of breath / difficulty breathing 4
13. Patient with the risk factor Chronic Cardiovascular Disease during treatment against COVID19 and is currently Chroni Cardiac sequelae, imbalance between high metabolic demand
8 observed in his clinical condition: cardiac sequelae, imbalance between high mrlnbohc demand and low reserve, cardiac e romic and low reserve, cardiac arrest, systemic inflammation and 3
" Cardiovascular Disease "
arrest, systemic i and
High risk of halitis, cr 1
9 10. The pl?fnl v::h l:::l:nmdd’lmnq risk l‘ulnr, was treated against COVIDl? and is cufr:ﬂ:x ;un in his clinical Immunodeficien cy meningitis, cyto lovirus and 4
- - lymphoma
10 2. The patient had a sore throat symptom dunl:tt‘l;:tmmt lglll:l!l COVID1Y and is currently seen in his clinical Sore throat Pne ia 4
1n 3. The patient presented the symptom of loss of smr].l during treatment with CO\ 'ID19 and is currently observed in his Loss of smell Alteration of seusitivity 5
clinical alteration of
12 6. The patient presented the symptom of vomiting during treatment with COVID19 and is currently observed in his Vomitis Sudden and severe headache without apparent cause, loss of vision and P
clinical condition: sudden and severe headache without apparent cause, loss of vision and sudden vertigo. omiing sudden vertigo
n 8. The patient presented the cough symptom d\mng treatment with COVID19 and is currently observed in his clinical Cough Residual cough P
residual cough.
14 5. The patient the of pain during with COVID19 and is currently observed in Abdomi . In a state of prostration, with diarrhea, not being able to drink water 12
his clinical in a state of prostration, with diarrhea, not being able to drink water and eat properly. Abdo pain and eat properly

Fig.6

Preferred order

character, according to the comparison of the V.Q.s. The
best alternatives obtained in the comparison received a lower
Formal Index Quality. These data allowed the combination
of vectors formed by the “Qualifiers X Alternatives”, that
is, “rows X columns” of Fig. 4. Figure 6, in turn, shows the
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final order of preference for the central relationships between
symptoms/risk factors and their possible sequelae or need
for post-disease treatment, established by the ZAPROS-IIIi
method, implemented in the Aranau tool for the cases of
COVID-19. Figure 7 shows this order graphically.
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8. Cough: residual cough.

5. Abdominal pain ::in a state of prostration, with diarrhea, not being able to drink water and eat properly.

Fig.7 Alternatives graph

5 Analysis and discussion of results

The post-COVID-19 syndrome is a set of symptoms that
persisted in patients infected with SARSCOV-2, both
in the manifestation of the disease in its mild/moderate
form and its critical condition leading to hospitalisation
for intensive long-term care infection (Irwin et al. 2018).
Thus, patients surviving COVID-19 even after hospital
discharge need immediate and long-term care related to
psychomotor and social care. Persistent fatigue is one of
the symptoms identified in the long term. When associ-
ated with depressive symptoms, anxiety, and diffuse myal-
gia, they are characterised as chronic fatigue syndrome
(CFS), which can be caused due to the febrile reaction
and the immunodepression associated with viral status
(Perrin et al. 2020). According to research carried out
by Carfi et al. (2020), among the symptoms analysed by
patients who were discharged from hospital after the cure
of COVID-19, 53.1% of the people still revealed to have
cognitive dysfunction, anxiety, depression, in addition to
fatigue and muscle weakness, due to prolonged hospitali-
sation in the Intensive Care Unit (ICU).

As predictors of persistent pulmonary fibrosis are the con-
stant high inflammatory load, the PaO2/FiO2 ratio < 324 and
Body Mass Index (BMI) >33 kg/m? at hospital admission.
The increase in anti-inflammatory cytokine (Interleukin-4)
and macrophages are triggered by blocking the conversion of
angiotensin-2 to angiotensin, inducing a pro-inflammatory
state. The viral protein composed of a single RNA chain can
be expressed in the bronchial and parenchymal pathways,
corroborating lung injury and vascular endothelium, glial,

renal, and enteric cells (Santana et al. 2021). The binding of
the virus to the receptors of the Angiotensin-2 converting
enzyme (ACE2) favours viral penetration into cardiac cells,
triggering sequelae and a high risk of thrombogenesis, which
persist after infection SARS-CoV?2 (Santana et al. 2021).
Studies indicate a high prevalence of COVID-19 patients
with damage to the cardiovascular system, such as acute
cardiac injury of 7.2%, cardiogenic shock 8.7% and cardiac
arrhythmia of 16.7%, which were caused due to the systemic
inflammatory response by the overproduction of inflamma-
tory cytokines, IL-6 and TNF-a. Disorders of the immune
system during the progression of the disease can lead to
hypercoagulability, a high mortality rate and the need for
cardiovascular protection during drug therapy for COVID-
19 (Ferrari 2020).

After clinical discharge, due to the context of respira-
tory failure and immunological deficiency, hypoperfusion
of the frontal lobe can be evidenced, and encephalopathy,
which involves the rupture of the blood—brain barrier by the
indirect invasion of the virus through cytokines (Mao et al.
2020). In addition to pulmonary involvement in patients with
SARS-CoV-2, other organs can suffer complications such as
the development of Acute Kidney Injury (AKI). Research
infers those patients with dialysis Chronic Kidney Disease
(CKD) affected by COVID-19 may develop severe immune
dysregulation and exaggerated production of cytokines of
acute infection, causing lymphopenia, anaemia, gastric or
intestinal bleeding, bone and joint pain, myalgia, acidosis
metabolic, malnutrition and alteration of the metabolism of
calcium and phosphorus (Pecly et al. 2021).
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Thus, the early detection of renal abnormalities is essen-
tial to ensure a better evolution of these patients during hos-
pitalisation by planning excellent hemodynamic support
when indicated and avoiding nephrotoxic drugs through
medical risk judgment (Pecly et al. 2021). Another point to
be discussed during the COVID-19 pandemic is the risk fac-
tor Diabetes Mellitus, a chronic disease capable of causing
cellular and vascular metabolism changes. As a result, dia-
betic people are at high risk since hyperglycemia and insulin
resistance that may be present in this public promote a more
remarkable synthesis of glycation products, pro-inflamma-
tory cytokines and oxidative stress capable of stimulating
the adhesion of inflammatory mediators and carry a higher
risk of pulmonary infection (Marinho et al. 2021). Accord-
ing to World Health Organization (WHO), the initial signs
and symptoms of the disease are similar to the flu condi-
tion. They can vary from each individual, manifested in mild
form as pneumonia and Severe Acute Respiratory Syndrome
(SARS). Most infected people experience headaches early in
the disease, which can persist due to activation of the noci-
ceptive system by the inflammatory cascade; cough; sore
throat; diarrhoea; abdominal pain; nausea and vomiting.
Hyposmia is also a common symptom in COVID-19 in the
first eight days of the disease since the viral contamination
of the olfactory bulb is considered the gateway of the virus
to the Central Nervous System, reaching the olfactory cortex
and structures of the diencephalon. Thus, the SARS-CoV-2
invasion process can cause an axonal lesion, affecting the
individual, even when cured, a change in sensitivity second-
ary to inflammatory microangiopathy of the nasal epithelium
(Waheed et al. 2020).

6 Conclusions and future works

Complex problems are usually solved by breaking them into
less complicated parts. Therefore, hybrid models are heavily
used, as this facilitates the implementation of methodolo-
gies with their methods in each piece. The model proposed
in the present study shows that this form of execution was
perceived in stages of the decomposition of the problem
studied. Thus, the hybrid approach model structured in the
composition of Artificial Intelligence techniques (Machine
Learning) associated with the Multicriteria Decision Anal-
ysis Methodology (Verbal Decision Analysis) ordered the
main symptoms and factors of COVID-19 with their respec-
tive persistent changes after clinical discharge and cured the
disease. With the application of Machine Learning, Logistic
Regression was obtained as the best performing algorithm
with an accuracy of 60.4%; Neural Network (57.6%), Ran-
dom Forest (56.4%), Bayesian Naive (31.7%). In turn, in the
qualitative solution sought for the order of preference of the
characteristics according to the Verbal Decision Analysis
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with the evaluation of specialist professionals in the first
place, presented the symptom "fatigue" with the respective
sequelae: lack of strength, muscle weakness, depression,
anxiety and cognitive changes. Lastly, he showed the sign
"abdominal pain", whose sequelae were: prostration, diar-
rhoea, and inability to drink water and eat properly. The
research theme has shown outstanding interest according to
Gupta et al. (2021); Verma and Rathi 2022).

Therefore, hybrid models, such as the one proposed in
this research, provide the resolution of complex problems
as described in the Introduction Section. Next, some future
work and possible refinements presented in this research
are suggested, in addition to some new ideas that emerged
during the development of the study: seek to identify treat-
ments for potential sequelae of the disease involved in the
study; use machine learning algorithms to rank drugs with
the best results for COVID-19; seek to use machine learning
algorithms to organise the best treatments for the symptoms
of said disease, listed in this study. Developing other hybrid
models will help discover proactive solutions to prevent
similar or even more severe pandemic events and combat
them. Such models can use Data Science techniques based
on Artificial Neural Networks, Deep Learning, Data Mining.
All these techniques may be associated with methods from
the MCDA family.

7 Limitations

The present study was limited to developing a protocol
structured in a hybrid model of Machine Learning and Ver-
bal Decision Analysis, identifying the possible sequelae or
necessary treatments related to the main symptoms and risk
factors of COVID -19.
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