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Abstract
The immense growth of new technological interventions has forced researchers and scientists around the globe to adopt 
the widely anticipated technology of Machine Learning (ML) and Artificial Intelligence (AI). ML and AI have generously 
prospected itself from the past decade in the discovery of knowledge from databases. Several ML and AI based adoptive 
technologies have emerged in varied application domains, and are thus widely opening a new era of knowledge in decision 
making. Moreover, ML and AI are techniques that can improve the treatment and diagnosis of diseases. In the current study, 
we have designed and deployed a “PROCLAVE”. The tool was designed in varied layers of structure, where each layer plays 
a significant role in determining the patterns. We have applied several libraries for the processing of a prototype to develop a 
visualization interface. The tool forecasts health vulnerability, makes a comparison among variable classifiers and visualize 
the results for end users. Moreover, the proposed architecture is based on the concepts of conceptualization and visualization 
to detect the overall dashboard. Furthermore, the current approach was synthesized and populated with a database that allows 
the end users to select the variable features and relatively determine the interactive patterns for the number of cases. The 
database was collected from the National Institute of Health Stroke (NIHS) in the United States. Data was gathered for stroke 
patients who were diagnosed with stroke from 1950 to 2015. The study was based on several attributes which included causes 
of death, sex, race, Hispanic origin and others to discover unknown patterns for future decision making.

Keywords Machine learning (ML) · Artificial intelligence (AI) · Decision tree · Random forest · Support vector machines 
(SVM)

1 Introduction

Digital automation has widely aligned varied application 
domains, but has faced problems including the analysis and 
knowledge discovery from large scale databases. Moreover, 
it requires an imputative technology to handle the burden of 

data and further determines varied patterns for future deci-
sion making. In the past, several traditional statistical tech-
niques were utilized to recognize hidden information, but 
they tend to have a higher error rate due to increase in burden 
of data. Hence, Machine Learning was designed to explore 
valid, novel and understandable patterns to identify future 
knowledge discovery (Ioannis et al. 2017; Quinlan 1986, 
Nápoles et al. 2014)

Machine learning (ML) has widely grown in capacity from 
the past decade and has consistently predicted patterns for 
future decision making. In the current scenario, algorithmic 
tools are playing a vital role in diagnosing diseases by utiliz-
ing several techniques, which include ML, statistics, artifi-
cial intelligence (AI), database sets, pattern recognition and 
visualization for future prediction models (Liu et al. 2019; 
Vaka et al. 2020; Shi et al. 2018; Barbat et al. 2019; Brei-
man 2001; Peiffer-Smadja et al. 2020; Sammut and Webb  
2011; Prajwala 2015). Moreover, information technology has 
widely changed the era of medical data-bases and benefited 
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the diagnosis of diseases (Xu et al. 2017; Choi et al. 2017; 
Menad et al. 2019; Breslow and Aha 1997). In the past, sev-
eral anticipated data mining techniques were developed to 
detect hidden patterns and knowledge from healthcare data-
bases. This approach was synthesized to encompass real-
world datasets of tuberculosis (TB) patients, where 700 data 
records were synthesized to diagnose and classify the disease. 
The learning was based on K means clustering on varied clas-
sifiers to determine a better technique for prediction of the 
data. This technique assisted healthcare practitioners in the 
analyses of TB’s prognosis and diagnosis based on different 
categories. The above study contributed with a precision of 
99.7% for Support Vector Machines (SVM) as compared to 
the current Neural Network (NN) classifiers by Asha et al. 
(2012).

However, applying ML techniques on healthcare databases 
is a trivial task where the challenge is to generate patterns 
and make real-time clinical decisions (Ioannis et al. 2017). 
Predictive techniques begin with gener-ating hypothetical 
models in medical research and the results are made to arbi-
trarily fit into a hypothesis (Pouriyeh et al. 2017; Joloud-
ari et al. 2019; Otoom et al. 2015). Nevertheless, medical 
data mining benefit patients as the quality of service will be 
based on automatic generative decision making, where the 
errors are reduced and the quality of decision making is sig-
nificantly improved (Moloud et al. 2018, Lavanya and Rani 
2011, Nápoles et al. 2014; Tanwar et al. 2021; Choi et al. 
2017; Beck et al. 2020).

In addition, a new adoptive technology has been imple-
mented in ML to generously fetch large amount of data for 
future analysis. In general, deep learning had outrageously 
discussed ML to solve patterns for complex data analysis. 
It has a tendency to deliver a prediction which can predict 
models with the capability of a superhuman interface. Recent 
studies have applied deep learning technology in varied appli-
cation domains to solve varied research questions and gener-
ate prediction models with higher accuracy (Chen and Lin 
2014; Tanwar et al. 2021; Thomas  2020; Gárate-Escamila 
et al. 2020; Rong et al. 2020). However, these models usu-
ally require higher computational power, where the compre-
hended technology is vastly studied among researchers and 
scientists to be improved through several possibilities.

Another study was conducted on the survivors of stroke, 
whereby data was classified and potential hazard was deter-
mined for its occurrence (Pouriyeh et al. 2017). Distribution 
of hazard factors related to stroke, their relative significance 
and relationship from the fundamental conduct chance fac-
tor dataset were distinguished. From the openly accessible 
collection across the national information, the last informa-
tion of stroke in the Assembled States including 397 factors 
(19) were dissected (Kaur et al. 2015). A mining calculation 
including C4.5 and a direct relapse with the M5s strategy 
were connected to build an applicable model of post-stroke 

impedance utilizing Weka programming, resulting in high 
accuracy. As effectively comprehended by the researcher’s 
relative significance and pertinence of the 70 factors, con-
fusions were exhibited in Infographics or graphical exami-
nations. It was discovered that 55% of patients after stroke 
became handicapped. Exercise, business and living fulfill-
ment were moderately critical components identified with 
the inabilities in the patients. Modifiable behavioral factors 
emphatically identified with the incapacity were to incorpo-
rate exercise and great rest OR 0.37, P < 0.01 ). Data mining 
was resolved to identify data of inability after stroke from an 
expansive populace informational collection, that was picked 
by the variable traits. This finding may possibly be profitable 
for clinicians and scientists by initiating trainings related to 
understanding stroke. This strategy can be summed up to 
other health conditions for further discoveries.

In the current study, we have designed and deployed 
a “PROCLAVE” tool in python language. The tool was 
designed in varied layered structure where each layer plays 
a significant role in determining patterns. The tool was 
deployed in windows 10 operating system for developing 
and implementing the entire script. Several packages were 
configured to develop a visual and analytical interface for 
significant and rich configuration. We applied several librar-
ies for processing of the prototype to develop a visualization 
interface. The tool was applicable to forecast the health vul-
nerability for comparison among variable classifiers and to 
visualize the results for end users. Moreover, the proposed 
architecture was based upon conceptualization and visualiza-
tion to detect the overall dashboard.

PROCLAVE was also applied to determine the signifi-
cant patterns which can be easily and readily interpreted by 
the end users. Each layer works on corresponding interfaces 
where ML plays as interactive module in the second layer, 
which can proportionally relate data with applicable classi-
fiers. Additionally, varied distribution patterns were deter-
mined to correlate the study with applicable features in the 
databases.

Furthermore, the current approach was synthesized and 
populated with the database where it allows the end users to 
select the variable features and relatively determine the inter-
active patterns for the number of cases. The database was 
collected from the National Institute of Health Stroke (NIHS) 
in United States. Data was gathered for stroke patients diag-
nosed with stroke for the year 1950 to 2015 (ASA  2015; 
CDC  2015). The study was based on several attributes which 
included causes of death, sex, race, Hispanic origin and more 
to discover unknown patterns for future decision making. 
The observed data was expressed as continuous variables 
where each attribute tends to relate to each other. Further-
more, data was classified using appropriate classifiers which 
included decision tree (Patil et al. 2010; Franco-Arcega et al. 
2011; Lysaght et al. 2019), random forest (Li et al. 2010; 
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Robnik-Šikonja  2004; Mosavi et al. 2019; Sharma et al. 
2020; El Saghir et al. 2014) and support vector machine 
(SVM) (Chang et al. 2010). The applicability of each classi-
fier was determined using Python 3.3 to measure the accu-
racy and regulate the classifier capable of assessing the data-
base for future discovery of knowledge.

Overall, the paper is outlined as follows: Introduction is 
discussed in Sect. 1, the proposed mod-el of application is 
presented in Sects. 2, 3 discusses the materials and meth-
ods, while results are presented and discussed in Sect. 4, and 
finally conclusion and discussion are shared in Sect. 5.

2  The proposed “PROCLAVE” model

The proposed architecture is based upon conceptualization 
and visualization concept to detect the overall dashboard. 
The framework is based on three layers where first layer is 
the pre-processing, where the focus is to determine a relative 
correlated pattern by removing missing values and incon-
sistencies among the data elements. Moreover, the more 
deterministic visualization patterns are retrieved at the end 
of layer. Further, the second layer is termed as data classifier 
layer which can be conceptualize as the best fit determin-
istic model to measure the accuracy among each classifier 
using perpetual modelling and knowledge discovery. Hereby, 
knowledge discovery is an important deterministic measure 
which is required to determine the efficacy of model gener-
ated. The third layer is based on the visualization layer where 
each component is based upon user based interactive proto-
col, each attribute can be easily accessed with the user input 
and applicable classifier.

2.1  Architecture of PROCLAVE

The entire architecture is based on user interactive mode 
where the overall procedure is involved with pre-process-
ing data which is gathered through pre-processing layer, 
furthermore data is applied to measure the best performed 
model by measuring the accuracy of each classifier applied. 

Additionally, a special interactive drop-down menu is cre-
ated to identify and select a particular classifier and attrib-
utes which can relatively generate the accuracy. Figure 1 
discusses the overall architecture involved for PROCLAVE 
tool to determine the significant patterns from the database.

2.2  Prototype of PROCLAVE

The proposed PROCLAVE Tool was designed and devel-
oped in Python language on the interface of IDE Jupyter lab 
(McKinney et al. 2010). The windows 10 operating system 
was utilized for developing and imple-menting the entire 
script. Several packages were configured to develop a visual 
and analytical inter-face for a significant configuration rich 
interface. Several libraries were applied for processing the 
prototype. The Scikit-learn package (Pedregosa et al. 2011) 
was for application of ML techniques, Pandas for pre-pro-
cessing purpose, Plotly to develop a visualization interface 
and the entire script was run in Jupyter Dash Enterprise  
(2020). Table 1 represents the pseudo code applied to develop 
a rich web interface.

2.3  Layer based interface

PROCLAVE was applied to determine the significant pat-
terns which can be easily and readily interpreted by the end 
users. Each layer works on a corresponding interface where 
ML plays as an interactive module.

2.3.1  Data pre‑processing layer

The pre-processing layer was focused to determine a relative 
correlated pattern by removing missing values and inconsist-
encies among the data elements.

2.3.1.1 Data cleaning/ selection Data cleaning is a well-
known term in the process of knowledge discovery. It is a 
rationalized term which utilized for removing and discover-
ing inconsistencies within the database. However, quality 
of the data is the first step in data processing, so all impor-

Fig. 1  The proposed “PRO-
CLAVE” model
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tant measures should be acquired to maintain the databases. 
Additionally, database retrieved from vivid resources can be 
represented in different formats, hence analysis is a trivial 
process in the same process. In the current study, data was 
utilized from integrative resources, and while understanding 
the raw data, an attempt was made to overcome the miss-
ing values and inconsistencies among the data. This measure 
was to design a well conceptualized model which can retrieve 
hidden effective patterns from healthcare databases. In order 
to retrieve the data for a model and its proper representation, 
the database should be accurate to avoid redundancy, miss-
ing values and inconsistencies among its data

2.3.1.2 Data classifier module (applicable classifier) The 
current approach relatively determines and acquire deter-
ministic classifier such as Random For-est, decision tree and 
SVM. These classifiers could be explored for databases to 
discover knowledge from which policies may be derived. In 
a model, each set of features are studied for each classifier 
to determine the best one to be utilized for future prediction 
modelling. In the current study’s ap-proach, we utilized 3 
sets of classifiers (Random Tree, Random Forest and deci-
sion tree) to evalu-ate the database, where both test sets and 
training datasets were explored for viability to achieve sig-
nificance. A classifier was compared on each set to compare 
a specific database and its features that impact the global out-
come of the study. The Random Forest works on the concept 
of inter-linked tree like structure where the random vectors 
concept is utilized with each sub linked tree. It is usually 
discussed as { F(x,Θk)k = 1, 2,… . }, where the { Θk } is dis-
tributed random vectorization, which is identical in nature. 
Each tree contributes a kind of unity vote which work as an 
input for the class X. The random forest has a casting nature 
to en-semble or generate the name of decision trees. Each 
classifier is further forming a single decision tree. However, 

SVM is a popular ensemble method used for building pre-
dictive models. It can be used for both classifications and 
regression problems. However, SVM is also termed as a dis-
criminative classifier as its approach is based on separation 
of hyperplanes. SVM works with labeled training data as the 
input and hyperplane as the output, thus can distinctly and 
appropriately classify the data points in the particular space. 
Similarly, decision tree works on the concept of multi covari-
ates to develop a prediction-based result. The decision tree 
builds a tree based on the classification of root and internal 
nodes with no children as leaf nodes. The construction of 
the tree was based on an inverted form which is a non-com-
plicated structure, to discover patterns. Furthermore, if the 
size of the data is larger than the amount the tree, the model 
utilizes the technique of valida-tion and training datasets. As 
a result, the data size increases, the decision tree utilizes its 
algorithm to optimize the outcome.

2.3.1.3 Decision trees Decision trees tend to be the best-
known applicable technique in data mining, where its appli-
cation is based on statistical principles such as linear regres-
sion and logistic regression. Decision trees share its wide 
role in the field of cognitive science, which include neural 
networks to determine appropriate predictive results. The 
first decision tree was formulated on the basis of mimick-
ing the human method of solving equations and utilizing 
the same principle, a designed protocol was formulated for 
the above method. The decision tree modelling is one of the 
simple ways to utilize multivalent technique to analyze the 
dataset. They anticipate a wide statistical technique such as 
multiple line regressions to discover hidden knowledge for 
future decision making by Esposito et al. (1997). Decision 
trees are explained as an analysis for partition inner space 
tool data.

Table 1  The pseudo code of the analytics underlying the dashboard

Pseudo-code for functionalities of the analytics dashboard

1: Check acquired dataset for missing values and inconsistencies
2: Determine target classes for different diagnosis
3: Select features through selection algorithms
4: Split the dataset into training and test modules with a random sampling
5: if selected classifier is decision tree
6:   Train the model using the training set
7:    Test and cross-validate the model
8:    Send results to dashboard callback methods
9: else if selected classifier is Random Forest
10:    Repeat steps 6 till 8
11: else // the classifier will be Support Vector Machine
12:    Repeat steps 6 till 8
13: end if
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The decision tree works on the concept of a tree, where 
each tree consists of nodes that form a rooted tree. It also 
involves nodes with an out coming edge, which refers to as 
an internal node or a test node. All other nodes are called 
leaves, terminals or decision nodes. In the decision tree, each 
internal node divides the instance space into two or more sub-
spaces according to a specific attribute function of the input 
attribute value. The formation of the tree depends on the 
majority of selection among the attributes, where one attrib-
ute is selected at a time and the nodes with sub-nodes will 
be considered depending on the other values. For numeric 
attributes, tree formation depends on the type of method to 
be used, which attributes are selected within a range of value. 
Each branch of the tree is assigned to one class, that repre-
sents the most appropriate attribute value. Similarly, the leaf 
denotes the probability value for the attribute. This defines 
the probability of the target attribute of the dataset to be ana-
lyzed. Results of the tree are always classified through an 
analysis from the root of the tree to its leaves and branches 
of the test. Every final choice decision from the tree framing 
calculations takes after the essential rule, i.e, Idea Taking in 
framework (CLS) (Esposito et al. 1997; Quinlan 1986). The 
CLS method mimic human process method of data analyzing 
process. The decryption method is known for understanding 
the statistical value of tree formation and its analysis. The 
method works by explaining the two classes and inducing 
a rule to differentiate in between the two classes based on 
different attributes’ availability. For example, if the training 
dataset is X with classes (C1, C2, C3.... Cn) the decision tree 
is built by repeatedly differentiating the query dataset using 
the splitting principle, until all the records in the partition 
conclude into a same category. The decision tree for X con-
tains a decision node classifying the test, and one division for 
each possible outcome is defined by the sub nodes.

As the model of trees are generated, they produce many 
experimental explanations for the engineering and sciences 
fields, as well as for the applied areas including business and 
data mining. Tree modeling shows many advantages as the 
produced results connect very well in the visual and statisti-
cal terms. Choice trees would not be difficult to create, recog-
nize and utilize. The tree shows many functional features in a 
basic and orderly way, including the display of information. 
Tree modelling techniques tend to build a tree with varied 
sets of rules; however, creation of a decision tree utilizes 
varied measurements simultaneously. These are qualitative 
and quantitative measurements, positive and negative charac-
teristics, and others, to depict better prediction results.

In a decision tree, the formation of a model depends on 
data which can easily adapted to the variables, which include 
offsets, unbalanced effects, nested effects, noise of the data-
sets, etc. (Vaka et al. 2020; Liu et al. 2019). Moreover, build-
ing of the decision tree consists of three main stages, which 
include the Structure, clipping phase and Pruning phases. 

The structure phase modulates the datasets in correspond-
ence with the partition criterion to decrease the noise until 
a ceasing standard is not met. The next phase is Clipping, in 
which the tree built in the earlier phase may not be able to 
give a suitable result in the finest possible set of rules, due 
to over-fitting. The Pruning period dispenses with a portion 
of more level divisions. Furthermore, the sub partition will 
enhance the phase’s probability of analysis.

2.3.1.4 Random forest A random forest is a collection of 
non-pruned decision trees, capable of vastly utilizing huge 
datasets. A random forest tree cab is built of ten to hundred 
nodes in a single decision tree (Li et al. 2010; Barbat et al. 
2019; Robnik-Šikonja  2004). The technique can work effi-
ciently with large datasets with a minimum error rate. More-
over, a random forest can be utilized when dealing with noise 
in the datasets, as compared to the decision tree. The random 
forest techniques tend to be very competitive to other meth-
ods and can be applied differently with vector machines for 
future decision making.

Random forest selects the number of trees that needs to 
be built while choosing the structure size of datasets and 
its attributes. While working with this technique, there is an 
option of selecting the number of trees to be built. The ran-
dom forest adds considerable robustness to various associated 
problems, while working with the basic tree method through 
the addition of randomness to the process. Randomness also 
offers more information about computational analysis, since 
the aspect can be used for statistical and computational analy-
sis. This tree can also work with regression and classifica-
tion. Random tree proves to have a better conclusion because 
of no overfitting and can be used for engineering and other 
field-related queries. The most important feature of Random 
Tree is its ability to easily identify the most important feature 
from the example datasets, to conclude a progressive result. 
The Random forest implementation works on the following 
concepts:

Step 1: The number of training cases be “x” and consider 
the number of attributes included in the classifier be “y”.

Step 2: Number of input variables which are used to make 
prediction at the node of a decision tree be “a”. Assume that 
a is always smaller than y.

Step 3: Select any dataset for making the tree with chosen 
attributes.

Step 4: To every node of the tree select random attributes 
on which to search for the best tree formation.

Step 5: Calculate the tree nodes formation depends on 
these selected variables in the training set

Step 6: Every decision tree is completely produced, not 
pruned. The tree is fully retained.

Step 7: observation of the data set.
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2.3.1.5 Support vector machine (SVM) SVM is a popular 
ensemble method used for building predictive models. It 
can be used for both classifications and regression problems. 
However, SVM is also termed as discriminative classifier as 
its approach is based on the separation of hyperplanes. SVM 
works with labeled training data as the input and hyperplane 
as the output, so that it can distinctly and appropriately clas-
sify the data points in the particular space.

In other words, hyperplanes can be discussed to general-
ize the datasets or classified as a line, to de-termine which 
data falls on either side of the plane. For example, if the 
dataset has 2 features, the plane is 1 dimensional, and the 
planes are discussed with respect to the features present. We 
can elaborately discuss that SVM are quite effective for high 
dimensional datasets and can be effectively applied for the 
n dimensional space. Additionally, they widely utilize the 
subset of datasets for training, thus decision making and the 
memory capability are efficient. However, SVM has the over-
fitting problem, which occurs when the number of relative 
features exceed as a result of higher sample number.

2.3.1.6 Measure quality The fundamental concept of per-
formance is to measure the quality of classifiers on viable 
datasets. All aspects of a classifier cannot be gradually cov-
ered on the single platform, where a single classi-fier can-
not be utilized in all varied databases. Consequently, per-
formance of a classifier is based on the application domain 
and can be specific to the databases. However, in the past, 
several studies were based on measuring applicability of the 
classifier, which may include area under the curve (ROC), 
F-measure, Kappa Statistics and other quality measures to 
classify the data. In the current study, utilized the number 
of True positive divided by certain instances to classify and 
retrieve a practical overall analysis of classifiers in the appli-
cation domain. The principal analysis retrieved at each end 
of the classifier determines the applicability and utilization 
of each classifier for variable datasets. However, the fore-
most challenge is to gain insights of each classifier which is 
well suited for the viable datasets. The statistical techniques 
were utilized to measure the accuracy and deter-mine signifi-
cant applicable features. The F measure can be discussed as:

Precision can be discussed after repeated measuring of 
the degree each time the conditions show the same value or 
results. This means that the value is truly precise in nature. 
However, it is the percentage of actual results that will be 
considered for determining the actual values

Recall can be discussed as the total results correctly classi-
fied by our algoritm:

(1)

Precision =
true positive

true positive + false positive (Actual Results)

F-measure can be calculated as mean of both precision and 
recall,

Accuracy can be discussed as weighted average value of pre-
cision and recall. It takes into consideration both false posi-
tive and false values. However, accuracy works significantly 
with even distribution of class. It can be discussed as below:

2.3.1.7 Knowledge discovery and  decision making The 
machine learning approach of data mining has extensively 
given a broad vision to scientists and researchers around the 
globe to generate patterns and discover hidden information 
from large scale or big databases. Hence, a major objective 
is to discover knowledge which can generate information for 
future operational goals. Data mining is widely discussed 
as supervised and unsupervised algorithms to discover pat-
terns for future application domains. The supervised learn-
ing algorithm retrieves information in the context and with 
class, which is also known as classification and regression. 
Unsupervised learning-based algorithms are not based on 
the class but measures data with similarity or clusters, such 
as clustering and others. Furthermore, knowledge discovery 
and discovering meaningful information in similar terms can 
be utilized for decision making. Knowledge discovered from 
applicable machine learning algorithms can be used for the 
decision-making process.

2.3.2  Data visualization layer:

The proposed visualization layer is populated with cleaned 
and preprocessed data, applicable with a measured classifier 
to attain the best accurate model among the applied database. 
The dashboard architecture is based on call-back where sev-
eral drop-down menus have been created to assure a signifi-
cant interaction among the user and applied database.

2.3.2.1 Policy making The knowledge from research out-
comes is a prerequisite for new research innovations or 
planning for future beneficial outcomes. Knowledge can be 
gained via newly implemented technologies, including AI, 
ML, IoT (Internet of Things) or other newly intervening 
technologies which has changed the global arena of future 
predictive modelling. In past statistical model approaches, 

(2)

Recall =
true positive

true positive + false negative (Predicted Results)

(3)F = 2 ∗
Precision.Recall

Precision+Recall

(4)

Accuracy =
true positive + true negative

true positive + true negative + false positive + false negative



10353Applicability of classifier to discovery knowledge for future prediction modelling  

1 3

de-terministic technology was to anticipate and generate 
new models, but in the new digital era with wide application 
domains, these approaches have leveraged itself as a boom 
for new modelling technologies. As a result, new tools and 
technologies have surfaced for future decision making and 
competing policies to reform every application domain. The 
knowledge gained through viable high-tech tools can be uti-
lized to develop future policies and decision making. Hence, 
ML-based tech-nology can be used as a front step technol-
ogy to gain insights of data and determine future polices for 
decision making.

3  Materials and methods

The proposed PROCLAVE Tool was designed and devel-
oped in Python language on the interface of IDE Jupyter lab 
(McKinney et al. 2010). The windows 10 operating system 
was utilized for developing and imple-menting the entire 
script. Several packages were configured to develop a visual 
and analytical interface for a significant configuration rich 
interface. Several libraries were applied for processing of the 
prototype, Scikit-learn package was used by Pedregosa et al. 
(2011) for application of ML techniques, Pandas for pre-pro-
cessing purpose, Plotly to develop a visualization interface 
and the entire script was run in Jupyter Dash. The tool was 
to forecast the health vulnerability among variable classifiers 
and to visualize the results for end users.

Moreover, an analytical study was conducted for the 
patients with a stroke diagnosis while correlat-ing the fac-
tors which are at potential risk for developing the prognosis 
of the disease. The datasets for the analysis were collected 
from the National Institute of Health Stroke (NIHS). The 
NIHS database had the list of all patients diagnosed as a 
stroke case in the United States, whereas the yearly data was 
gathered from 1950 to 2015 for age-adjusted death rates for 
selected causes of death, sex, race, and of Hispanic origin. 
The diagnosis of each case was upheld with demographic/
socioeconomic factors and correlated to factors influencing 
the study of research. Furthermore, the data was extracted 
using data mining to discover hidden and unknown informa-
tion for future decision making. In current study’s approach, 
decision tree, Random Tree and Random forest were uti-
lized to determine the best technique for measuring the 
error rate of each classifier and determining the proposed 
outcomes.

The overall exploration of data represents the varied attrib-
utes which can be a root cause or potential risk for the stroke 
diagnosis. Figure 2 represents the total distribution of age 
group and race in the database. Here, the data clearly indi-
cates the equal number of cases in each group to relatively 
encompass the diagnosis at each age.

The overall number of cases based on gender and its cor-
relation to race was explored. In Fig. 3, the same number 
of male and female cases were reported for the study were 
analyzed. Hence, race was categorized into Hispanic, non-
Hispanic Asian, non-Hispanic Black and non-Hispanic white. 
The results were retrieved using a probability distribution 
using Python.

There is awareness that the real-world healthcare datasets 
are of extreme variation, however to synthesize the varia-
tion between varied parameters, an overall distribution was 
conducted between age categories and race. In Fig. 4. almost 
equal number of cases between each age group and correlated 
with race was found. Hence, the frequency seems to be simi-
lar in this case, and actual parameter can be one of the factors 
for retrieval or prognosis of the disease.

Fig. 2  Representation of the varsity of age and race
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Furthermore, data was analyzed with respect to the year 
in which cases have gained its number as compared to each 
race which is exploited. Figure 5 represents the overall 

cases per year from 2013 to 2016, which was relatively 
synchronized with race in the population.

Figure 6 represents the age-based calculation with pro-
portion by year. The data relatively represented that each 

Fig. 3  Overall distribution of 
race with gender

Fig. 4  Representative distribu-
tion of age with race



10355Applicability of classifier to discovery knowledge for future prediction modelling  

1 3

Fig. 5  Overall distribution year 
wise

Fig. 6  Age wise calculation 
with proportion of year wise
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Fig. 7  User derived visual analytical web interface for classifier performance

Fig. 8  Represent the decision tree
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age group had embracingly epitomized the higher rate in 
each year in accordance to the population studied.

4  Experiment and results

The PROCLAVE tool was developed to provide an overall 
user centric outcome, which is implemented on an online 
web interface to visualise the attributes with an applicable 
classifier. The entire functionality tool was based on the 
applicable classifier, with hosted datasets to extract and 
visualize the features. The hosted data was free from the 
missing values and inconsistencies among to design a well 
conceptualized model. The model was able to retrieve hid-
den effective patterns from healthcare databases. Figure 7 

represents a classifier performance dashboard where the 
classifier was implemented with hosted datasets as a visual 
analytical interface. .

The proposed approach was hypothesized to develop a 
visual analytical interface which can detect the varied pat-
terns with an applicable classifier. The upper corner of the 
PROCLAVE dashboard represents the availability of a classi-
fier where the bottom tool visualizes the represented features 
which can be selected from the menu. The tool can retrieve 
the trends as required, and the number of cases were classi-
fied according to the classifier reported with race and age. 
The plot retrieved can effectively generate knowledge from 
the datasets. Figure 8. represents the applicability of the tool 
to visualize the results from variable features. .

Fig. 9  Decision tree

Fig. 10  Color code representa-
tion of node
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The results were analyzed for attributes related to stroke, 
corresponding to age category and race, while the remaining 
basis of gender was to study the incidence of stroke. The age 
of the patients was categorized in retrospect to 18–24, 25–44, 
45–66, 35+,65+ and 75+. The race or ethnicity was includ-
ed for Hispanic, Non-Hispanic Asian, Non-Hispanic Black, 

Non-Hispanic White. The decision tree signified that the 
higher percentage of stroke incidence occurred in males as 
compared to that of fe-males. The incidence value for males 
was 4.750 and females was that of 0.100, which also denoted 
the equal chances of getting the disease with reference to the 
race. Figure 9 represents the decision tree which signified 

Fig. 11  Further information on random forest

Fig. 12  Random forest tree

Fig. 13  Color code representa-
tion of tree
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Fig. 14  PROCLAVE dashboard for SVM

Fig. 15  SVM tree

Fig. 16  Color node representa-
tion
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that highest rate of incidence of stroke was found in the age 
group percentage of + 75 years for males and 65 years for 
race percentage in males. The least occurrence of stroke was 
in females in the age group of 18–24 for both race and age 
percentages. For the age group of 35+ and 45 years in both 
males and females, the rate depended on the race category. 
Further, the colors in the nodes are represented as relative 
to the selected root and the node of the edges correspond to 
the proportion of instances in the corresponding root with 
respect to all the instances in the training data. Figure 10 
represents the description of each node with color associated 
with the target.

The designed and implemented model was based on an 
interactive interface where each information was displayed 
and can be utilized as an interactive format. The PROCLAVE 
represents the trends and distribution of each selected feature, 
with the applicable classifier, where it discovers results to 
obtain more information. Figure 11 represents the interactive 
tool of the selected random forest and Figs. 12, 13 represents 
the formulated tree.

In Fig. 12, a representative tree was designed utilizing 
the random forest, and it was observed that according to the 
region-wise prevalence of stroke, both males and females 
showed a variation where western females were most 
affected, while in the southern region, males were most 
affected, in the northeast region males were more impacted 
compare to females. These observations explained the fact 
that males were found to be highly suffering from stroke. 
Figure 13 depicts each color node description.

Furthermore, the study was gathered for SVM to relatively 
determine relevant patterns for compara-tive study. Figure 14 
represents a PROCLAVE added feature for SVM which can 
be chosen from the drop-down menu.

In Figs. 15, 16, SVM can be effectively utilized to deter-
mine the variation in the rate of occurrence of stroke among 
the different races in the United States. .

The next section of the study represents a comparative 
study where the predicted results suggested that the deci-
sion tree had a better accuracy model as compared to the 
Random forest and that SVM as the accuracy model was 
achieved with F measure, Precision and Recall. Table 2. 
represents the accuracy measure among the classifiers.

Figure 17. Graphical Representation of the three models 
was done by observing the graphical analysis. Decision 
Tree yielded better accuracy rates compared to Random 
Forest and SVM for all the selected attributes.

5  Conclusion and discussion

AI and ML have widely grown in capacity from the past dec-
ade and had consistently predicted patterns for future deci-
sion making. In the current scenario, algorithmic tools are 
playing a vital role in diagnosing disease by utilizing several 
techniques, which include ML, statistics, AI, data-base sets, 
pattern recognition and visualization for future prediction 
models. Moreover, IT has widely changed the era of medical 
databases and generally benefited the diagnosis of disease.

Conversely, ML and AI tends to be key fundamental 
technologies that play a major role in the healthcare domain. 
Several new learning systems were established to deal and 
align with forthcom-ing healthcare technologies. In fact, 
healthcare systems have adopted a new-fangled technology 
from the past decade, which include imaging, video, EHR 
(Electronic Health Records) and others. This has profusely 
changed the learning era and has forced new AI and ML 
based technologies to design tools which can predict results 
for future diagnosis.

In the current study, we designed and deployed a “PRO-
CLAVE” tool in python language. The tool was designed in 
varied layered structures, where each layer plays a signifi-
cant role in determining the patterns. The tool was deployed 
in windows 10 operating system for developing and imple-
menting the entire script. Several packages were configured 
to develop a visual and analytical inter-face for significant 
configuration rich interface. Several libraries were applied for 
processing the pro-totype to develop a visualization interface. 
The tool was applicable to forecast the health vulnerabil-ity 
among variable classifiers and to visualize the results for end 
users. Moreover, the proposed ar-chitecture was based on 
conceptualization and visualization concepts to detect the 
overall dash-board.

Table 2  The comparison of accuracy results

Accuracy measure

Classifier F1 Precision Recall

Decision iree 0.96 0.93 1
Random forest 0.87 0.821 0.68
SVM 0.83 0.69 0.37

Fig. 17  Graphical representation of three models
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Moreover, PROCLAVE was applied to determine the sig-
nificant patterns which can be easily and readily interpreted 
by the end users. Each layer works on a corresponding inter-
face where ML plays as interactive module in the second 
layer to proportionally relate data with applicable classifiers. 
Additionally, varied distribution patterns were determined to 
correlate the study with applicable fea-tures in the databases.

Furthermore, the current approach was synthesized and 
populated with databases that allowed the end users to select 
the variable features and relatively determine the interac-
tive patterns for a number of cases. The database was col-
lected from the National Institute of Health Stroke (NIHS) 
in the United States on stroke patients diagnosed from 1950 
to2015. The study was based on causes of death, sex, race, 
and Hispanic origin and other attributes to discover unknown 
patterns for future decision making. The observed data was 
expressed as continuous variables where each attribute tends 
to relate each other. Furthermore, data was classified using 
appropriate classifiers which in-cluded the decision tree and 
SVM. The applicability of each classifier was deter-mined 
using Python 3.3 to measure accuracy and regulate the clas-
sifier which can assess the data-base for future knowledge 
discovery.
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