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Abstract
This paper discusses how innovations in public sector AI-based services must 
comply with the Artificial Intelligence Act (AI Act) regulatory frameworks while 
enabling experimentation and participation of diverse stakeholders throughout the 
Artificial Intelligence (AI) lifecycle. The paper examines the implications of the 
emerging regulation, AI regulatory sandboxes and Machine Learning Operations 
(MLOps) as tools that facilitate compliance while enabling co-learning and active 
participation of multiple stakeholders. We propose a framework that fosters experi-
mentation with automation pipelines and continuous monitoring for the deployment 
of future public sector AI-based services in a regulatory-compliant and technically 
innovative manner. AI regulatory sandboxes can be beneficial as a space for con-
tained experimentation that goes beyond regulatory considerations to specific exper-
imentation with the implementation of ML frameworks. While the paper presents 
a framework based on emerging regulations, tools and practices pertaining to the 
responsible use of AI, this must be validated through pilot experimentation with 
public and private stakeholders and regulators in different areas of high-risk AI-
based services.

Keywords Artificial intelligence · Public sector · AI Act · Regulatory sandboxes · 
Machine learning operations (MLOps) · Multi-stakeholders

1 Introduction

Public sector organisations are increasingly embracing algorithmic decision-mak-
ing and data-centric infrastructures in their efforts to incorporate artificial intelli-
gence (AI)-based systems to improve digital services in areas, such as education, 
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healthcare, and urban mobility [1–3]. Consequently, this leads to challenges such 
as designing durable systems compliant with emerging regulatory measures and 
involving multiple stakeholders for enhanced trustworthiness [4, 5].

This trend towards leveraging AI-based services is motivated by the public sector’s 
essential goal of better serving its recipients (citizens and non-citizens alike) in a fair, 
timely, and cost-effective manner [6]. The use of big data, algorithms, and machine 
learning to develop AI-enabled systems is often seen as a way to improve such digital 
public services [7, 8]. Innovations in AI-enabled public services often aim to support a 
range of context-specific public values encompassing operational public values (e.g., 
efficiency and effectiveness), political public values (e.g., citizen participation, equity, 
and accountability), and social public values (e.g., inclusion, trust, and sustainability) 
[6, 9]. For instance, public authorities’ use of conversational AI systems using Natural 
Language Processing (NLP) or multimodal voice interaction can support open-ended 
inquiries and improve accessibility for users with visual impairments or limited digi-
tal literacy, as well as gather feedback on the design of public sector services [10]. 
In local environments, urban mobility data pooled from diverse sources (using his-
torical and real-time data) can contribute to better urban planning and modeling, with 
AI algorithms learning and predicting citizens’ patterns of movement for participatory 
design of suitable transportation alternatives and pathways [12].

As AI-enabled public services become more prevalent, they impact people’s lived 
experiences [11]. Examples include the unforeseen use of biased algorithms in crimi-
nal risk assessment in the U.S. [12], algorithmic systems that downgraded less privi-
leged student’s examination scores in the U.K. [8], ‘discriminatory algorithms’ used 
by the Dutch Tax Authority for the provision of childcare benefits [13], and unlawful 
debt schemes that have affected already vulnerable people in Australia [14]. In light 
of such potential adverse impacts, there has been a call for regulatory measures [5] 
that establish the rights, risks, and responsibilities of people involved in the AI value 
chain, including recipients of such AI-enabled services. It has resulted in the European 
Commission’s proposed “Artificial Intelligence Act” (EC AI Act) [15]. At the time of 
writing, there are different versions of the AI Act which are meant to be the basis for 
the legislative trialogue between the European Commission (EC AIA), Council of the 
European Union (CE AIA), and European Parliament (EP AIA). However, it is the 
diverse and contested discourses around the AI Act among legal experts, regulators, as 
well as private and public actors which offer a timely window of opportunity to criti-
cally examine the challenges and concerns emerging from it [16, 17].

The AI Act introduces new considerations and challenges as its risk-based approach 
sheds light on public services as potentially “high-risk” and thus falls within its regu-
latory scope. The first challenge for the public sector is fostering innovation in digital 
services while having to comply with the emerging regulatory framework of the AI 
Act; we believe that this necessitates the use of AI regulatory sandboxes for regula-
tory experimentation. The second challenge is the need to ensure AI systems follow a 
“lifecycle” approach with ongoing monitoring and auditing [15]; we believe that this 
necessitates the use of technological processes such as Machine Learning Operations 
(MLOps). A final challenge comes from the multiple stakeholders involved in public 
sector services and emerging regulatory requirements to consider diverse stakeholder 
participation as relevant sources for feedback through the lifecycle of AI systems [18].
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In the following sections, we discuss how potential AI-based public sector services 
would be impacted by the proposed AI Act and the need to foster innovative experi-
mentation in technical processes and regulation through multi-stakeholder participa-
tion throughout the AI lifecycle; in particular, we examine AI-enabled services in the 
public sector.1 We believe that it is crucial to facilitate experimentation and co-learn-
ing in deploying future “high-risk” AI-enabled public sector services. In this paper, 
we examine the implications of the AI Act for AI-enabled public sector services, 
review prior literature on regulatory sandboxes and MLOps, and examine how they 
can be leveraged for responsible development, regulation, compliance, and govern-
ance of such systems. Such efforts must align with the goal of “advancing regulation 
through proactive regulatory learning and enabling regulators to gain better regulatory 
knowledge” at an early stage of development amid high risk, uncertainty, and disrup-
tive challenges, as per the Council of the European Parliament document 13026/20. 
Any framework proposed for AI regulatory sandboxes must be validated through pilot 
experimentation with multiple stakeholders from the public and private sectors as well 
as regulators in different domains of high-risk AI-enabled services.

2  Implications of the AI Act in Public Sector Services

In the EC AI Act of April 2021, the explanatory memorandum proposes a “risk-
based regulatory approach” which, according to article 1(a), aims to lay down 
“harmonised rules for the placing on the market, the putting into service and the 
use of artificial intelligence systems (‘AI systems’) in the Union”. It was followed 
in November 2022 by a general approach version by the Council of the European 
Union and a compromise draft by the European Parliament in May 2023. We rec-
ognise that at the time of writing, there are still vigorous debates and legislative 
deliberations emerging that will continue to shape the proposed AI Act and its 
compliance framework in the European Union (EU). Nonetheless, there is a timely 
opportunity to examine the emerging legislative measures and public deliberations 
around the AI Act as they contribute to the formation of emerging legislation.

The AI Act has important implications for future AI-enabled public sector ser-
vices. Remarkably, all three versions of the AI Act, in Annex III point 5, catego-
rise as “high-risk” the AI systems employed in the area of “access to an enjoyment 
of essential private services and public services and benefits” [19]. Thus, there is 
a latent potential for AI-enabled systems used in the public sector to be character-
ised as “high-risk” and come under the scope of the AI Act. Should the proposal 
become law, governments and municipalities must assess and adapt their AI-enabled 
services to comply with this new regulation while promoting innovation and multi-
stakeholder participation [14, 15]. In practice, once categorised as “high-risk”, AI 

1 The idea for this paper stems from a previous conference presentation: Sawhney, N. & Gonzalez Tor-
res, A. P., 2022, Devising Regulatory Sandboxes and Responsible Practices for Designing AI-based Ser-
vices in the Finnish Public Sector, International Workshop on AI Compliance Mechanism (WAICOM 
2022), 35th International Conference on Legal Knowledge and Information Systems (JURIX 2022), 
Saarland University, Saarbrücken, Germany.
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systems would have to comply with  therein established  regulatory requirements 
such as:

• Implementation of risk management system through the entire lifecycle (article 
9);

• Quality dataset and data governance (article 10);
• Technical documentation demonstrating conformity to the requirements (article 

11);
• Record keeping enabling for automatic recording of events in a traceable and 

monitoring fashion (article 12);
• Transparency and provision of information to users are similar to instructions for 

use (article 13);
• Human oversight in a manner that enables reduction of risks and monitors opera-

tions (article 14);
• Accuracy, robustness, and cybersecurity for the entire lifecycle (article 15).

As a complex legislation, the AI Act must grapple with technical details of a con-
tinually evolving scientific domain (artificial intelligence) and technological innova-
tions (like ChatGPT) in a future-proof manner that nonetheless considers established 
legal principles. Hence, public sector organisations must engage with responsible AI 
practices throughout the AI development and deployment lifecycle. For instance, in 
the conceptualisation stage, to understand whether there is a real need for an AI-
based approach in offering a particular public service [20]; in the training of data-
sets, ensuring that the data are unbiased [21, 22]; in the development stage whether 
there is appropriate verification, testing, and validation of outcomes [23]; in the 
deployment stage what harmful or unforeseen impacts may emerge [24]; during 
maintenance, whether the use of an AI-based system creates discriminatory feed-
back loops [11]; and finally during retirement, considering implications of recalling 
a system that people have come to rely on.

In legislative terms, the architecture of the AI Act is based on the New Legis-
lative Framework, a typical product safety approach, based on the notion that the 
manufacturer (considered as a provider in the AI Act) has detailed knowledge of the 
design and production process and thus is best placed to carry out conformity assess-
ment procedures [25]. Nonetheless, for public sector services, the complexity of the 
public sector also comes from the involvement of different stakeholders through-
out the AI lifecycle. As such, while public sector organisations could be involved in 
designing AI-enabled services, a third party may supply data for AI training [26]. 
Meanwhile, development may be contracted to a private sector organisation. Thus, 
to embed regulatory considerations in public sector AI practices, each stakeholder 
involved in the process would bear certain roles and responsibilities at nearly every 
stage of the AI lifecycle in an iterative manner.

From this legal complexity derives the consensus in different documents pre-
sented during the feedback period to the proposed AI Act2 that the AI Act could 

2 https:// digit al- strat egy. ec. europa. eu/ en/ libra ry/ impact- asses sment- regul ation- artifi cial- intel ligen ce.

https://digital-strategy.ec.europa.eu/en/library/impact-assessment-regulation-artificial-intelligence
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hinder innovation and future technological development in Europe. The implica-
tion for public sector services is that a complex regulatory regime such as the AI 
Act would make some services inflexible for digitalisation and data utilisation.3 
To address such concerns, the AI Act proposes the development of AI regulatory 
sandboxes (Title V, EU Regulation Proposal). This presents a timely opportunity 
to leverage them as “measures in support of innovation” for experimentation with 
“a view to ensuring compliance with the requirements of this [AI Act] Regulation” 
(article 53). In the public sector, institutions’ responsibility towards recipients calls 
for strict legal compliance that supports societal needs [27]. Thus, developing an 
understanding of the inter-relations between the different regulatory measures would 
be better served by an experimental environment that facilitates proactive oversight 
of the development of AI-enabled public sector services and potential adaptation of 
relevant laws by regulatory authorities rather than the imposition of fines or other 
punitive measures to ensure compliance.

3  Adoption of AI‑enabled Systems by the Public Sector

Adopting AI-enabled systems in the public sector requires an AI governance frame-
work that considers a broader ecosystem of stakeholders, from developers, provid-
ers, and regulators to end-users [11]. Such an AI governance model should estab-
lish the roles, legal requirements, and technical measures related to AI systems and 
their practical enforcement and application. For instance, an effective AI governance 
model should incorporate an iterative and continuous development process cover-
ing the whole AI lifecycle from design, development, deployment, and operational 
usage to inevitable retirement [28, 29]. This necessitates leveraging frameworks 
like MLOps, a set of technologies and practices for continuous deployment, mainte-
nance, and monitoring of machine learning models [30].

Such AI governance should guide the development of AI-enabled services in the 
public sector [23], underpinning the mandate of the public sector for equitable, fair, 
and inclusive services [31]. The public sector must adhere to the rule of law as a 
legal principle that dictates what and how it pursues the goals of public good for 
its diverse stakeholders, for example, ensuring scrutiny and accountability, applying 
equity, transparency, and consistency in decisions and redress whenever needed [9]. 
Amnesty International (2021) states that “governments around the world are rushing 
to automate the delivery of public services, but it is the most marginalised in society 
that are paying the highest price” [32].

AI-enabled systems in the public sector are often developed across a complex 
multi-stakeholder ecosystem with some aspects devised in-house, others procured as 

3 Not to mention that the public sector must also contend with the emerging ‘Data Act’, ‘Data Govern-
ance Act’, ‘AI Liability Directive’, and local legislation on how certain services must be organised and 
provided in practice. In this paper, we will focus on the AI Act but acknowledge the complexities of the 
legal system that underpin local AI innovations which are outside the scope of this paper but need to be 
taken in consideration in public sector innovation.
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software or services from the private sector, or the result of public–private partner-
ships for co-development [33]; each of these impose different sets of requirements 
and obligations under the regulatory measures that pertain to each actor. Further-
more, there is often poor coordination between different public administration bod-
ies as they often work in silos [34]. Thus, a lack of communication or integration 
between units experimenting with AI-based systems and those that deploy them 
into production can lead to a disconnect in how such systems should be effectively 
rolled-out, validated, and maintained in practice beyond a pilot context [35].

These challenging conditions require novel approaches to support public sector 
AI innovation. We examine how these regulatory AI sandboxes can be devised with 
MLOps-based processes to facilitate innovative AI services in the public sector. 
There is a need to provide an experimental space for regulatory and technological 
innovation, particularly in high-risk domains. MLOps frameworks can offer agile 
and dynamic tools for technical and responsible adoption across the AI lifecycle in 
the public sector [36]. Such frameworks can also assist managers and developers of 
public services in piloting and technically validating them before they are launched 
into production. Regulatory sandboxes in other sectors like financial services have 
been used to explore the implications of using algorithmic systems before wider 
deployment, allowing for piloting, monitoring, and experimentation in a highly 
controlled environment, in conjunction with multiple stakeholders and regulatory 
experts, thereby mediating potential risks on a larger scale [9].

4  Experimentation using AI Regulatory Sandboxes and MLOps 
in the Public Sector

It has been recognised that the inclusion of experimental regulatory instruments in the 
proposed AI Act can be partially explained by the need to accommodate future develop-
ments in AI and address their inherent complexity [37]. New technologies require regu-
lators to make several complex decisions regarding regulation and measures to support 
their uptake. Especially in the public sector, the AI Act should also uphold and support 
the public sector organisations’ participation in AI regulatory sandboxes. Thus, in the 
proposed framework, we consider AI regulatory sandboxes as spaces for experimenta-
tion to understand whether integrating MLOps processes can aid with compliance efforts 
and active engagement of multiple stakeholders throughout the AI lifecycle  in public 
sector services. We acknowledge the existence of various mechanisms designed to sup-
port and ensure compliance, such as human rights due diligence, impact assessment, cer-
tification and standards, auditing and monitoring, and regulatory sandboxes [38]. Even 
though these mechanisms promote best practices, such as the reflective and anticipatory 
assessment of an AI-based system, the use of compliance should evolve from the earliest 
stages of project design to ongoing mechanisms for monitoring the system following its 
deployment to account for any changes in its function [mlops.org]. Examples of types of 
compliance mechanisms depend on the context (e.g., different regulatory cultures) and 
the diversity of components of an AI system subject to compliance (e.g., training data 
features). To help determine the mechanisms best suited to each context, inclusive and 
participatory processes should be carried out with relevant stakeholders. Dynamic (not 
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static) assessment at the beginning and throughout the AI project lifecycle can be used to 
account for ongoing decision-making. Thus, our envisaged framework combines inter-
disciplinary research in mechanisms that could allow for a technology-adaptive approach 
and support efforts at futureproofing.

4.1  Experimental Legislation: AI Regulatory Sandboxes

Regulatory sandboxes are considered policy instruments usually used within the 
concept of advisory and adaptive regulation [39]. They initially emerged in the Fin-
Tech sector, introduced by UK’s former chief scientific adviser Sir Mark Walport, 
as “testing ground” tools for regulatory innovation, providing a balance between 
supporting innovation and creating regulatory measures [40]. Sandbox testing can 
help participants gather valuable regulatory input in the design, evaluate strategy, 
and devise potentially “safer” product features, as risk assessment and technical 
requirements, such as accuracy and performance, can sometimes only be established 
in a real-life setting [41]. The main characteristics are the critical role of regulating 
authorities, the involvement of governmental actors, either local or national, and the 
co-learning process [42]. It requires an open attitude, proper set-up of the experi-
ment, continuous monitoring, and stringent evaluation to maximise value knowledge 
gain [43].

As part of the legal system, experimental frameworks such as regulatory sand-
boxes must abide by well-established principles such as legal certainty and equal 
treatment. Thus, they are to be designed clearly and objectively, not contrary to the 
principle of legal certainty, and to prevent situations where citizens do not know the 
content of enforced laws. Nonetheless, outdated laws that do not account for societal 
changes violate the principle of legal certainty [37]. In terms of equal treatment and 
market actors, because of the risk of regulatory distortion that could affect competi-
tion in the market, legislative experimentation only to a limited number of its poten-
tial subjects is compatible with such principles as long as experimental laws have a 
transitory character and the trial takes place according to objective criteria [44].

The EC proposed AI Act article 53(1) establishes “AI regulatory sandboxes” as 
‘controlled environments” within a pre-market deployment phase in the AI lifecycle 
under the “direct supervision and guidance of competent authorities” for a limited 
period of time. They would thus allow technical learning from development, testing 
and validation of AI systems in a “real-world environment”, as well as legal experi-
mentation with regulatory regimes [9, 26]. According to the Internal Market and 
Consumer Protection-Civil Liberties, Justice and Home Affairs proposed amend-
ment to Article 53, “5 a. Regulatory sandboxes shall allow and facilitate the testing 
of possible adaptations of the regulatory framework governing artificial intelligence 
to enhance innovation or reduce compliance costs, without prejudice to the provi-
sions of this Regulation or the health, safety, fundamental rights of natural persons 
or to the values of the Union as enshrined in Article 2 TEU. The results and lessons 
learned from such tests shall be submitted to the AI Office and the Commission.” 
[45].
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Here cooperation between multiple stakeholders within AI regulatory sandboxes 
influences the experiment’s outcome as it depends on who participates [46]. While 
experimenting with regulation directly affects the regulator and regulated, it is criti-
cal to engage with a broader group of actors, including those who would be indi-
rectly impacted [43]. This is corroborated by the draft of the European Parliament, 
which is an added article 53a, establishes that “regulatory sandboxes facilitate the 
involvement of other relevant actors within the AI ecosystem, such as notified bod-
ies and standardisation organisations (SMEs, start-ups, enterprises, innovators, test-
ing and experimentation facilities, research and experimentation labs and digital 
innovation hubs, centers of excellence, individual researchers), in order to allow and 
facilitate cooperation with the public and private sector”.

The main benefit of an AI regulatory sandbox within our proposed framework is 
the possibility of determining the effectiveness and feasibility of AI requirements. 
We may learn valuable lessons about their practical applications by “piloting” asso-
ciated tools and templates in the sandbox [47]. One of the critiques in the litera-
ture is that regulatory sandboxes have not offered truly novel regulatory responses 
to traditional regulation. Instead, they repurpose old technocratic tools to fill specific 
regulatory gaps [48]. Hence, the importance of our work as it combines regulatory 
sandboxes with technical capabilities as a tool to comply with the regulation in a 
continuous monitoring fashion, which could potentially enable different stakehold-
ers, from regulators to end-users, to participate in lawful AI systems through its life-
cycle actively.

From the regulator’s perspective, regulatory sandboxes can afford them a bet-
ter understanding of the product or service. It could lower barriers to innovation 
as legal uncertainty can implicitly lead to projects being abandoned at an early 
stage or never undergoing testing and validation [46, 49, 50]. For the public sector, 
regulatory sandboxes can allow more innovative products to reach citizens, as they 
facilitate co-learning about risks during the testing stage and can help reduce the 
time-to-market with lower costs for the organisation in verifying and demonstrating 
the success of technological innovations [38, 45]. Consequently, more AI-enabled 
public services could be tried and later introduced to the market or put into service 
upon validation [46] and in a long-lasting manner if implemented utilising MLOps 
principles, as we will explore in the next section. For the different stakeholders, par-
ticipation in a regulatory sandbox means adding another layer of regulatory supervi-
sion which should be carefully examined as it has been recognised that experimen-
tal legislation while trying to reduce the individual burdens for individuals has also 
increased the overall number of regulatory burdens as experimental regulations also 
establish new compliance rules [37]. Furthermore, it requires investing economic 
and human resources as the experiment requires setting up, running, and being pre-
pared to actively contribute to the sandbox in different phases [51].

A criticism of the proposed AI Act is that participants in AI regulatory sandboxes 
would remain liable for any harm inflicted on third parties due to experimentation 
in the sandbox environment. Nonetheless, within our proposed framework, we envi-
sion that MLOps capabilities for monitoring, versioning, and documenting events 
can facilitate the tracing and allocation of potential liability as errors that pose a 
risk could be flagged and addressed during experimentation [29]. This can implicitly 
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reduce the risk of harm (to end-users) and liability (to providers) by limiting their 
scope and impact while allowing all parties, including regulators, to understand the 
scenarios and limitations of AI technologies and the relevant regulatory measures in 
terms of duty of care and defences to negligence.

There are two limitations to our proposed framework. First, as it has been raised 
because of the legislative state of the AI Act, it is unclear what the limitations of 
the future AI sandboxes will be, what type of regulatory relief they are allowed to 
provide, and how they will be funded [37]. Nonetheless, we acknowledge the cur-
rent efforts in Spain for the first AI regulatory sandbox and thus expect more clarity 
shortly as “results will be published during the Spanish Presidency of the Coun-
cil of the EU in the second half of 2023.”4 Second, even if, according to the EC 
AI Act, regulatory sandboxes could extend “where relevant, [to] other Union and 
Member States legislation supervised within the sandbox”, we will only focus on 
compliance measures with the AI Act this is justified by the acknowledgement that 
experimentation within AI regulatory sandboxes “shall not affect the supervisory 
and corrective powers of competent authorities” ex article 53(3). Thus, personal 
data protection will fall outside the scope of this paper as there are other examples 
from which lessons can be learned, such as the Norwegian sandbox, which focuses 
on data protection.5

While sandboxes can be an important tool for developing evidence-based poli-
cies, they are not to be considered as the all-encompassing solution to AI-based sys-
tems compliance but a tool to better inform compliance measures and regulatory 
intervention.6 Nonetheless, when specifically devised for experimentation with AI-
based systems and services, in conjunction with automation and monitoring via soft-
ware frameworks like MLOps, AI sandboxes lead to more significant opportunities 
and benefits for deploying regulatory AI sandboxes.

4.2  A Software Development Framework: Machine Learning Operations (MLOps)

One key feature of an ML system is the ability to learn, adapt, and optimise opera-
tions in real time. The ability to improve by learning from data while performing 
critical operations may be the most valuable asset of ML technology. Systems that 
incorporate AI as machine learning (ML) technology provide the possibility to 
improve services such as (i) aggregating and analysing information from multiple 
sources to the extent that would not be possible without ML, (ii) personalisation and 
trend modeling to serve patterns and interests of different user groups, for example 
by clustering customer data and fitting an ML model separately; (iii) automation and 

4 https:// digit al- strat egy. ec. europa. eu/ en/ news/ first- regul atory- sandb ox- artifi cial- intel ligen ce- prese nted.
5 https:// www. datat ilsyn et. no/ en/ regul ations- and- tools/ sandb ox- for- artifi cial- intel ligen ce/.
6 For example, the Banca Negra Malaysia (BNM) experience with UK-based remittance company, Worl-
dRemit, resulted in the bank amending its electronic know your customer (eKYC) regulations to permit 
remittance providers to verify customer identities via “selfie” and other remote identifiers. See UNSGSA 
FinTech Working Group and CCAF. (2019). Early Lessons on Regulatory Innovations to Enable Inclu-
sive FinTech: Innovation Offices, Regulatory Sandboxes, and RegTech. Office of the UNSGSA and 
CCAF: New York, NY and Cambridge, UK.

https://digital-strategy.ec.europa.eu/en/news/first-regulatory-sandbox-artificial-intelligence-presented
https://www.datatilsynet.no/en/regulations-and-tools/sandbox-for-artificial-intelligence/
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self-service, whereby chatbots and online recommendation systems serve customers 
on-demand [23].

Regarding regulatory compliance, MLOps approach supports automation, con-
tinuous monitoring, documentation, traceability, and auditing of the resulting AI 
systems, which can be done by multiple tools as follows [29]. Automated pipelines 
could provide a feedback loop to each stakeholder from all the process stages. As 
the software progresses through the pipeline, different stages can be triggered. For 
example, metadata documentation of the historical sequence of key metrics (e.g., 
data quality of test data, reliability) can be viewed manually by queries or by auto-
matic generation of documents. Traceability by capabilities such as “running issues” 
can be used during implementation to track tasks or bugs and to plan future work 
by collecting ideas and feedback [35, 52]. Continuous monitoring ensures that the 
model behaves as expected and that anomalies are detected and addressed correctly 
[53]. Continuous evaluation/audit-based quality assurance based on automatically 
determined key metrics can make information collection independent of manual col-
lection [53].

As a warning, although MLOps lean on continuous improvement, it is often a 
complex process involving changes in the application code, the model used to pro-
vide an outcome (e.g., for prediction), and the data used to develop the model [54]. 
It could indirectly affect compliance with regulatory requirements. As an example, 
EC AI Act requirement on ‘data and data governance’ established that training, vali-
dation, and testing data ‘shall have the appropriate statistical properties, including, 
where applicable, as regards the persons or groups of persons on which the high-
risk AI system is intended to be used’ (article 10) or that technical documentation 
“of a high-risk AI system shall be drawn up before that system is placed on the 
market or put into service and shall be kept up-to-date” (article 11). Furthermore, 
an ML system’s autonomous operation raises concerns about safety in highly regu-
lated sectors (e.g., clinical performance in the medical device domain). Authorities 
have traditionally promoted the approach of “locked” algorithms, where the system 
is designed so that it is being trained during the development phase, and the ability 
to improve is disabled in real-world use [54].

In terms of the public sector, data products are highly sensitive and require 
constant monitoring, repairing, and updating [23]; thus, they could benefit from 
employing MLOps framework for durable AI-based innovation in public services. 
AI regulatory sandboxes and MLOps support more proactive and scalable explora-
tion of innovative AI-based services that would otherwise not be attempted because 
of their categorisation as “high-risk”; thus, long-term AI innovation with higher 
impact requires dynamic means of integrating compliant practices in the AI devel-
opment lifecycle. In the following Sect. 5.3 we outline in more detail how various 
MLOps methods could be utilised in AI regulatory sandboxes.
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5  Framework: Multi‑stakeholder AI Regulatory Sandboxes & MLOps

In this section, we will describe the proposed framework for multi-stakeholder AI 
regulatory sandboxes and the instrumentalization of MLOps for the development of 
“high-risk” AI systems in the public sector. Even though the proposed AI Act speci-
fies privileged access to SMEs, based on the understanding that the public sector has 
potential high-risk AI-enabled services, it would be beneficial to provide regulatory 
sandboxes experimentation to public sector services which intend to further public 
good rather than a competitive advantage in the marketplace. Furthermore, sandboxes 
can be viewed as a tool for managing regulatory fears by developers or providers of 
such AI-based systems or services (e.g., by taking a data-driven approach for fair and 
proactive guidance when approving pilots or issuing regulatory guidance). It is meant 
to support limited access to real-world user and regulatory environments, with the par-
ticipation of stakeholders in a virtual pilot context. A virtual sandbox could provide 
an environment that enables organisations to validate their systems and services in a 
contained virtual space without placing them in the market or wider deployment with 
all end-users [54]. Participation in AI regulatory  sandboxes would be most beneficial 
to public sector organisations in the early stage of implementing AI-based systems or 
services considered high-risk according to the AI Act.

Based on an analysis of the three versions of the AI Act by the European Com-
mission (EC AIA) [15], the Council of the European Union [55] and the European 
Parliament [18], we identified several characteristics which can be clustered within 
the three main phases of regulatory sandboxes: (1) preparation and planning; (2) 
legal aspects; (3) design and implementation [27].

5.1  Preparation and planning

The first phase of preparation and planning requires designing and utilising net-
works to establish the involvement of stakeholders, planning time, and resources 
while being aware that the experiment’s design can wrongfully capture an innova-
tion’s potentially problematic effects [37, 48]. Within the AI lifecycle, it is the con-
ceptualisation stage. There is a need for a participatory design that permits a collab-
orative approach. The EC AIA has depicted the general structure of the sandbox as 
an environment “established and guided by member states competent authorities or 
the European Data Protection Supervisor”. At the same time, the EP draft includes 
the “possibility for regional/local or jointly with other member states”.

The proposed multi-stakeholder AI regulatory sandbox would need to initially 
establish the stakeholders that could participate in the sandbox based on their roles 
as stakeholders. They can be included as core stakeholders, active participants, 
occasional participants, or part of the surrounding environment. In Fig.  1, the AI 
regulatory sandbox depicts the virtual space in which the AI system is being tried as 
an MLOps implementation with the inclusion of multiple stakeholders. The involve-
ment of the different stakeholders is aided by the ML pipelines, which consist of 
tools that support the process, from code to delivery. These tools ensure that each 
stakeholder gets timely access to what they need [54]. Finally, an interface and 
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credentials (e.g., based on their role within the sandbox) should give access to the 
model pipeline to participate.

Core stakeholders decide in a participatory manner on the set-up, design of the 
regulatory sandbox, and implementation of subprojects. It includes stakeholders 
with high decision-making powers, such as member state competent authorities or 
European Data Protection Supervisor (EDPS), which would have a supervising role 
and provider/public sector wishing to experiment with AI-based public services. 
They are included in every stage of the pipeline to pursue the implementation of the 
regulatory sandbox in their interests, with open and regular dialogue (e.g., monthly 
workshops) and a critical view of the project. In a multi-stakeholder participatory 
environment, core stakeholders should be provided with credentials to access the 
MLOps pipeline under different levels of access and intervention to gather relevant 
information and trigger specific actions. On the one hand, supervising authorities 
allow and guide prospective providers to fulfil, in a controlled environment, the 
conformity assessment obligations of this regulation or voluntary application of 
the codes of conduct. Based on the EP AIA draft, “guide and supervision within 
the sandbox to identify risks, in particular to fundamental rights, democracy, and 
the rule of law, health and safety and the environment” and “on how to fulfil the 
requirements of the AIA so that the AI system may exit the sandbox being in the 
presumption of conformity with the specific requirements of the regulation that were 
assessed within the regulation, in so far as it complies with the requirements when 
exiting the sandbox”. On the other hand, provider/public sector organisation efforts 
in compliance would thus include an active and continuous process of documenta-
tion that covers the whole life cycle allowing the mapping of relevant information 
and comparably evaluating the state of implementation.

Active participants supply services to fulfil tasks and key components of innova-
tion or to meet regulatory conditions (e.g., under AI Act article 15, they participate 
in providing cybersecurity solutions). They have access to and influence on core 
stakeholders at different phases of the AI regulatory sandbox and AI lifecycle. This 
role’s stakeholders include other relevant authorities, end-users/citizens, civil soci-
ety, partnering platform providers, data & computational infrastructure providers, 

Fig. 1  Multi-stakeholder AI Regulatory Sandbox implementing MLOps



309

1 3

The Review of Socionetwork Strategies (2023) 17:297–318 

Testing and Experimentation Facilities, Digital Hubs, and Centres of Excellence. 
End-users/citizens could be involved in the first phase of the sandbox participating in 
the conceptualisation of what the AI-based service should be, and also at the sand-
box phase of implementation as they could be involved by being end-users of the 
AI-based service that is being monitored based on their interactions. For instance, 
AI-enabled services which provide intermediate access to essential public services 
related to employment or health would need to involve appropriate stakeholders and 
regulators related to those domains. Regarding experimentation in a safe space, the 
sandboxes can offer limited participation of citizens who consent. The role of active 
participants like end-users/citizens is vital as they can perform an evaluation based 
on the key figures provided by the manufacturer and their lived experiences. Citi-
zens should also be provided feedback channels and included in validating new digi-
tal services.

Occasional participants support by providing access to relevant networks, posi-
tive support with expertise, interpretation of legislation, and funding. They are 
door-openers to key authorities, can influence the public image, and foster/impede 
successful implementation. This stakeholder category can include the EU Artificial 
Intelligence Board, EU Commission and EDPS. They are to be kept updated about 
the progress made and—if necessary—explicitly addressed when there is a need for 
their input in the governance of AI. Based on the EC AIA draft, there needs to be 
“coordination and cooperation with the European Artificial Intelligence Board” and 
“where appropriate other national authorities & other actors in the AI ecosystem”, 
as the EP AIA draft adds. In terms of the EC, the EP AIA draft adds that it should 
“establish a dedicated interface containing all relevant information related to sand-
boxes and allow stakeholders to raise enquiries with competent authorities and seek 
non-binding guidance on the conformity of innovative products, services, business 
models embedding AI technologies”. The EC could have a “complementary role 
enabling Member States to build on their expertise and assisting and providing tech-
nical understanding and resources to those Member States that seek guidance on the 
set-up and running of these regulatory sandboxes” as stated by the EP AIA draft.

Surrounding environment observes, may participate, possibly passively, and 
is indirectly or in any way impacted by the results of the AI regulatory sandbox. 
This stakeholder group can include standardisation organisations, AI ecosystem 
networks, residents, or businesses. They are essential for public acceptance of the 
experimentation at an early stage. Thus, individual groups or the general public 
should be informed transparently and openly and allowed to transition to the role of 
active participants in the decisions and processes.

In this first phase, the duration of the experimentation and the place must be cho-
sen. It could be a virtual space as it allows flexibility in gathering multiple stake-
holders’ inputs regarding compliance efforts. In terms of duration, it should be taken 
into consideration that specific experiments may deliver immediate results (e.g., 
direct complaints resulting from direct discrimination by AI applications), and oth-
ers may require more time to show outcomes (e.g., indirect long-term discrimina-
tion by sophisticated AI applications) [37]. Experimentation is supposed to occur 
for a limited time before market placement, or it is put into service; nonetheless, as 
appropriate based on the complexity and scale of the project, national competent 
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authorities could offer extension [55]. As a complement to the automation of the 
pipelines, workshops can be established every month, depending on the experimen-
tation’s duration, to ensure there is co-learning and different stakeholders can share 
their experiences simultaneously. It can also better understand end-users’/citizens’ 
experiences [56].

The allocation of resources should be considered by all willing participant stake-
holders, as costs could prove to be an obstacle if they are not foreseen. For instance, 
in an autonomous delivery robot case, the cost of participating in a 7-month test 
amounted to €100,000 for the applicant. Similarly, to support innovative businesses 
in Germany via “regulatory innovation zones”, Economic Affairs Ministry and Fed-
eral Network Agency faced one-off compliance costs of €60,000 and ongoing com-
pliance costs of €69,000 for the notification and application procedures. “Most of 
the costs arise in the procedures introduced to offset disadvantages; these procedures 
are intended to encourage the participation of stakeholders who would otherwise not 
be interested” [42].

In the initial phase, the conditions for the operation of the AI regulatory sand-
box must be established. According to the EC AIA proposal, “eligibility criteria, 
procedure for the application, selection, participation and existing from the sand-
box, rights and obligations of the participants in implementing acts”. Meanwhile, 
the CE AIA approach mentions that the “access to AI regulatory sandbox is to any 
prospective/provider that fulfils selection criteria & has been selected by compe-
tent national authorities following the selection procedure”. In Norway, the regula-
tory sandbox has a committee with lawyers and experts that examine the feasibility 
and merit of applicants, which applies based on four criteria7: that their project (1) 
makes use of artificial intelligence or otherwise touch artificial intelligence; (2) ben-
efit the individual or society; (3) could benefit significantly from participation in the 
sandbox; (4) be subject to the Norwegian Data Protection Authority as the compe-
tent supervisory authority. This could be implemented with proper modifications as 
the application criteria for AI regulatory sandboxes. The AI Act emphasises access 
to SMEs; such privilege access should also be extended to public sector innovative 
experiments, which could be presented in partnership with SMEs and other private 
business organisations. The CE AIA approach establishes that the “modalities and 
conditions shall to the best extent possible support flexibility for competent national 
authorities to establish and operate their AI regulatory sandboxes”, and for the EP 
AIA draft, they should “ensure broad and equal access” also to be free of charge for 
SMEs and start-ups.

Upon admission to the AI regulatory sandbox, core stakeholders are to agree on a 
specific plan which defines goals and metrics to be evaluated during the experimen-
tation [15, 55]. Because the purpose of an AI regulatory sandbox is to ensure com-
pliance with the requirements of the AI Act for high-risk AI systems [15], this space 
shall aim to contribute to (a) foster innovation and competitiveness and facilitate 
the development of an AI ecosystem; (b) facilitate and accelerate access to Union 

7 https:// www. datat ilsyn et. no/ en/ regul ations- and- tools/ sandb ox- for- artifi cial- intel ligen ce/ frame work- for- 
the- regul atory- sandb ox/ gener al- parti cipat ion- crite ria/.

https://www.datatilsynet.no/en/regulations-and-tools/sandbox-for-artificial-intelligence/framework-for-the-regulatory-sandbox/general-participation-criteria/
https://www.datatilsynet.no/en/regulations-and-tools/sandbox-for-artificial-intelligence/framework-for-the-regulatory-sandbox/general-participation-criteria/
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Market for AI system, especially for SMEs; (c) improve legal certainty & develop-
ment of best practices; (d) contribute to evidence learning regulatory learning [55]. 
For instance, the provider/public sector would indicate the requirements of the AI 
Act in which compliance experimentation would be most beneficial, because sand-
boxes shall facilitate the development of tools and infrastructure for testing, bench-
marking, assessing and explaining dimensions of AI systems relevant to sandboxes, 
such as accuracy, robustness, and cybersecurity, as well as minimisation of risks to 
fundamental rights, environment and the society at large. They would also need to 
commit the necessary capacity, devoting relevant personnel and resources to actively 
participate in sandbox experimentation (e.g., data protection officers/procurers, data 
scientists, designers, and developers). Also, a nomination as an “ombudsman” for 
the AI regulatory sandbox experimentation to ensure critical reporting and over-
sight. Also, submit a contingency plan for citizen impact in case of failure/harm and 
establish the citizens who would be active participants.

5.2  Legal Aspects

The second phase of the AI regulatory sandbox relates to legal aspects. It requires 
exploring the legal obstacles and potential for regulatory manoeuvrings, such as 
granting exceptions. Regarding legal obstacles, fundamental laws and regulations 
besides the AI Act must be specified based on an impact assessment depending on 
the use case of the AI-based service. It is determining applicable laws and legal con-
straints that limit the flexibility the sandbox can offer by means of regulatory, techni-
cal, and real-world experimentation [46]. For instance, in Finland, from the point of 
view of the constitution, the purpose of the trial section must be socially acceptable 
to deviate from the principle of equality—for instance, business and innovation pol-
icy goals. Regarding exceptions, different types can be granted through trial clauses 
[42] or specific national laws published specifically for installing regulatory sand-
boxes [57]. For example, there can be easements to permit procedures. Still, because 
of the provisions in the AI Act, there is no foreseeable derogation (or exemption 
from the rule of law), because it would imply amendments that require action by 
EU-level regulators (European Commission within the European Union or the not 
yet instated European Board of Artificial Intelligence).

Nonetheless, sandbox experimentation can enable regulators to work with public 
sector organisations to ensure appropriate protection safeguards are built into the 
service before being widely deployed [46]. Mainly because in the EC AIA proposal, 
“significant risks to health and safety and fundamental rights identified during the 
development and testing of such system shall result in immediate” and “adequate 
mitigation, otherwise suspension until mitigation takes place or otherwise termi-
nate it”. Finally, in the EP AIA draft, “competent authorities shall have the power 
to temporarily or permanently suspend the testing process, or participation in the 
sandbox if no effective mitigation is possible and inform the AI office of such deci-
sion”. Nonetheless, for the benefit of the provider which is participating in the regu-
latory sandbox to test their innovation the CE AI Act approach foresees “no fine 
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for infringement of the AI Act, if participants respect the sandbox plan, terms and 
conditions for participation, and there is good faith”.

5.3  Design and Implementation

The third phase of the AI regulatory sandbox is the design and implementation. It 
is the practical experimentation with multiple stakeholders in the different stages 
of the AI lifecycle and within real-world conditions with a limited number of real 
end-users. In the EC AIA proposal, the AI regulatory sandbox is envisioned as a 
“controlled environment that facilitates the development, testing and validation of 
innovative AI systems’’. The testing takes place “at any time before the placing on 
the market or putting into service of the AI system on their own or in partnership 
with one or more prospective users” [55]. Within our proposed framework, because 
the goal is to determine the usefulness of MLOps in compliance efforts, it would 
require this architecture to be part of the AI system design.

In terms of real-world testing, the CE AIA approach provides guidance on the 
details by establishing some of the general conditions as “drawn up a real-world 
testing plan and submitted to the market surveillance authorities of the member state 
where the testing is supposed to occur” and that “there is no objection by competent 
authorities within 30 days after its submission”. For the provider, that it “is not in the 
area of law enforcement, migration, asylum and border control management and has 
registered the testing in the real-world conditions in the EU database”, “is located in 
EU or has appointed a legal representative for the purpose of testing in real-world 
conditions which is established in the Union”. For end-user/citizens, it should be 
ensured that “persons belonging to vulnerable groups due to their age, physical or 
mental disability are appropriately protected”, “when testing with 1 or more pro-
spective users, the participants shall be informed of all aspects of the testing that are 
relevant for the decision to participate and given the relevant instructions on how to 
use the AI system provider and user(s) shall conclude an agreement specifying their 
roles and responsibilities with a view to ensuring compliance with the provisions for 
testing in real-world conditions under this and other relevant regulation”, “subjects 
of the testing in real-world conditions have given informed consent […], or in the 
case of law enforcement where the seeking of informed consent would prevent the 
AI system from being tested, the testing itself and the outcome of the testing in the 
real-world conditions shall not have a negative effect on the subject”. For the testing 
conditions, that the “real-world conditions is effectively overseen by the provider 
and user(s) with persons who are suitable qualified in the relevant field and have the 
necessary capacity, training and authority to perform their tasks” and “the predic-
tions, recommendations or decisions of the AI system can be effectively reversed 
and disregarded.” Furthermore, “any serious incident identified in the course of the 
testing in real-world conditions shall be reported to the national market surveillance 
authority” and “provider shall establish a procedure for the prompt recall of the AI 
system upon such termination of the testing in real-world conditions” which we have 
depicted in Fig. 1 as retirement.
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During the third phase, the compliance measures’ experimentation can include 
specifying metrics for evaluation that can be participatory agreed upon (e.g., data 
quality of test data, reliability) and regularly used during the development as nega-
tive trends (e.g., not accurate predictions) can be detected and corrected at an early 
stage and addressed by the feedback loop [35]. Similarly, quality management could 
be achieved using pull requests as the basis for reviews and using model cards meta-
data as a tool for documenting not only the model but also the regulatory-specific 
activities performed during the model’s development, such as dataset justification or 
performance evaluation or pre-market risk management activities [58]. If machine-
readable, the model card metadata can be used in pipelines to automatically generate 
additional documents intended for end-users (e.g., the model card) and regulatory 
authorities (e.g., clinical validation report). Finally, monitoring and maintenance 
activities identifying deviations from the expected model behaviour are placed, cap-
tured as bug reports or feedback, and fed into the supervision authority for evalu-
ation. This can help with issues around the explainability of models as it has been 
suggested [59] that “it’s everything that happens around that decision they [experts 
using AI-based systems] need help with”. Thus, because there is a need for ‘more 
discussions about the output, rather than how you get there,” monitoring, tracking, 
and documentation can help understand and contextualise the surrounding environ-
ment of an AI-based system’s output.

Meanwhile, monitoring can help identify errors at an early stage. Using “trig-
gering flags” implemented during the development helps determine when decisions 
need to be made before there is an improvement to the model. These “triggering 
flags” can be based on sandbox plan issues that were agreed upon as core to the 
experimentation (e.g., integration of human-on-the-loop under article 14 of the AI 
Act or need for risk assessment under article 9). Regarding the development of ML 
models, the metric figures collected via the interface can be used as the data basis 
for a decision. The basis for the decision could be a manual check which can base 
its review on the reports from the previous expansion stage. Based on a formalised 
evaluation of the key metrics (e.g., by checking for threshold value violations), it 
may also be possible to introduce a release decision that can be automated. In the 
deployment stage, the monitoring infrastructure that can detect deviations in the 
average accuracy and confidence of a deployed model can lead to the discovery of 
new input data that may relate to model drift or changes in the underlying relation-
ships between input and output data, that may reveal the possibility for concept drift. 
Finally, the ML model corrective activities are part of the feedback loop that con-
nects the monitoring stage to the building stage [35].

Based on the goals of a regulatory sandbox, core stakeholders need to ensure the 
utilisation of information by other stakeholders. For example, annual reports to the 
Board and Commission on the results (e.g., good practices, lessons learnt, and rec-
ommendations on their set-up) of the experimentation on the application of the AI 
Act and other Union legislation supervised within the sandbox [15]. The EC AIA 
proposal envisions a report “of the activities successfully carried out in the sandbox, 
results and learning outcomes,” which could be available online following the steps 
of the Norwegian Regulatory sandbox. Furthermore, this report could be considered 
in the context of conformity assessment procedures or market surveillance checks.
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In general, the potential outcomes of experimentation using AI regulatory sand-
boxes in the public sector include (1) sharing information as a way to ensure regula-
tors can draw lessons from the sandbox, (2) developing more appropriate policies 
to foster innovation in the AI ecosystem, (3) facilitating the adoption of AI-based 
services in the public sector, (4) allowing regulators to gather evidence of potential 
needs for changes in existing regulatory frameworks, and (5) handling liability for 
negligence by allocating responsibility and providing practical redress via changes 
to AI models through MLOps and accountability for the responsible stakeholders.

6  Conclusion

The public sector faces distinct challenges incorporating AI-based systems to 
improve its services, including developing suitable technological tools for a multi-
stakeholder regulated environment. We believe that AI regulatory sandboxes pro-
vide a space for limited experimentation beyond legal compliance and allocation 
of responsibility. In the case of “high-risk” AI systems, AI regulatory sandboxes 
and MLOps offer a potentially viable approach in an integrated framework that sup-
ports continuous experimentation and learning across the AI lifecycle in conjunction 
with multiple stakeholders for both technical validation and regulatory compliance. 
They support social acceptance of such AI-based services, greater public awareness 
of their implications, and better understanding and adoption in the public sector in 
high-risk scenarios.

This paper aims to provide a valuable framework for AI regulatory sandboxes 
which implement MLOps functionalities in their structure. There is also the potential 
benefit of experimenting with the use of MLOps as a tool for providing redress when-
ever there has been a mistake/faulty implementation through the lifecycle of an AI 
system. As MLOps enable monitoring, documentation, version keeping and retraining, 
it could allow for a correction within the model, which addresses issues raised by end-
user. Those impacted by an AI system’s output, or a regulator could, in a practical way, 
correct or request for an improvement in the model that prevents it from replicating 
such an error for other end-users and going beyond mere economic compensation or 
court proceedings. Thus, it can allow for a bottom–up approach to lawful AI systems.

MLOps can facilitate collaboration between different stakeholders via continu-
ous monitoring, as once developed, the behaviour of an AI system has to remain as 
expected; otherwise, deficiencies such as drift would need to be addressed as early 
as possible [38]. In such regards, aspects of MLOps like continuous integration and 
deployment can help add new features that comply with regulatory body requests 
to a deployed model more rapidly. With proper regulatory oversight in a controlled 
sandbox environment, ML models could be retrained more dynamically to improve 
outcomes, with suitable versioning, auditing, verification, and compliance valida-
tion at each stage as needed. This would support the piloting of new features, mod-
els, and datasets while monitoring its technical and regulatory compliance, allowing 
both developers and regulators to continuously learn from iterative experimenta-
tion, mainly because in a more agile process like MLOps, where changes can be 
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implemented on a weekly or daily basis, possibly even independently of user inter-
vention, effective auditing must be based on different principles.

In further research, we plan to validate the proposed framework in pilot tests of 
AI-enabled services developed by public sector organisations. Ongoing experimen-
tation and research must be conducted with multiple stakeholders to examine how 
to support responsible AI innovation based on emerging regulatory compliance 
regimes, such as the AI Act. As a warning, there is the danger of creating miscon-
ceptions that once an AI system has been tested in a sandbox regulatory environ-
ment, it is given the stamp of approval to be placed in the market or put into service. 
It must be acknowledged that an AI system can still fail or produce harmful out-
comes after general deployment. Thus, future implementations should clearly state 
that AI systems which have undergone experimental regulatory compliance could 
still produce unforeseen liability risks or evolve into high-risk AI through unantici-
pated applications. AI regulatory sandboxes offer only a limited timeframe to deter-
mine AI innovations’ regulatory compliance measures before market placement 
or deploying them in a broader societal context. Nonetheless, experimental instru-
ments, despite their shortcomings, contribute to the development of evidence-based 
law-making and the continuous reassessment of regulation [37], a more proactive 
approach to the interaction between law and technology. This paper proposes that 
AI regulatory sandboxes, in conjunction with integrated MLOps processes and prac-
tices, can offer crucial mechanisms for regulatory experimentation and technologi-
cal innovation with multiple stakeholders across the lifecycle of AI-enabled services 
in the public sector.
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