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Abstract
In recent years, rather than enclosing data within a single organization, exchanging 
and combining data from different domains has become an emerging practice. Many 
studies have discussed the economic and utility value of data and data exchange, but 
the characteristics of data that contribute to problem-solving through data combina-
tion have not been fully understood. In big data and interdisciplinary data combina-
tions, large-scale data with many variables are expected to be used, and value is 
expected to be created by combining data as much as possible. In this study, we con-
ducted three experiments to investigate the characteristics of data, focusing on the 
relationships between data combinations and variables in each dataset, using empiri-
cal data shared by the local government. The results indicate that even datasets that 
have a few variables are frequently used to propose solutions for problem-solving. 
Moreover, we found that even if the datasets in the solution do not have common 
variables, there are some well-established solutions to these problems. The find-
ings of this study shed light on the mechanisms behind data combination for solving 
problems involving multiple datasets and variables.
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1 Introduction

In recent years, the practice of creating new businesses and adding value to 
existing services by exchanging and combining data from different domains has 
emerged. Many companies around the world have increasingly been publishing 
data for use rather than using data encompassed within a single organization, and 
third-party data are increasingly being combined [1, 2]. Platform businesses that 
develop a marketplace to exchange different types of data, such as open data and 
sensitive data owned by individuals and companies, have been launched, thereby 
forming a business ecosystem [3–5]. In addition to the expectations for data 
exchange, large-scale data are expected to be used in the global trend of big data, 
open data, and data combinations among different domains [6, 7].

Under such circumstances, it is believed that combining large amounts of mul-
tivariable data can create valuable solutions and services. In addition, such big 
data may be expected to be “universal data” that can contribute to solving all the 
problems. However, Bollier pointed out that although new values are expected 
to be derived from data combinations, heterogeneous data combinations make 
objective interpretation difficult [8]. Boyd and Crawford also stated that the vol-
ume of data is meaningless when the meaning of data is not considered, and it 
is important to understand the value of small amounts of data stored in various 
domains [9]. Although many studies have recognized the advantages and value 
of big data, they have also identified the limitations and issues of secondary use 
and aggregation of big data [10, 11]. In addition, the characteristics of data that 
contribute to problem-solving through data combination—the combinability or 
co-occurrence patterns of data—have not been fully understood.

To address this important issue, this study attempts to understand the relation-
ship between the expectation of usage and the combinability of data. We analyze 
the characteristics of the data that constitute a solution to open data utilization, 
considering the amount of combined data with variables. At present, evaluation 
criteria for open data have not been established. The characteristics of data that 
are combinable and lead to useful solutions have not been adequately addressed. 
The main contribution of this study is the analysis of the combinability of rel-
evant data to solutions using empirical data provided by a local government.

The remainder of this paper is organized as follows. In Sect. 2, we discuss the 
issues addressed in our study and present related works. In Sect.  3, we present 
the experimental details of the datasets and the analysis method. In Sect. 4, we 
discuss the results and limitations of the current approach and areas for further 
study. Finally, we present our conclusions in Sect. 5.
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2  Research Questions and Related Works

Presently, the environment and infrastructure for data exchange and utilization are 
being rapidly developed, and a type of ecosystem related to data is being formed. 
Boisot and Canals argued that data, information, and knowledge are distinct types 
of economic goods, each with a specific utility [12]. Mergers and acquisitions 
have been actively conducted with certain expectations in terms of the value of 
data assets [13], and some firms have opened application programming interfaces 
(APIs) to sell their data resources. Amazon, for example, has opened the API of 
product databases based on their marketing strategy [14]. Such activities are per-
formed by many companies to create new business models through API disclo-
sure constitute the API economy [15]. The financial sector is also aggressive in 
creating business models by exposing APIs [16]. Data exchange and combination 
through APIs considerably affect the economy.

Open data—machine-readable information, particularly government data—is 
another component of the data exchange ecosystem [7, 17, 18]. Although the term 
“open data” often refers to public sector information, data providers are not limited 
to governments. Some open data are provided by private organizations to revitalize 
the economy and create new businesses [18]. For example, financial authorities in 
many countries require companies to disclose their financial status using eXtensible 
Business Reporting Language (XBRL), which is a markup language used for corpo-
rate electronic accounting reporting [19]. Business models that use open data from 
aggregators, brokers, and service providers have been reported [20, 21], and Zim-
mermann and Pucihar highlighted the value of open data sources [22].

The economic and utility values of data have been discussed in many studies, 
but what types of data are valuable remains an ongoing debate. The method for 
data valuation has not been established using open data. Moreover, the charac-
teristics of the combinable data have not been fully clarified. Some research has 
argued the importance of a collaborative environment to support businesses based 
on open data [20, 23], but there has been no discussion about the relationships 
among diversified open data resources.

To tackle this challenging issue, we focused on variables as the characteristics 
of the data combination in this study. The variable is a logical set of data attrib-
utes. Data attributes are important features that can be used to understand the 
structure and granularity of the data. For example, streetlight data might contain 
variables such as “latitude,” “longitude,” “lump type,” and “luminous flux,” and 
“population,” “ward name,” “age,” and “gender” are likely variables included in 
demographic data. Variables are important for discussing characteristics such as 
connectivity with other data [24, 25]. In interdisciplinary data combination, there 
is an expectation that highly used data will include large-scale data with many 
variables. Given the expectations, are data with fewer variables less likely to be 
used? We analyzed the relationship between the number of variables in the data 
and the frequency of data usage in research question #1.

Variables are not the only important aspects of data utilization. In data combi-
nation, the creation of value by combining data from different domains is highly 
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expected. The question here is whether combining a large amount of data will 
increase the value. To discuss this, we analyze the number and distribution of 
combined data for problem-solving as research question #2.

The third research question concerns the context of data combination, where con-
text is a solution to a problem. Even with the same map data, for example, the con-
text is different between the solution “creating a hazard map of the area where you 
live in combination with disaster information” and “understanding city congestion 
by overlaying a map with people flow data.” The combination of data and the num-
ber of combinations required to achieve the solution may vary depending on the data 
usage context. Based on this assumption, we analyze the combination types of data 
with the usage context of the solution as research question #3.

3  Experimental Details

In this study, we aimed to investigate the characteristics of the data and solutions 
that contribute to problem-solving while focusing on the relationships between data 
combinations and variables in an open data exchange. However, although open data 
are publicly available information sources on the Web, knowledge of how to use 
them for a certain purpose is not common. Therefore, in this study, we used a data-
base in which the information on datasets and how to use them are stored as data 
jackets (DJs) that contain structured knowledge regarding data utilization. The DJ is 
a metadata format used to describe the summary information of the datasets. Even if 
the datasets themselves cannot be widely published owing to sensitivity of the data, 
by sharing the summary information, it is possible to read and understand the char-
acteristics and their structure [26]. Table 1 presents an example of a DJ on “event 
information” that was stored in the knowledge base used in the experiment.

The two primary advantages of using the knowledge base with DJs are the 
descriptions of variables and linkages with the knowledge elements of problem-
solving. In DJs, information on variables is stored as variable labels, written in natu-
ral language. The number of variable labels in each dataset varies, which is useful 
for verifying the research questions of this study. The other advantage is that the 

Table 1  Example of a DJ
Data name Event information
ID 3502
Data outline This is a dataset obtained using 

a search tool to identify events. 
The tool provides information 
on when, where, and what kinds 
of events will be held

Data type Text, image, numerical value
Variable labels Event name, date, event type, 

target, venue, participation fee, 
capacity, organizer, contact 
information
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knowledge base stores not only information on datasets, but also the dataset usage 
contexts as solutions and requirements. The solution summarizes the dataset utili-
zation with combined data, and the requirements are the needs written in natural 
language. The knowledge base is created by combining the following two equations 
with binary predicate logic [27], where Eq. (1) formulates the relationship such that 
a certain solution satisfies a requirement, and Eq. (2) indicates that a combination of 
DJs generates a solution:

To investigate the research questions, we used datasets available from a platform 
provided by the Institute of Administrative Information Systems (IAIS),1 which 
comprised 623 DJs, 158 solutions, and 273 requirements. The DJs on the IAIS data 
platform include all available open data for Yokohama City2 and part of the open 
data for Kawasaki City,3 both of which are cities in Kanagawa Prefecture, Japan. It 
should be noted that the original datasets for Yokohama City have been completely 
moved to the new data catalog site in 2020, and some datasets are difficult to iden-
tify with the DJs we used in the experiment. Although there were 676 DJs in total on 
the IAIS platform, we integrated the DJs with the same dataset names and variables 
and used them without duplication. Moreover, even if the dataset names were the 
same, those with different variables were treated as different DJs. In addition, we 
manually corrected the mistakes of the variable delimiters and typographical errors.

The solutions and requirements in the data were created using DJs at the work-
shops of Innovators Marketplace on DJs (IMDJ [28]) held in Yokohama and Kawa-
saki. One hundred people in Yokohama City and 29 in Kawasaki City—comprising 
citizens, city office workers, and data utilization professionals—participated in the 
workshops. At the workshop, participants presented their problems and social issues 
as requirements for the first 15 min. Then, the participants proposed problem-solv-
ing methods as solutions for satisfying the requirements by combining data written 
in DJs. In addition, the participants could supplement additional datasets to create 
solutions during the discussion and evaluate the solutions that meet their require-
ments or merit implementation using an imaginary purchasing budget provided to 
them. However, it should be noted that information on additional datasets and solu-
tions evaluated based on the participants’ purchasing budget were not stored on the 
IAIS platform, and we did not use them in our analysis. The workshop lasted for 
approximately 90 min. For more details regarding the rules followed in the work-
shop, see references [28, 29].

The data (DJs, requirements, solutions, and their relationships) were created in 
workshops conducted under the theme of “creating Yokohama, a city that can be 

(1)satisfy (solution, requirement),

(2)combin (solution, DJ).

1 https:// djp. iais. or. jp/s/ djpla tform.
2 https:// data. city. yokoh ama. lg. jp/.
3 https:// www. city. kawas aki. jp/ shisei/ categ ory/ 51-7- 0-0- 0-0- 0-0- 0-0. html.

https://djp.iais.or.jp/s/djplatform
https://data.city.yokohama.lg.jp/
https://www.city.kawasaki.jp/shisei/category/51-7-0-0-0-0-0-0-0-0.html
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enjoyed with children” in Yokohama City and “community formation for intergen-
erational exchange” in Kawasaki City. Both themes utilize open data from local gov-
ernments to express the opinions of citizens and propose solutions to their problems. 
From a global perspective, the themes concern public participation and welfare, and 
we treated the quality of data combinations in the solutions created in the two dif-
ferent workshops as equivalent in this study. As all DJs, requirements, and solutions 
were written in Japanese, the analysis was conducted in Japanese and translated into 
English when the present paper was written.

4  Results and Discussion

4.1  Variables and the Frequency of Dataset Use

Figure 1 presents the frequencies of use of the 43 datasets to create the solution and 
the number of variables that each dataset comprises. The size of each dot indicates 
the number of occurrences of datasets with the same number of variables as the 
frequency of use (maximum: 3 times, minimum: 1 time). For example, three data-
sets “list of local Terakoya4 projects,” “the location of the stations which installed 
the elevators,” and “list of facilities where we can breastfeed and change diapers 
for babies” have three variables each and were used three times. Therefore, there 
were three occurrences (the size of the dots). As shown in Fig. 1, we could not find 
a correlation between the number of variables in each dataset and the frequency of 

Fig. 1  Number of variables in 
each dataset and the frequency 
of use

4 Terakoya is the local private elementary school in Japan that originates from the temple schools of the 
Edo era.
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dataset usage ( r = −0.0291 ). Thus, it can be said that datasets with large numbers of 
variables are not always used to create solutions.

In contrast, datasets with a small number of variables appear to be used more 
frequently. For example, the most frequently used dataset was “event information,” 
which was used eight times to create solutions and contained only nine variables 
(Fig.  1). In addition, of the 131 datasets used, including duplication, the ratio of 
datasets with 1–10 variables was high at 74%. Figure 2 shows the top 15 datasets 
used to create the solutions. The numbers in parentheses indicate the number of var-
iables included. Although the number of variables ranged from four to 21, the data-
sets that contributed to creating solutions contained fewer variables.

4.2  Number of Data to Create Solutions

Next, we analyzed and compared the number of data points combined to create 
a solution, as shown in Fig.  3. Ninety-nine solutions do not use data or have no 
links to data in any dataset; therefore, we targeted the remaining 59 solutions that 
use data. The solution that combined the most datasets was “providing the hap-
piness ranking of the children by facilities which can take care of children;” this 
solution used seven datasets: “unlicensed childcare facility,” “list of children- and 

Fig. 2  Top 15 frequently used data

Fig. 3  Number of data to create 
solutions
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baby-friendly restaurants,” “list of infant care facilities,” “playground for children,” 
“data of local child-rearing support centers,” “event data for infant and children,” 
and “list of hospitals with daycare centers or children’s play area.” This solution 
used a large number of administrative datasets for children and babies. However, 
most solutions consisted of a small number of variables (average: 2.22). It is worth 
noting that 17 solutions that use only one dataset have been proposed to satisfy these 
requirements. This result suggests that the solutions are not necessarily composed of 
a large number of datasets, but a few dataset combinations are sufficient to establish 
the solutions.

4.3  Shared Variables and the Combinability of Data

Forty-two of the 59 solutions were created using two or more datasets. Of these 
solutions, we found that 13 were composed of datasets that did not have shared vari-
ables, and 29 consisted of datasets that had one or more common variables. This 
accounts for approximately 70% of the total, and it can be said that many solutions 
are created by combining datasets that contain common variables. Figure 4 presents 
the top 15 frequently appearing variables required to create solutions. Many solu-
tions share the following variables: “telephone number,” “location,” “ward name,” 
and “opening hours.” For the contexts of child rearing and local community build-
ing, for example, solutions such as “setting up a shared office for those raising chil-
dren” and “establishing a reservation service for facilities where you can find friends 
to exercise with your children” have been proposed. For the development of services 
rooted in the community, “location,” “telephone number,” and “opening hours” of 
the facilities may be essential variables across datasets. By contrast, many variables 
such as “ward name,” “age,” and “gender” were shared in “conducting an interna-
tional exchange conversation class” and “holding a grandma’s wisdom cafe.” In 

Fig. 4  Top 15 variables in the datasets used for solutions
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holding the events, it is necessary to share variables regarding the areas covered by 
each event, target age, and gender among the datasets.

Figure  5 presents a comparison of the number of combined datasets with the 
number of shared variables, where the target was the solutions that used two or more 
datasets. The size of the dots represents the frequency of the solutions (maximum: 
11, minimum: 1). Most of the solutions were created by combining two to four data-
sets, and the number of shared variables in the combination varied from zero to four. 
In other words, it can be said that a solution with a small number of combined data-
sets does not always have a small number of shared variables, and a solution with 
a large number of combined datasets does not have a large number of shared vari-
ables. It is interesting to note that there are solutions with extremely large numbers 
of combined datasets and shared variables, which were created by combining seven 
datasets with 10 shared variables. The solution was “providing the happiness rank-
ing of the children by facilities which can take care of children,” and it used multiple 
facility datasets and event datasets for children. Therefore, it is necessary to share 
many variables such as “address,” “facility name,” “presence or absence of car park-
ing,” “presence or absence of nursing room,” and their “fee.”

Does a solution exist that consists of datasets with no common variables? 
The solution of “holding Terakoya for international exchange” was proposed 
to arrange a private elementary school for international exchange in a shopping 
district or at a cafe by gauging the necessity for international exchange from 
foreign residents. In this solution, “foreign population by age and group,” “list 
of community cafes in Japan,” “list of shopping arcades,” and “list of local Tera-
koya businesses” were used, but they had no common variables. This solution 
did not solve the problem by combining datasets from common variables in par-
allel; instead, it processed the datasets serially according to the realization steps. 
The realization step is a step-by-step task to achieve a solution. The datasets 
were processed in each step as required, and finally, the solution was obtained 
(Fig.  6b). Therefore, these solutions do not require common variables. In the 

Fig. 5  Numbers of combined 
datasets and shared variables



530 The Review of Socionetwork Strategies (2021) 15:521–534

1 3

solution “counseling to respond to the anxiety of advanced maternal age,” the 
following three datasets were used: “average age at birth of mothers,” “data of 
childcare and women’s health consultation service,” and “list of hospitals with 
daycare centers or children’s play area.” This solution also used datasets based 
on the realization steps and did not integrate the datasets. First, the solution 
determines the counseling demands using the average childbirth age in the area, 
and second, it determines the content of childcare/health counseling. Finally, the 
solution achieved counseling at a hospital with a daycare center. In contrast, a 
dataset with shared variables is shown in Fig. 6a. The integrated dataset was cre-
ated by combining multiple datasets with common variables. Then, the dataset is 
analyzed, processed, or incorporated into the system to generate a solution. All 
solutions created using the datasets can be divided into either of these combina-
tion types.

Finally, we examine how the commonality of variables is related to dataset 
combinations and solution creation. Of the 43 datasets used in the solutions, 
263 dataset pairs shared the variables. The number of dataset pairs used to cre-
ate useful solutions was 65, of which 38 dataset pairs shared variables. In other 
words, there were 225 dataset pairs that had never been combined, even though 
they shared many variables. Hence, it can be said that the commonality of vari-
ables is not a prerequisite for creating a solution; instead, the datasets to be com-
bined are selected according to the context of the problem or the solution to be 
achieved.

From the analysis results, it was found that solutions may have a variety of 
combined datasets, and the datasets used to create the solutions do not neces-
sarily share many variables. Furthermore, even if the datasets in the solution do 
not have common variables, there are some solutions that are adequate for the 
problems. The result suggests that variable-sharing is not the only important fac-
tor; the context–how to combine the datasets to generate a solution to solve the 
problem–is essential for dataset combination.

Fig. 6  Data combination types
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4.4  Summary of Discussion

Three experiments were conducted to answer these research questions. The first 
result revealed that the datasets required for problem-solving, that is, solution crea-
tion via dataset combination, do not necessarily have many variables (research ques-
tion #1). In other words, even datasets with few variables can be used effectively to 
solve problems. The results of the second experiment demonstrated that the solu-
tion was not necessarily created by combining a large number of datasets (research 
question #2). Some solutions were created by combining one or two datasets; hence, 
it was not necessary to combine a large number of datasets to create solutions. In 
addition, we found that the number of combined datasets varied, and some solutions 
were sufficiently established, even if they did not have common variables (research 
question #3). We found that the combination of datasets can be divided into two 
types: integrated dataset creation using common variables and step-by-step data 
usage.

4.5  Limitation and Future Work

In this study, we analyzed the data utilization knowledge base from the viewpoint of 
open data exchange. However, there are some limitations due to the lack of data on 
the IAIS data platform. Although open data are public information sources on the 
Web, a knowledge base for data utilization is hardly available. Therefore, we limited 
our analysis to two use cases. In future research, it will be necessary to focus on the 
following three points and clarify the mechanism of the contexts of data use and 
valuation.

The first limitation is the causal relationship between solution creation and the 
number of variables. Experiments have shown that datasets with a large number of 
variables are not necessarily used many times to create a solution. Are datasets with 
fewer variables used more often to create solutions? The answer is “probably no.” 
The distribution of the number of variables in the datasets on the data exchange plat-
form is known as the power distribution [25]. In other words, datasets with a small 
number of variables account for most of the data population, and datasets with many 
variables rarely occur. In fact, the datasets used in this study are also biased toward 
datasets with fewer variables, which makes it possible that the distribution of the 
datasets with a small number of variables may have affected the results. Therefore, it 
was not possible to compare and examine the datasets used in the experiments. For 
further study, it will be effective to use the knowledge base of the DJ store [27] and 
Web IMDJ [29]. These knowledge bases store the results of multiple workshops for 
data utilization. Future studies will benefit from using these datasets to deepen the 
discussion of the analysis.

The second limitation is the evaluation criteria for datasets and solutions. In 
this study, we evaluated and discussed usage expectations based on the number of 
dataset usages and variables for creating solutions. However, solutions have to be 
evaluated based on feasibility or usefulness, or even the data owners’ price for the 
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data, which may influence the solution value. To solve this problem, the knowl-
edge bases of the DJ Store and Web IMDJ might be helpful. In the future, we will 
evaluate solutions using an imaginary purchasing budget in the workshop and the 
payment information stored in the databases. Therefore, it will be possible to dis-
cuss the value of the data and the context of data usage.

The third limitation was the sharing condition of the data. The Yokohama 
and Kawasaki data used in this study were all open data. The data marketplace 
includes not only shareable government data but also treats sensitive data from 
companies and individuals with multiple stakeholders [30–32]. Sensitive and 
shareable data have unique characteristics in terms of variables and connectiv-
ity [25]. The contexts of data utilization, how they are used, and how often they 
are used may depend on the sharing conditions of the data. Future studies are 
required to analyze the availability of heterogeneous data and sharing conditions.

5  Conclusion

In this study, we analyzed how different types of data are used to build an open 
data solution from the viewpoint of the number of combined datasets with vari-
ables. The results of the experiments indicated that although many solutions have 
been proposed, it is not always necessary to combine numerous datasets. Fur-
thermore, it was suggested that a solution can be created even with datasets that 
have a small number of variables. It was also found that the combination of data-
sets is not limited to a parallel combination because of the commonality of vari-
ables; there is a combination type in which datasets are combined in series based 
on the realization steps of the solution, which do not require shared variables. 
In big data and interdisciplinary data combination, it is expected that large-scale 
data with many variables will be used, and value will be created by combining 
data as much as possible. We believe that the findings of this study will balance 
expectations for solutions involving multiple dataset combinations and numerous 
variables. Moreover, the insights can be expected to be helpful for government 
officials who utilize data and those who are going to acquire data from now on.

However, the data exchange ecosystem still lacks observable events—the value 
of data, the transaction of data, communication logs among stakeholders, and so 
forth—which makes it difficult to obtain sufficient data to test hypotheses. In the 
future, as mentioned in Sect.  4.5, it will be necessary to apply our analysis to 
other data to clarify the data ecosystem where innovation occurs through hetero-
geneous data exchange.
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