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Abstract
DLR is currently investigating the potential of hypersonic flight systems in the context of different mission scenarios. One 
configuration type of higher interest for civil and military purposes is the hypersonic glide vehicle (HGV). Such HGVs 
operate over broad flight envelopes and pose complex flight dynamic characteristics. This article presents DLR’s generic 
hypersonic glide vehicle 2 (GHVG-2) and proposes an integrated non-linear flight control architecture that is based on the 
idea of the non-linear dynamic inversion and non-linear model following control methodologies. The proposed control scheme 
is designed to sufficiently and robustly handle the system dynamics of the over-actuated flight vehicle. The approach is first 
discussed, and the performance of the suggested control laws is later investigated via simulations of a high-fidelity non-
linear flight dynamic model in the nominal case and under the presence of parametric uncertainties. The presented results 
demonstrate that the proposed NMFC approach provides benefits for the robust control of the regarded hypersonic system.

Keywords  Non-linear flight control · Non-linear dynamic inversion · Non-linear model following control · Hypersonic 
glide vehicles · Waverider · Flight mechanics

Abbreviations
CA	� Control allocation
CFD	� Computational fluid dynamics
DLR	� Deutsches Zentrum für Luft- und Raumfahrt 

(German Aerospace Center)
FCS	� Flight control system
GHGV-2	� Generic hypersonic glide vehicle 2
GNC	� Guidance, navigation and control
HGV	� Hypersonic glide vehicle
INDI	� Incremental Non-linear Dynamic Inversion
ISA	� International Standard Atmosphere
NDI	� Non-linear dynamic inversion
NMFC	� Non-linear model following control
PCH	� Pseudo control hedging
RM	� Reference model
SAS	� Stability augmentation system

TPS	� Thermal protection system
WGS84	� World Geodetic System 1984

Symbols
�	� Angle of attack in rad
�	� Side-slip angle in rad
C
i
	� Aerodynamic coefficient

�	� Flight path azimuth angle in rad
D	� Damping ratio
�
i
	� Control surface deflection in rad

�	� Flight path angle in rad
H	� Altitude in m
I	� Moment of inertia in kgm2

�	� Longitude in rad
L,M,N	� External moments in the body axes in Nm
m	� Mass in kg
Ma	� Mach number
�	� Flight path bank angle in rad
�	� Natural frequency in rad/s
p,q,r	� Roll, pitch, yaw rate in the body axes in rad/s
�	� Latitude in rad
�	� Freestream density in kg/m3

S	� Aerodynamic reference area in m 2
u,v,w	� Velocities in the body axes in m/s
V	� Flight speed in m/s
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X,Y,Z	� External forces in the body axes in N
x,y,z	� Distances in the body axes in m

Subscripts
a	� Aerodynamic frame
c	� Command
cp	� Centre of pressure
cg	� Centre of gravity
d	� Desired attitude angles signal coming from the 

guidance loop
K	� Motion with respect to the inertial frame
r	� Reference

Superscripts
(k)	� K-th time derivative

Accents
̇ 	� Time derivative
̂	� Measured or estimated value

1  Introduction

In the last years, hypersonic glide vehicles (HGVs) have 
been increasingly the subject of research and development 
efforts of both academia and industry [3]. This emerging 
class of vehicle possesses the ability to be applied in the civil 
and military sector [4]. DLR is currently studying the physi-
cal limitations and performance of autonomous hypersonic 
flight systems in different mission scenarios. Well-designed 
autopilots are compulsory for all autonomously operat-
ing flight vehicles. They stabilise the vehicle and ensure 
good tracking of an online or offline computed trajectory 
to reach the desired location. Particularly for the applica-
tion in hypersonic vehicles, the implemented guidance and 
control systems need to adequately and robustly handle the 
complex physical effects over large flight envelopes, under 
the presence of model uncertainties and fairly inaccurate 
model assumptions. One promising control approach which 
is naturally able to handle highly non-linear systems is the 
non-linear dynamic inversion (NDI) control methodology.

NDI has been successfully applied and tested for flight 
control systems (FCSs) of different aerial vehicle classes 
in recent years. In [5], the authors successfully applied 
cascaded NDI feedback controllers for the autonomous 
attitude control of a hypersonic re-entry vehicle, in [6] for 
the control augmentation system of a supermaneuverable 
aircraft and in [7] for the flight control of spin-stabilized 
guided projectiles. Both discussed approaches use a time-
scale separation for improved robustness of the continu-
ous feedback linearisation scheme [8]. Despite the major 
benefits, NDI-based control methods come also with draw-
backs. In particular, the model-based methodology can 
be sensitive to mathematical model uncertainties, which 

could lead to significant performance degradation and 
even closed-loop instabilities, due to inversion errors [9].

Several approaches have been reported in the lit-
erature where an incremental formulation of the non-
linear dynamic inversion control (INDI) were proposed 
to increase the controllers robustness towards paramet-
ric model uncertainties [10–13]. Even though the said 
approaches show promising results, INDI-based concepts, 
in the case of attitude control, rely on correct and instanta-
neous measurements of the angular acceleration and con-
trol effector states. This is not always given and hence the 
control system could be exposed to instability problems 
if these signals are not directly measurable and estimates 
have significant noise, delays, or biases [14]. To cope with 
problems related to imperfect sensor measurements, com-
plementary filters can be used to fuse model-based infor-
mation and sensor measurements, keeping the beneficial 
characteristics of both signals, cf. [15, 16]. The problem 
of model uncertainties in the context of NDI-based control 
approaches can be addressed, as shown in [17, 18], by 
augmenting the baseline controllers with adaptive mod-
ules, that are capable of compensating the effect of these 
uncertainties.

Even though all the approaches using INDI or adaptive 
control show promising results, the established control 
systems mutually rely on the implemented linear feedback 
controllers for good tracking performance and stability 
augmentation. Such a control structure makes it tedious 
to tune the controllers and favour decreased robustness 
properties of the closed-loop system. This paper proposes 
a flight control architecture that uses the fundamental ideas 
presented in [5, 6] for non-linear feedback control but 
enhances the structures with a feedforward signal based on 
the idea of a non-linear model following control (NMFC) 
approach [19]. The paper’s main contribution is the pres-
entation and discussion of the NMFC methodology, which 
combines cascaded and non-cascaded NDI-based control 
schemes to increase overall robustness of a baseline con-
troller by fundamentally separating the command tracking 
task from the stability augmentation task of the control-
lers. This controller can be easily enhanced later, using an 
incremental formulation as shown in [15], or augmented 
using adaptive controllers as shown in [18].

The remainder of the article is organised as follows. 
Section 2 gives an overview of the generic hypersonic 
glide vehicle 2 (GHGV-2) and the non-linear mathematical 
modelling of the vehicle. Further, the fundamental idea of 
non-linear dynamic inversion is introduced in Sect. 3, and 
the proposed non-linear flight control system is discussed 
in Sect. 4. Finally, in Sect. 5, the robustness and perfor-
mance of the system are analyzed based on the developed 
6-dof non-linear simulation.
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2 � Hypersonic glide vehicle modeling

2.1 � The DLR GHGV‑2 Concept

The considered GHGV-2 configuration has been designed 
by a multi-disciplinary development group of DLR. It was 
developed to investigate hypersonic glide vehicles’ physi-
cal capabilities, limitations, and future impact on civil and 
military operations. The developed vehicle is shown in 
Fig. 1. The sectional view of Fig. 1b shows some of the 
most relevant sub-systems for the present work, such as 
the thermal protection system (TPS), guidance, navigation 
& control system (GNC), battery system, and actuation 
system. The flight vehicle is based on the waverider con-
cept and is designed to improve lift-to-drag ratios within 
operations in high Mach number regimes [20].

Figure 2 illustrates the vertical trajectory of a possible mis-
sion profile for the GHGV-2. For the investigated use case, it 
is expected that the GHGV-2 is launched with a multi-stage 
rocket booster. After the ignition and acceleration of the rocket, 
the hypersonic vehicle decouples from the launch vehicle at 
an altitude of approximately 100 km, from where it initiates a 
parabolic re-entry phase. The vehicle is equipped with thrusters 
to control the vehicle in altitudes in which no sufficient aerody-
namical control authority can be guaranteed. Once sufficient 
dynamic pressure is reached during the re-entry, the four availa-
ble aerodynamical control surfaces (two on the upper and two on 
the lower side) are used to control the vehicle. After the re-entry 
phase is completed, the HGV attempts to follow a specific flight 
path angle profile, which allows it to remain at its maximum lift-
to-drag ratio while flying toward its target location.

An integrated guidance, navigation, and control (GNC) sys-
tem steers the vehicle along a desired trajectory to obtain the 
needed maneuvers. Figure 3 shows a conceptual architecture 
of the overall GNC system of the GHGV-2. Before the start 
of a mission, the trajectory for the vehicle is computed using 
optimisation-based approaches such as shown in [21]. These 
trajectories are computed such that physical constraints (e.g., 
thermal loads) and operational constraints (e.g., no-fly zones) 
are respected. During the mission, a trajectory tracking algo-
rithm uses the vehicle’s current position and the pre-computed 
waypoint information to calculate the required flight path angle 
�d and azimuth angle �d . The demanded flight path and azi-
muth angle are then fed into a non-linear flight path controller 
that generates the required aerodynamic angles (�d, �d, �d) , 
later used by the non-linear attitude control system, which 
generates a desired angular acceleration command vector 
𝜈d = (ṗd, q̇d, ṙd)

T . The angular acceleration command vector 
is then fed into a control allocation (CA) system to optimally 
compute the control input vector for the over-actuated vehi-
cle. Even though all presented sub-modules have a substantial 
internal dependency on each other, the discussions within the 
here presented work will focus on the “non-linear attitude con-
trol” and “control allocation” modules.

2.2 � Aerodynamics

The aerodynamic database considers static and dynamic aero-
dynamical effects modeled as static and dynamic derivative 
coefficients. Each of the coefficients and derivatives are a func-
tion of the Mach number Ma , the altitude H , the angle of attack 
� and the angle of sideslip � (see Eq. 1- 6).

(1)X =
�

2
V2S

[
CX(�, �,Ma, H) + CX,q(�, �,Ma, H)

q lr

2V

]

(2)
Y =

𝜌

2
V2S

[
CY (𝛼, 𝛽,Ma, H) + CY ,r(𝛼, 𝛽,Ma, H)

r lr

2V

+CY 𝛽̇(𝛼, 𝛽,Ma, H)
𝛽̇ lr

2V

]

(3)
Z =

𝜌

2
V2S

[
CZ(𝛼, 𝛽,Ma, H) + CZ,q(𝛼, 𝛽,Ma, H)

q lr

2V

+CZ,𝛼̇(𝛼, 𝛽,Ma, H)
𝛼̇ lr

2V

]

(4)
L =

�

2
V2S

[
Cl(�, �,Ma, H) + Cl,p(�, �,Ma, H)

q lr

2V

]

− YΔzcp−cg − ZΔycp−cg

(a) External view on the GHGV-2(a) External view on the GHGV-2

(b) Sectional view of the GHGV-2(b) Sectional view of the GHGV-2

Fig. 1   The DLR Generic Hypersonic Glide Vehicle Concept [20]



	 J. Autenrieb, N. Fezans 

(5)
M =

𝜌

2
V2S

[
CM(𝛼, 𝛽,Ma, H) + CM,q(𝛼, 𝛽,Ma, H)

qlr

2V

+CM𝛼̇(𝛼, 𝛽,Ma, H)
𝛼̇ lr

2V

]
− ZΔxcp−cg + XΔzcp−cg

(6)
N =

𝜌

2
V2S

[
CN(𝛼, 𝛽,Ma, H) + CN,r(𝛼, 𝛽,Ma, H)

rlr

2V

+CN,𝛽̇(𝛼, 𝛽,Ma, H)
𝛽̇ lr

2V

]
+ XΔycp−cg + YΔxcp−cg

The static aerodynamic coefficients have been calculated by 
computational fluid dynamics (CFD) using the DLR TAU 
code  [23, 24]. Within the CFD analysis, around 800 inviscid 
calculations have been performed in the Mach number range 
from 0.6 to 12.5, for angles of attack between −6◦ and 15◦ , 
for angles of sideslip between 0◦ and 3◦ . The rudder deflec-
tion angles of the upper and lower flaps have been varied 
within the full deflection range of 0◦and 20◦ with regards 
to the respective coordinate system of the corresponding 
control surface. The environmental conditions for each Mach 
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Fig. 2   Illustration of an exemplary mission of a hypersonic glide vehicle
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Fig. 3   Overview of the integrated overall guidance and control architecture of the GHGV-2 [22]
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number were based on the standard atmospheric conditions 
at a specific altitude taken from a pre-determined trajectory 
(i.e., no further Reynolds number variation was performed). 
In order to take viscous effects into account, fully viscous 
Reynolds-Averaged Navier–Stokes simulations have been 
performed for selected trajectory points. Those calculations 
were then used to calculate a viscous correction model that 
was applied to all data points. The corrected coefficients are 
then implemented as a lookup table into the non-linear flight 
dynamics model. As an example, Fig. 4 shows the CFD cal-
culated Mach number distribution around the GHGV-2 at 
Mach number 12.5.

2.3 � Non‑linear flight dynamics

The modeled non-linear flight dynamics of the GHGV-2 are 
based on classical Newtonian mechanics, in which the vehi-
cle is assumed as a rigid body. Figure 5 displays the compo-
nents of the total external forces X, Y, Z and the total external 
moments L, M, N expressed in the body-fixed frame of the 
vehicle. For the investigated case, only the aerodynamic and 
gravitational forces and moments are considered relevant dur-
ing the regarded reentry and glide phases since hypersonic 
glide vehicles are commonly unpropelled during those mis-
sion stages. Centrifugal and Coriolis forces that are originating 
from motions within a moving reference system (consideration 
of Earth’s rotation) are additionally computed and taken into 
account as external forces in the body-fixed frame. Atmos-
pheric effects have been modeled using the International 
Standard Atmosphere (ISA) [25].

The generalised equations of motion for the modelled HGV 
are presented for the translational motion in Eq. (7) and for the 
rotational motion in Eq. (8).

The kinematic relationship allowing expressing the time 
derivatives (𝜇̇K , 𝛼̇K , 𝛽̇K) of the flight-path bank angle �K , the 
angle of attack �K and the sideslip angle �K as a function of 
the body-fixed rotational rates pK , qK , rK and the time deriv-
atives (𝛾̇ , 𝜒̇) of the flight path angle � and � reads [26, 27]:

Equation (9) constitutes a kinematic relationship between 
various reference frames. In this equation, the rotational 
rates pK , qK , and rK are obtained from the integration of the 
moment equation of Eq. (8). The time derivatives 𝛾̇ and 𝜒̇ 
of the flight path and track angles � and � result from the 
accelerations of the vehicle and can therefore be expressed 

(7)
⎡⎢⎢⎣
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Fig. 4   Example image of CFD calculated Mach number distribution 
around the GHGV-2 at Mach number 12.5 [20]

Fig. 5   Sketch of external forces and moments acting on the GHGV-2 
concept
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as functions of the external forces, once expressed in the 
flight path frame, divided by the translational momentum 
mV  (see for instance [6]). The relevant external forces are 
the weight W, the aerodynamic lift force La , and the aerody-
namic side force Ya.

Equations (9) and (10) express a general kinematic relation-
ship that also stays valid for cases in which the described 
aerial vehicle operates in windy conditions. Nevertheless, 
to simplify the notation for this paper, the nonexistence of 
wind is assumed. In that considered case, the inertial axes 
denoted by the index K correspond with the aerodynamic 
axes denoted by the index a. In order to further simplify the 
used notation, in the rest of the paper, the vectorial quan-
tities, described in the inertial axes denoted by the index 
K, are used without the corresponding index. This simpli-
fication does not noticeably impact the quality of results as 
the impact of the wind velocity are very small compared 
to the translation momentum mV  in the considered case. 
The mentioned assumptions and simplifications lead to the 
following simplified notation, in which the K and a indices 
are dropped:

The lift force La and the side force Ya are computed based 
on the presented high-fidelity non-linear aerodynamic 
database. The aerodynamic model is formulated as a func-
tion of the angle of attack � , sideslip angle � , Mach num-
ber Ma , altitude H and the control deflection vector � . The 
model provides an independent computation of the control 

(10)

⎡
⎢⎢⎢⎣

𝜇̇K

𝛼̇K

𝛽̇K

⎤⎥⎥⎥⎦
= T1

⎡⎢⎢⎢⎣

pK

qK

rK

⎤⎥⎥⎥⎦
+
�

1

mV

�
T3

⎡⎢⎢⎢⎣

−W

La

Ya

⎤⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎣

cos 𝛼K

cos 𝛽K
0

sin 𝛼K

cos 𝛽K
− cos 𝛼K tan 𝛽K 1 − sin 𝛼K tan 𝛽K

sin 𝛼K 0 − cos 𝛼K

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

pK

qK

rK

⎤
⎥⎥⎥⎦
+
�

1

mV

�

⎡
⎢⎢⎢⎢⎣

cos 𝛾 cos𝜇K tan 𝛽K tan 𝛾 sin𝜇K + tan 𝛽K tan 𝛾 cos𝜇K cos 𝛽K
cos 𝛾 cos𝜇K

cos 𝛽K
−

1

cos 𝛽K
0

cos 𝛾 sin𝜇K 0 cos 𝛽K cos 𝛾

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

−W

La

Ya

⎤
⎥⎥⎥⎦

(11)
⎡⎢⎢⎣

�K

�K
�K

⎤⎥⎥⎦
=

⎡⎢⎢⎣

�a

�a
�a

⎤⎥⎥⎦
=

⎡⎢⎢⎣

�

�

�

⎤⎥⎥⎦

(12)
[
�a
�a

]
=

[
�

�

]

(13)
⎡⎢⎢⎣

pK
qK
rK

⎤⎥⎥⎦
=

⎡⎢⎢⎣

p

q

r

⎤⎥⎥⎦

effectiveness and their respective aerodynamic forces and 
moments. At the current point, the influences of the flaps 
on the vehicle’s dynamics are assumed to be linear, but it 
is also planned to consider the non-linear effects of the flap 
deflections in future steps of the research process.

2.4 � Open‑loop analysis

For the analysis of the modes of the vehicle, the non-linear 
simulation model is trimmed using a Newton’s method-
based root-finding algorithm and then linearised at the found 
trim points. Equations 14 and 15 are showing the linear 
time-invariant (LTI) state-space system, which is commonly 
used to describe linear flight dynamics:

The researchers in Ref. [28] and Ref. [29] observed that 
specific hypersonic waverider configurations, including the 
presented vehicle, tend to have unstable open-loop behaviour 
in the longitudinal and lateral-directional motion character-
istics. The obtained results from the eigenmode analysis for 
the GHGV-2 confirm those findings and it can be seen that 
the open-loop system is longitudinally statically unstable 
and laterally dynamically unstable (Dutch roll). A stability-
augmentation system (SAS) is needed to artificially stabilise 
both the longitudinal and lateral dynamics (Figs. 6, 7).

3 � Non‑linear dynamic inversion and model 
following control

The main principle of NDI is to linearise the input–output 
relationship of a non-linear input-affine system by using 
state feedback and coordinate transformation rather than 
Jacobian linearisation [30]. Consequently, the dynamics of 
the controlled variables are reduced to simple integrator 
dynamics. As a result, the system can be controlled using 
linear control methods  [31]. In order to prevent inversion 
errors, the method requires a well-known open-loop model 
of the controlled system’s dynamics. However, a robust 
linear controller design has shown to be capable of dealing 
with these modeling errors. For further discussions, we 
consider the following non-linear control affine system of 
the following form:

(14)ẋ =A x(t) + Bu(t)

(15)y =C x(t) + Du(t)

(16)ẋ =f (x) + g(x)u

(17)y =h(x)
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The time derivative of the introduced non-linear dynam-
ics are obtained and reformulated using the Lie derivative 
notation [32]:

A relationship between the input and the output can be estab-
lished if Lgh ≠ 0 . For the case Lgh = 0 , the relationship must 
be further derived until the system input directly affects the 
system output. The number of time derivations needed is 
called the relative degree and is represented by r. Based on 
the methodology, the input–output of a MIMO system can 
be described as:

(18)

y(1) = ẏ =
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)T
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)T[
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]
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(
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)T
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(
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Fig. 6   Exemplary results of the eigenvalue analysis of the linearised open-loop dynamics of the GHGV-2 at Mach 12.5 and at a constant altitude 
within the height band of the mesosphere

Fig. 7   Sketch of reference model of arbitrary relative degree
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with A(x) being an m × m non-singular decoupling matrix 
and b(x) being a m × 1 vector reflecting the non-control 
effector-related dynamics of the system. For a shorter nota-
tion, the inferred relationship is further described as follows:

In the context of model reference following control, the con-
trolled variables should follow a desired reference trajectory. 
The reference model for an rth order system is defined in the 
following form:

with ai being chosen to impose the desired reference 
response.

Due to the feedback linearisation, the error dynamics 
between the reference signal and the vehicle response can 
be controlled using a linear controller of the following 
form:

with ŷr−i being the measured states and K being a Hurwitz 
gain matrix. Combined with the derived system output equa-
tion, we obtain the required control input:

It should be noted that a cascaded variant of the presented 
approach is also possible. In this case, an outer loop can gen-
erate the reference variables for an inner loop. An explicit 
multiple-time derivation of the initial equation can thus 
be avoided and substituted by a clever linkage of known 
relationships. However, the relative degree of the overall 

(19)
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system remains unaffected by this approach. Both cascaded 
and non-cascaded approaches are used for the application in 
the flight control system presented in the next section.

4 � Integrated non‑linear model 
following control design

For the GHGV-2, a non-linear model-following control sys-
tem was designed and integrated. The overall structure of 
the established controller is displayed in Fig. 8. The archi-
tecture uses a second-order reference model (RM) system 
to filter the command input vector (�d, �d, �d)

T and to shape 
the desired reference signal vector (�r, �r, �r)

T . The gener-
ated reference signals are the filtered commands and the 
corresponding first and second derivatives of the desired 
model response. The RM can comprise further knowl-
edge of physical limitations of the system and prevents 
the controllers from generating unworkable commands. 
Such limitations can originate from structural and ther-
mal load limits that the vehicle should not exceed. Other 
influences that can be regarded within the RM limitations 
are that the actuator capabilities of vehicles operating in 
high-speed regimes can significantly vary over the flight 
envelope due to external factors, such as high dynamical 
pressure and thermal influences acting on the fins. Such 
influences can limit the vehicle’s actuation capacity and 
restrict the maximum achievable accelerations the control 
surfaces can provide.

The controller needs to perform two main control tasks: 
tracking and regulation. The first task is taken over by a 
model-based feedforward control approach which transforms 
the computed higher-order derivatives of the reference sig-
nals based on known systems kinematics and dynamics. The 
second task is taken over by a cascaded non-linear dynamic 
inversion control system which handles uncertainties and 
reject external disturbances.

The cascaded controller corresponds to a so-called two-
loop controller architecture with distinct cascaded outer (atti-
tude control) and inner (body-rates control) loop controllers.

Such a control architecture is particularly easy to tune 
when a certain amount of time-scale separation can be 
assumed between the loops (typically factor 5 between 
the respective bandwidths of these loops), but also also 
applicable even without it. In that case, the tuning of the 
controllers will usually influence each other and therefore 
they need to be tuned, or at least evaluated, together. The 
bandwidth of the inner loop can in principle be increased 
by using a fairly aggressive (high-gain) inner loop con-
troller. This is quite often done for missiles and would be 
undesirable for large aeroplanes (often due to structural 
loads). Whether such tuning is acceptable or even desir-
able for a vehicle like the GHGV-2 remains unclear at the 
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present stage of this work. Apart from adverse effects with 
potential coupling with flexible modes, the robustness to 
delays in the control loop and to unmodelled dynamics 
may also become problematic with such high-gain inner 
loop controllers.

4.1 � Non‑linear cascaded feedback control design

The integrated cascaded feedback control approach is 
based on the idea of timescale-separated non-linear 
dynamic inversion systems presented in   [5, 6], but is 
adapted to match the technical realisation of the controlled 
generic hypersonic glide vehicle.

The input of the l inear outer loop control-
lers is the time-dependent tracking error vector 
(e𝜇, e𝛼 , e𝛽)

T = ((𝜇r − 𝜇̂), (𝛼r − 𝛼̂), (𝛽r − 𝛽))T , which is com-
puted based on the state measurements and the obtained 
tracking commands of the RM (as explained in Sect. 4.3). 
The implemented linear controllers regulate the system’s 
error dynamics by computing the derivatives of the aero-
dynamic angles needed to eliminate the attitude control 
error:

The required first-order time derivatives of the aerodynamic 
angles are obtained by combining the reference model out-
put vector (𝜇̇r, 𝛼̇r, 𝛽̇r)

T and the generated feedback control 
signal vector (Δ𝜇̇,Δ𝛼̇,Δ𝛽̇)T.

(24)
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⎤
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The command input for the inner loop controllers can be 
computed by inverting the angular kinematics relationships 
from Eq. (10):

The input  of  the l inear  inner  loop control-
ler is the time-dependent tracking error vector 
[ep, eq, er]

T =
[
(pr − p̂), (qr − q̂), (rr − r̂)

]T  , which is com-
puted based on the state measurements and the obtained 
commands of the angular dynamic inversion step described 
in Eq. (26). The implemented linear controllers regulate the 
system’s error dynamics by computing the angular accelera-
tion commands needed to eliminate the rate control error:

The total desired rotational acceleration vector [ṗd, q̇d, ṙd]T 
is then obtained by adding the command from the feedback 
controller ( [Δṗ,Δq̇,Δṙ]T  ) to the feedforward command 
[ṗr, q̇r, ṙr]

T from the command filter (cf. Sect. 4.2 for further 
details).
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Fig. 8   Overview of the proposed non-linear model following control architecture for the GHGV-2
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This commanded rotational acceleration vector is then con-
verted to the desired moment vector Q⃗d by considering the 
vehicle inertia matrix I and the balance of angular momen-
tum (i.e. the gyroscopic moment that the vehicle, in its cur-
rent state, will be subject to):

4.2 � Non‑linear feedforward control design

The integrated non-cascaded, non-linear dynamic inver-
sion-based feedfoward approach uses a generalised refer-
ence model and knowledge of the system dynamics. Fig-
ure 9 illustrates a simplified version of the second-order RM 
which is applied to filter the command inputs and shape the 
desired reference signals. By using a priori known dynamic 
limits of the vehicle, this reference model ensures that the 
reference signals sent to the attitude control loop can be 
achieved, reducing the need for further protections, at least 
in the nominal/failure-free case.

When none of these limits is reached, the incoming com-
mands from the guidance system (�d, �d, �d)

T are shaped by 
second-order transfer functions which can be described in 
the following form:

(28)
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ṙd

⎤⎥⎥⎦
=

⎡⎢⎢⎣

ṗr
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ṙd

⎤⎥⎥⎦
+

⎡⎢⎢⎣

p̂

q̂

r̂

⎤⎥⎥⎦
× I

⎡⎢⎢⎣

p̂

q̂

r̂

⎤⎥⎥⎦

(30)Gr(s) =
�2
0

s2 + 2D�0 s + �2
0

The eigenfrequency �0 and the damping ratio D of the transfer 
functions can be chosen such that the desired system response 
behaviour can be imposed on the vehicle. Besides the desired 
angular state reference signals, the reference models also gen-
erate the first- and second-order derivatives of the desired 
response. These signals feedforward control information to the 
inner and outer loop controllers, increasing the system’s track-
ing performance. Figure 10 shows all signals generated by the 
RM and how the proposed NMFC control system uses them.

The additional usage of the the first- and second-order 
derivatives of the desired response enables partial decom-
position of the command tracking tasks from the regulation 
tasks of the feedback control system and hence eases up the 
tuning and decreases the possibility of high-gain solutions. 
As described in Fig. 10, the first-order time derivative vector 
of the shaped reference responses (𝜇̇r, 𝛼̇r, 𝛽̇r)

T are fed for-
ward to the inner loop inversion of the attitude kinematics. 
The second-order time derivatives of the shaped reference 
responses (𝜇̈r, 𝛼̈r, 𝛽r)

T are used for feedforward purposes by 
using the known kinematic relationship presented in Eq. (9). 
Following the NDI methodology discussed earlier, the 
regarded dynamic relationship needs to be further derived 
to obtain the final input–output connection that matches the 
second-order derivatives of the aerodynamic angular signals 
[27]:

Leading to the angular acceleration command vector 
(ṗr, q̇r, ṙr)

T , which is used as a feedforward angular accel-
eration command signal and later merged with the angular 
acceleration command vector from the cascaded feedback 
controller as shown in Eq. (28).
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− Ṫ2

�
̇̂𝛾
̇̂𝜒

�
− T2

�
̈̂𝛾
̈̂𝜒

�⎤⎥⎥⎦

External Dynamic Rate Limits

External Dynamic Position Limits

External Dynamic Acceleration Limits

reset logic and saturation-dependent limits

Fig. 9   Exemplary illustration of the simplified-second order reference model used in the different control channels of the integrated NMFC  
system
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4.3 � Linear control allocation design 
for the endoatmospheric flight phase

As described in Section  2.1, the application of suitable con-
trol allocation algorithms for the over-actuated GHGV-2 is 
required in the exoatmospheric and endoatmospheric flight 
regimes. However, due to the brevity of this paper, only the 
control allocation problem for the endoatmospheric flight 
phase is further discussed. Figure 11 shows the available 
control surfaces with the connected deflections of the upper 
left fin �UL , upper right fin �UR , lower left fin �LL and lower 
right fin �LR for the described case.

The aerodynamic coefficient derivatives with the control 
surface deflections can be fairly well approximated by linear 
terms and so let B be the following control effectiveness 
matrix:

B is of size 3 × 4 and thus cannot be inverted. The control 
effectiveness matrix B depends on the current flight point 
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⎡
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.

and states. In order to cope with that dependencies during 
the mission, the B matrix is continuously re-computed by 
using an onboard plant model and sensor measurements but 
it is assumed to be constant for each time step.

For determining the needed control surface deflection 𝛿d 
for the actuators, a suitable solution to the following equation 
needs to be found:

Equation (33) is an under-determined linear system of equa-
tions with 3 equations and 4 unknowns. In general, and here 
in particular when neglecting further constraints like deflec-
tion limits and rate limits, such under-determined problems 
have an infinite number of solutions. Often some preferences 

(33)Q⃗d = B 𝛿 with 𝛿 =
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Fig. 10   Conceptual illustration of the generated signals of the reference model and their use in the NMFC

Fig. 11   A conceptual sketch with a rear view on the GHGV-2 and the 
available control effectors during endoatmospheric operations
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exist, among the infinite number of solutions, and the prob-
lem can be schematically formulated as:

with the cost function J used to express the preference of 
the control designer and nu the number of control effectors 
available. In the most common case, the solution minimis-
ing the l2-norm (also often referred to as min-norm) of 𝛿d is 
preferred. For this case, a closed-form solution can be easily 
obtained via the Moore-Penrose pseudoinverse B+ of B:

The closed-form solution of Eq. (35) does not consider con-
straints on the solution of 𝛿d , such as as the deflection limits 
𝛿min∕max and rate limits ̇⃗𝛿min∕max of the actuators. Iterative 
solutions to the described constrained linear control alloca-
tion scheme based on a pseudoinverse exist and are able 
to consider magnitude and rate limits, see for instance [12, 
33–35]. In general, the control allocation problem need to 
be regarded as a constraint optimisation problem since mag-
nitude and rate limitations on each control effector �i are 
present. The limitations are often defined as individual lower 
and upper bounds, leading to the following formulation of 
the feasible set of control inputs Δ:

The magnitude limits for each effector are represented using 
the following saturation function R�i

(�i(t)):

Based on the feasible set of control inputs, a feasible physi-
cal control volume D can be constructed as:

In the context of flight control, the resulting convex set D is 
often referred to as the attainable moment set (AMS) [36]. 
An example of an AMS for a hypersonic glide vehicle with 
four control effectors ( nu = 4 ) is shown in Fig. 12.

The resulting control allocation problem of the 
GHGV-2 can be formulated as the following constrained 
optimisation problem:

(34)
arg min
𝛿∈ℝnu

J(𝛿)

subject to Q⃗d = B 𝛿

(35)𝛿c = B+ Q⃗d = BT
(
BBT

)−1
Q⃗d

(36)� ∶= {� ∈ ℝ
nu | ∀i ∈ [1, nu] ∶ �min,i ≤ �i ≤ �max,i}

(37)
∀(i, t) ∈ [1, nu] ×ℝ, R�i

( �i(t) )

= min
(
�max,i , max

(
�min,i , �i(t)

) )

(38)D ∶= {Q⃗ ∈ ℝ
o | Q⃗ = B 𝛿 and 𝛿 ∈ �} .

(39)

arg min
𝛿∈ℝnu

‖𝛿‖p
subject to Q⃗d = B 𝛿

𝛿min ≤ 𝛿 ≤ 𝛿max
⃗̇𝛿min ≤

⃗̇𝛿 ≤ ⃗̇𝛿max

with p being a real number used to define the considered 
norm. In this work and without further discussion, the l2-
norm was chosen. Approaches based on the l1-norm or the l∞
-norm could also lead to desirable results; interested readers 
are referred to [37–41] for deeper discussions on the topic 
of the influences of different norms on the control allocation 
performance. Based on the decision to minimise the l2-norm 
of the least-square problem, the optimisation problem can be 
be formulated as a quadratic programming control allocation 
(QPCA) problem. Examples of that can be found in the work 
presented in Ref. [42] and Ref. [43].

Regardless of the chosen norm, the allocation problem of 
Eq. (39) could be infeasible. This would happen when the 
commanded moment vector Q⃗c is not within the AMS. In such 
case, the following relaxed version can be used instead:

with k large enough to put sufficient emphasis on the satis-
faction of the commanded moment vector Q⃗d and W being 
a weighting matrix allowing the designer to set priorities 
between the three commanded moments (pitching, rolling, 
and yawing) or combinations of these (W can be chosen 
non-diagonal). The problem of Eq. (40) is always feasible, 
but may deviate from a near perfect allocation: either if k is 
chosen too low or if the commanded moment vector Q⃗d is 
not attainable. The latter case corresponds to a physical limi-
tation of the commanded system which cannot be avoided.

When using the l2-norm (as in this work), the problem 
of Eq. (40) is usually equivalently rewritten as a inequality-
constrained quadratic problem with the form:

for which many standard solvers are available. By defin-
ing x ∶= 𝛿  and performing some manipulations of the cost 
function (with p = 2 ) and of the constraints of Eq. (40), the 
matrices P and A and the vectors q and b of the quadratic 
problem of Eq. (41) can be expressed based on the terms 
used in Eq. (40), the current control deflection vector 𝛿cur 
and the time step ΔT:

(40)

arg min
𝛿∈ℝnu

‖‖‖𝛿
‖‖‖p + k

‖‖‖‖W
(
Q⃗d − B 𝛿

)‖‖‖‖p
subject to 𝛿min ≤ 𝛿 ≤ 𝛿max

⃗̇𝛿min ≤
⃗̇𝛿 ≤ ⃗̇𝛿max

(41)
arg min

x

1

2
xTPx + qTx

subject to A x ≤ b

(42)P =

[
k (BTWTWB)

Inu×nu

]

(43)q =
[
k (−2BTWTWQ⃗c)

]
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with Inu×nu being the identity matrix of size (nu × nu).
With these definitions, the problems of Eqs.(40) and 

(41) are equivalent. The formulated quadratic programming 
control allocation (QPCA) problem can be solved using a 
variety of methods, such as interior-pint, active-set, or sim-
plex. For the solving the defined QPCA problem a general-
purpose solver from [44] was used.

4.4 � Integral anti‑windup design via pseudo‑control 
hedging

In NDI-based control methodologies, it is often assumed 
that a time-scale separation between the controlled states 
and the actuator dynamics is present, and hence, the actua-
tors can follow the control input commands instantaneously 
[45]. In reality, this is not true, but it is in most cases a 
sufficient and valid assumption. However, in the presence 
of critical input characteristics where actuator magnitude 
limits, actuator rate limits, and linear input dynamics are 
not neglectable, the made assumption could cause severe 
problems and undesired dynamical effects. Even though the 
previously presented model reference system from Sect. 4.2 

(44)A =

⎡
⎢⎢⎢⎢⎣

+Inu×nu
−Inu×nu
+Inu×nu
−Inu×nu

⎤
⎥⎥⎥⎥⎦

(45)b =

⎡
⎢⎢⎢⎢⎢⎣

+𝛿max
−𝛿min

+
�
𝛿cur + ΔT ⋅

⃗̇𝛿max

�

−
�
𝛿cur + ΔT ⋅

⃗̇𝛿min

�

⎤
⎥⎥⎥⎥⎥⎦

considers the physical limits in the control input domain; 
unmodelled dynamics and external disturbances could still 
lead to performance degradation or even instability of the 
close loop, which could have been prevented by observing 
the real reaction of the system and adjusting the commands 
accordingly. To overcome such problems, the authors in Ref. 
[46] proposed compensating non-linear actuator effects, such 
as actuator limitations and linear input dynamics, in the ref-
erence model signal. The approach is called Pseudo Control 
Hedging (PCH) and allows to adapt the reference signal in 
case of unachievable commands [47]. Further, PCH can act 
as an anti-windup technique for the PI controllers used to 
compute the control input of the inner and outer loop [48].

The simplified basic principle of PCH is grounded on the 
idea that for a control affine system with the relative degree 
of one, in the form of:

The NDI-based control law can then be derived as:

with � being called the virtual control input representing the 
desired ẋ signal generated by linear controllers of form of 
� = −Ke and e being the tracking error. Due to the unmod-
elled control effector characteristics, the actual control input 
�act is not identical to the commanded control displacement 
�d . Based on the actual control input �act the actual virtual 
control input can be estimated via:

The difference between the estimated and commanded vir-
tual control input is defined as 𝜈h = 𝜈 − 𝜈̂ and is called the 
hedging signal and can be used as a compensation signal 
which is fed back to the reference model to scale (or hedge) 

(46)ẋ = f (x) + g(x) 𝛿

(47)� = g(x)−1(� − f (x))

(48)𝜈̂ = f (x) + g(x) 𝛿act

External Dynamic Rate Limits

External Dynamic Position Limits

Pseudo-Control

Hedging Signal:

External Dynamic Acceleration Limits

reset logic and saturation-dependent limits

Fig. 13   Exemplary illustration of the simplified-second order reference model used in the different control channels of the integrated NMFC 
system
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the commanded signal down to a level that is achievable for 
the actuators.

For the here regarded system, we consider (compared to 
Fig. 9) a slightly modified second-order reference model, 
shown in Fig. 13. The reference acceleration signal at the 
output of the RM is computed as:

with �h being the hedging signal computed in two steps. In 
the first step the measured/estimated actuator states are used 
to compute the acting virtual control input:

Afterwards, the difference between the estimated and com-
manded virtual control input is computed as:

Since the RM module is not directly computing the angular 
acceleration in body-fixed frame, the hedging signal �h needs 
to be additionally transformed using Eq. (52) to generate the 
needed hedging signal vector (𝜇̈h, 𝛼̈h, 𝛽h)

T:

The beneficial influence of PCH for this purpose is illus-
trated in the evaluation results presented in the next section.

5 � Simulation results

The proposed NMFC architecture for the GHGV-2 was 
examined using a non-linear simulation framework. In the 
subsequent evaluation, the closed-loop control system is 
evaluated in the following cases:

(49)ÿr = 𝜔2
0

(
yc − yr

)
− 2D𝜔0 ẏr − ÿh

(50)
⎡⎢⎢⎣

̂̇p
̂̇q
̂̇r

⎤⎥⎥⎦
= I−1

⎛⎜⎜⎝
B 𝛿act −

⎡⎢⎢⎣

p̂

q̂

r̂

⎤⎥⎥⎦
× I

⎡⎢⎢⎣

p̂

q̂

r̂

⎤⎥⎥⎦

⎞⎟⎟⎠

(51)𝜈h =

⎡⎢⎢⎣

ṗh
q̇h
ṙh

⎤⎥⎥⎦
=

⎡⎢⎢⎣

ṗc
q̇c
ṙc

⎤⎥⎥⎦
−

⎡⎢⎢⎣

̂̇p
̂̇q
̂̇r

⎤⎥⎥⎦

(52)ÿh =

⎛⎜⎜⎝

𝜇̈h

𝛼̈h
𝛽h

⎞⎟⎟⎠
= T1

⎡⎢⎢⎣

ṗh
q̇h
ṙh

⎤⎥⎥⎦
+ Ṫ1

⎛⎜⎜⎝

p̂

q̂

r̂

⎞⎟⎟⎠
+ Ṫ2

�
̇̂𝛾
̇̂𝜒

�
+ T2

�
̈̂𝛾
̈̂𝜒

� •	 Control performance of the the nominal closed-loop sys-
tem

•	 Control performance of the closed-loop system in the 
presence of control surface damages and control input 
saturation

•	 Control performance of the closed-loop system in the 
presence of static parametric uncertainties of the plant

For the presented empirical evaluation of the NMFC sys-
tem, a high-fidelity flight dynamics model in a MATLAB/
Simulink environment was used. The model was specifi-
cally developed for the control design of hypersonic flight 
vehicles; see [24] for more details. The modelled actuators 
of the control fins are considered as second-order systems 
with limits on the magnitude and rate. Within the presented 

Table 1   Information of the regarded trim point for the conducted 
control performance analysis

Trim point information

 Parameter Value

Mach number 12.5
Angle of attack � 0

◦

Angle of sideslip � 0
◦

Altitude 40 km
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Fig. 14   Simulation results for a doublet command input on �
d
 in the 

case with no model uncertainties. Displayed time series: angle of 
attack � , normalised pitch rate, and fin deflections in % . Dash-dotted 
black: raw reference command, dashed black: shaped reference sig-
nal, grey: vehicle response
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analysis, the system dynamics of the GHGV-2 have been 
trimmed around an operating point defined by the param-
eters listed in Table 1.

5.1 � Control performance in the nominal case

Figure 14 presents the evaluation results of the nominal 
closed-loop system for a simulation case with an angle-of-
attack tracking task. In the regarded analysis case, the track-
ing performance in the pitch channel is evaluated by provid-
ing a doublet command on the �d channel with a magnitude 
of 1◦ . The raw doublet reference command on �d is shown in 
dash-dotted black, the filtered reference command is shown 
in dashed black, and the vehicle’s response is displayed as 
a solid grey line.

It can be seen that the proposed controller tracks the 
given reference signal on the angle-of-attack channel with 
the desired response characteristics defined in the RM. Since 
no direct raw pitch rate q is commanded, the shown shaped 
reference signal of the normalised pitch rate is computed 
using the 𝛼̇r command of the RM. In order to compare it with 
a pitch rate in the body-fixed axis, the signal is transformed 
using the relationship presented in Eq. 26. The vehicle’s nor-
malised pitch rate closed-loop response follows the desired 
pitch rate well and shows beneficial damping characteristics 
of the inner loop controllers. Since in the regarded pitch 
manoeuvre, � and � are set to zero, the manoeuvre is sym-
metrical. This fact leads to symmetrical deflections on the 
lower ( �LL and �LR ) and upper flaps ( �UL and �UR ), which can 
be noticed in the displayed times series. It is of interest for 
the reader to see how the control allocation methodology, 
presented in Sect. 4.3, is handling the simple pitch control 
case. From a flight dynamical point of view, it would be 
assumed that purely the upper surfaces, �UL and �UR , would 
be needed for a positive � command and the lower surfaces, 
�LL and �LR , for a negative � . Since the flaps on both sides 
are not able to reach negative deflection angles and hence are 
limited in the way they contribute to the balance of moment 
of the vehicle. However, it is interesting to see that in the 
regarded case for a required positive moment change ΔM , 
needed to obtain a positive Δ� , the CA at first decreases 
the deflections of the lower flaps. This makes sense and is 
also desired from an energy conservation perspective since 
this behaviour minimises the drag created by control surface 
deflections. Once the lower flaps have reached the lower 
magnitude limits, the CA system uses the upper flaps to 
uphold the desired �d . The opposite behaviour with a nega-
tive Δ� requirement can as well be observed. This behaviour 
of the specified CA shows that it is well-conditioned and 
able to handle the over-actuated system adequately. In a fur-
ther step, the proposed NMFC was evaluated concerning the 
lateral-directional control performance. Figure 15 presents 

the evaluation results for the nominal system model’s aero-
dynamic bank and sideslip angle tracking task. The given 
analysis case evaluates the tracking performance on the lat-
eral and directional channels by providing two consecutive 
doublet commands on both �d and �d channels, with �d hav-
ing a maximum magnitude of 40◦ and �d having a maximum 
magnitude of 1◦ . Again, both raw doublet reference com-
mands on the �d and �d channels are given in dash-dotted 
black, the filtered reference commands are shown in dashed 
black, and the vehicle’s response is displayed as a solid grey 
line. It can be seen that the proposed controller is also able 
to effectively track given �d and �d reference signals in line 
with the desired response characteristics. It is noticeable that 
the NMFC structure is, due to the use of kinematic knowl-
edge, able to decouple the lateral-directional dynamics of the 
system and control both channels separately.

In the regarded lateral-directional manoeuvre, � is kept 
to the trim value of 0◦ . Therefore, the default deflections of 
the surfaces are identical to the trim deflection seen in the 
prior nominal pitch control case. For the first regarded roll 
manoeuvre, the CA system is forced to generate a positive 
ΔL , which is primarily assumed to be obtained by positive 
deflections of the upper right surface �UR and the lower left 
surface �LL or a decrease of the deflections of the upper left 
surface �UL and the lower right surface �LR . The time series 
shows that the integrated CA methodology used both options 
simultaneously. It is also apparent that the system’s control 
surfaces are highly effective around the roll axis and can fol-
low comparably large roll manoeuvres with minimal deflec-
tions. This observation can partly be explained by the high 
dynamic pressure achievable at an operating point with a 
Mach number of 12.5. However, this changes for the second 
commanded manoeuvre, in which the controller receives an 
angle of sideslip command. It is noticeable that the smaller 
angle of the sideslip command needs much higher surface 
deflections. This phenomenon of the opposite effect might 
have two reasons. First, the system is not designed to operate 
with high angles of sideslip, and hence, the control effec-
tiveness is, by design, significantly lower compared to the 
control effectiveness around the roll axis. Second, the system 
has a strong yaw-roll coupling, which has to be compen-
sated. This effect additionally leads to possibly more consid-
erable deflections of all flaps. Nevertheless, for the presented 
case, it can be stated that the CA system is also well-suited 
to handle the over-actuated system adequately for roll and 
sideslip commands.

5.2 � Control performance in the presence of control 
surface damages and control input saturation

This section presents the results obtained within an inves-
tigation of the influences of control surface damages and 
control input saturation on the closed-loop pitch dynamics. 
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In particular, the examination aims to evaluate the proposed 
PCH-based anti-windup scheme and its benefits for safe 
flight operations in the presence of an unknown control 
effectiveness reduction and limiting magnitude constraints 
on the actuators. The given analysis case evaluates the track-
ing performance in the pitch channel by providing two con-
secutive �d doublet commands, with each having a magni-
tude of ± 1◦ . To assess the effects of control surface damages 
during a potential operation, the control effectiveness of all 
control effectors is lowered by 50%. This mimics the poten-
tial effects of a surface area loss, which has linear influences 
for a purely control affine system. The significant lowering 
of the control surface effectiveness also has the effect that 
the actuator are forced into saturation for a manoeuvre com-
mand in a flight state where saturation normally would not 
occur. Within the presented analysis, three different control 
configurations are compared. First, the NMFC, without any 
implemented anti-windup technique, is used to get a better 
understanding of the problems related to integrator windup. 
Second, a modified version of a simple anti-windup tech-
nique named "clamping" ensures that the integral controller 

does not continue to integrate the tracking error once the 
actuators are saturated [49]. In the most common version 
of the clamping methodology, the actuator mismatch error 
between the commanded and the actual actuator state, is 
directly used to trigger the integrator reset. However, in the 
here-presented version, the virtual control difference from 
Eq.  (51) is used. The reason for that is that the implemented 
CA system already considers actuator limits. Hence, it would 
only propagate feasible commands to the actuators. This 
would lead to a non-working anti-windup solution since 
the generally used actuator mismatch error would always 
be zero, and hence, the integrator would always continue to 
integrate. Finally, the second considered anti-windup meth-
odology is the PCH approach presented in Sect. 4.4. Fig-
ure 16 displays the outcomes of the described examination 
case. The two raw doublet reference commands on the �d 
channel are given in dash-dotted black, the filtered reference 
commands from the RM are shown in dashed black. The 
vehicle’s response for the system without any anti-windup 
system is displayed as a solid black line, the system with 
an implemented clamping scheme is given as a dashed red 
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line, and the NMFC with PCH is shown as a solid blue line. 
For all regarded closed-loop systems, it can be seen that the 
vehicle drives into saturation for all actuators after around 
0.5 s. The reason for that is that the desired moment com-
mand is outside of the AMS and hence the system is not 
able to generate the needed positive pitch moment change 
ΔM by either further increasing the upper flap deflections 
or decreasing the lower flap deflections. Due to the lack of 
needed Moments the pitch dynamics are under-damped once 

all relevant actuators are in saturation in the regarded flight 
state, which explains the visible oscillations. The NFMC, 
without any anti-windup method, is showing an unaccepta-
ble tracking performance. The controller takes comparably 
long to recover once the saturation state is overcome for the 
downwards maneuver. It can be assumed that the integra-
tors continue to integrate while the actuators are in satura-
tion. The illustrated problem can be solved by the previously 
described clamping methodology, in which the integrator 
is forced to stop integration once the actuators are in satu-
ration. The response of the system with integrator clamp-
ing is, at first, similar to the one without any anti-windup 
mechanism. Nevertheless, the system can recover faster and 
follow the trajectory once the actuators are no longer satu-
rated. The PCH-based anti-windup approach delivers similar 
results to the system with clamping by preventing an inte-
grator windup. It is of interest to see that all three systems 
are able to follow the downwards and the zeroing reference 
commands properly as long it is physically feasible and no 
integrator is in windup. This shows that the integrators are 
capable of handling significant model mismatches between 
the assumed and the actual control effectiveness of the con-
trol inputs. Based on the obtained results, both examined 
anti-windup methodologies are well suited. However, the 
PCH also has further benefits, which are projected to sup-
port future steps within the ongoing research efforts. It can 
significantly help minimise undesired effects in the transient 
phase, e.g., those coming from not modelled or not consid-
ered non-linear actuator dynamics, and could further pave 
the way for future steps towards the use of adaptive control 
systems in the inner loop [50].

5.3 � Control performance in the presence of static 
parametric uncertainties

In the following analysis case, the robustness of the pro-
posed NMFC is examined against static multiplicative para-
metric uncertainties. Due to the brevity of this paper, only 
the control performance on the closed-loop pitch dynamics 
are looked into. This should not impact the overall validity 
of the investigations. Further analysis of the authors have 
shown that a similar robustness assessment for the lateral 
and directional dynamics would lead to similar conclusions 
with regards to the overall robustness against parametric 
uncertainties of the regarded control system. In the presented 
examination case, the established model was modified such 
that static parameter deviations for the aerodynamic moment 
coefficient Cm,0 , aerodynamic z-force coefficient Cz,0 , the 
distance between the center of pressure and the center of 
gravity Δxcp−cg , the moment of inertia Iyy , and the mass m 

0 2 4 6 8 10 0 2 4 6 

-1

-0.5

0

0.5

1
 in

 °

0 2 4 6 8 10 0 2 4 6 
-40

-20

0

20

40

q
/q

0 in
 -

0 1 2 3 4 5 6 7 8 9 10 0 
12

14

16

18

20

U
L
/

U
R

 in
 °

2 4 6 8 10 12 14 16 18 20
Time in s

-0.1

0

0.1

0.2

0.3

0.4

0.5

L
L
/

L
R

 in
 °

Fig. 16   Simulation results for two consecutive doublet command 
inputs on �

d
 in the in the presence of control surface damages and 

control input saturation. Displayed time series: angle of attack � , nor-
malised pitch rate, and fin deflections in % . Dash-dotted black: raw 
reference command, solid black: vehicle response for NMFC without 
anti-windup system, dashed red: vehicle response for NMFC with 
clamping-based anti-windup approach, solid blue: vehicle response 
for NMFC with PCH-based anti-windup approach
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can be considered. Also, static parameter deviations for the 
flaps have been looked into. Due to the symmetric nature 
of the here discussed analysis case, the uncertainties of the 
upper and lower flaps have been merged regarded as static 
uncertainty parameter Cm,U and Cm,L . A Gaussian probability 
density function (PDF) in the form of Eq. 54 was assumed 
for the uncertainty distribution of the selected parameters.

For each uncertain defined parameter Ci,j a maximum uncer-
tainty spreading �i,j around the nominal value Ci,j,nom was 
defined. As Eq. 54 shows, is the considered uncertainty dis-
tribution factor ΔCi,j defined so that the maximum occur-
ring parameter deviation will generally lie within a range of 
±3� standard deviation around Ci,j,nom . Regarding the here 
presented results of the controller’s robustness assessment, 
for each uncertain parameter Ci,j , a new sample value of 
the parameter deviation was computed for every simulation 
run. Table 2 presents the selected uncertain parameters and 
the defined uncertainty spreadings for the discussed robust-
ness assessment of the proposed controller. A Monte Carlo 
simulation with a sample size of 1000 simulation runs has 
been carried out for the analysis. Different to the prior simu-
lation cases, the vehicle was trimmed at an angle-of-attack 
of −3◦ and received a mixed reference trajectory leading 
to the final reference value of −5◦ . Figure 17 presents the 
acquired results from the analysis case with the considered 
multiplicative parametric uncertainties. The response of 
the closed-loop vehicle under the presence of uncertainties 
is displayed in grey lines, the filtered reference command 
is shown in a dashed black line, and the response for the 
system in the nominal case is displayed in a red line. Even 
though the spread of the responses is quite significant the 
closed-loop system shows the ability to robustly stabilise 
the vehicle dynamics and track the given reference signal 

(53)Ci,j = ΔCi,j(�i,j) ⋅ Ci,j,nom

(54)ΔCi,j(�i,j) ∼ N(1, (�i,j ∕ 3)
2)

under the presence of the defined model mismatches. This 
is mainly due to the beneficial properties coming from the 
used integral controllers. It is assumed by the authors that, 
due to the integral controllers, the proposed system is able 
to track any given constant reference signal with a steady-
state error as long as the required moments lay within the 
AMS. For time changing reference signals, a convergence of 
the vehicle state and the required reference would be more 
complex and depending on a set on different factors, such 
as sufficiently high chosen gains of the integral controllers 
and the slope of change of the commanded reference signal. 
Figure 17 also indicates how much the load factor nz is vary-
ing in the presence of uncertainties. The nominal value at the 
time step T = 1s should be at around 0.7, but gets in certain 

Table 2   Chosen uncertainty 
parameter properties of the 
conducted robustness analysis 
of the proposed control 
architecture

Multiplicative Gaussian uncer-
tainties

 Uncertain param-
eter

Uncertain 
spread 
( ±3�)
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20 %
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Fig. 17   Simulation results for a command input on �
d
 in the presence 

of static model uncertainties. Displayed time series: angle of attack 
� , load-factor in z-direction, normalised pitch rate, and fin deflections 
in % . Black dash-dotted: reference command, black rigid: closed-loop 
vehicle response without integral control, grey: closed-loop vehicle 
response with integral control
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cases up to 4 in the presence of the defined uncertainties. 
This might could have serious implication on the mission, 
since the higher load factors in the z-direction could lead 
to major inaccuracies with regards to intended translational 
maneuvers. The authors are currently investigating the impli-
cation of model uncertainties on the overall mission and 
plan to share findings in future work. To better understand 
the presented results of the Monte Carlo analysis, the set of 
obtained � times series was deeper analysed at four different 
time sections: S1 at T = 1.97,S2 at T = 5.9,S3 at T = 8.83 , and 
S4 at T = 17.73 . The results can be seen in Fig. 18, with the 
mean value of the distribution being defined as 𝜇̄ and the 
nominal response value for each time section being defined 
as �n . Even though only Gaussian PDFs have been assumed 
for each parameter, the responses of the uncertain plant 
show for each time section a different PDF. Implying that 
for different time steps in the overall manoeuvre, different 
parameter uncertainties are dominant in the overall dynam-
ics. It is also of interest for readers to see the tendency of 
convergence between the mean value of the distribution and 
the response of the nominal system. In the transient phase, 
towards a changed reference value, both values differ due 

to the dominance of the model mismatches. However, the 
integral controllers can bring both together if sufficient time 
is given. This can be seen in the last regarded time section 
at T = 17.73 . To better understand the shifts in the distribu-
tions, the influences of the uncertainties at the different time 
sections have been analysed. In Figs. 19 and 20, the squared 
error E2

Δ
 between the nominal angle of attack response �n 

and the uncertain angle of attack responses of the plant for 
each sample are plotted over the defined uncertainties at 
each sample. Additionally, for each parameter, the linear fit 
is given as a red line to get a qualitative understanding of 
the influences of the uncertainties on the squared error E2

Δ
 . 

Since different manoeuvres are regarded in each time sec-
tion, it is only possible to look into each time section sepa-
rately and compare the influences of the parameters relative 
to each other. Figure 19 indicates that the uncertainties on 
the parameters Cm,0 , Cz,0 , Δxcp−cg and Cm,�L

 have bigger influ-
ences on E2

Δ
 than the others, due to their steeper slopes of 

the linear fit. It is physically self-evident that the uncertain-
ties on Cm,0 influence E2

Δ
 . Also, the influences of the other 

parameters can be explained based on flight physics. This 
can be compared with Fig. 18. There, the biggest spreads in 

Fig. 18   Histograms of the regarded Monte Carlo analysis for the time sections S
1
 , S

2
 , S

3
 and S

4
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response can be identified for nz and the lower flaps Cm,�LL
 

and Cm,�LR
 . The increased influences of the lower flaps can 

be explained by the fact that they have a higher control effec-
tiveness in the regarded flight state with the regarded upward 
manoeuvre. Hence, a movement on them contributes more 
beneficial to the balance of moment. The negative slope of 
the linear fit for the flaps with increasing uncertainty distri-
bution factor can be explained by the increased influence 
on the error cancellation of the controller. Due to that the 
integrators do not need to integrate for that long to lower 
the tracking error; hence, an uncertainty factor > 1 for the 
lower flaps is beneficial. The signs of the slope for Cz,0 and 
Δxcp−cg need to be similar since both are contributing in the 
same way on the balance of moment via the cross product. 
Figure 20 shows the results for S3 at T = 8.83 . The plots 
indicate that again Cm,0 , Cz,0 , Δxcp−cg and Cm,�L

 have bigger 
influences on E2

Δ
 . Additionally, now also Cm,�U

 has an similar 
influence on E2

Δ
 as Cm,�L

 . The sign of the slopes has changed 
for all linear fits but the one for the lower flaps. This makes 
sense for the parameters Cm,0 , Cz,0 and Δxcp−cg since their 
contribution stays the same and hence their influences on 
E2
Δ
 are changing with regards to the downward manoeuvre.
Since it is difficult to compare the influences of the 

uncertainties at the different time sections, it was decided 
to also look into the root mean square error between the 

nominal value and the observed closed-loop response of 
each simulation sample over the entire time series. The 
results can be seen in Fig. 21. The parameters that have 
been identified previously are again dominant, which 
shows that it would be of interest to address the influences 
of the uncertainties in the flight control design. This can 
be, for example, done using an incremental control strat-
egy, as presented in [15]. However, this would only allow 
to substitute missing model knowledge of Cm,0 , Cz,0 and 
Δxcp−cg with sensor-information or estimates. The influ-
ences of Cm,�L

 would not be addressed. A further option 
would be to use an adaptive control methodology, such as 
presented in [51], to ensure an online adaptation concern-
ing possible mismatches. Finally, it would be also pos-
sible to use an H∞-based robust control approach, such 
as presented in [52], to ensure that a particular worst-case 
performance is not undercut.

6 � Conclusions

This paper proposes a non-linear model following control 
architecture for the attitude control of an over-actuated con-
ceptual hypersonic glide vehicle developed by DLR. The 
core of the suggested control strategy relies on a non-linear 
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dynamic inversion control methodology for feedback con-
trol, which is further extended with a feedforward path based 
on the idea of non-linear model following control. The con-
trol architecture allows the partial separation of the com-
mand tracking tasks from the regulation tasks of the feed-
back control system, which could consequently decrease the 
possibility of high-gain solutions. To validate the proposed 
fight control architecture, a set of simulation cases were 
investigated in Sect. 5. The obtained results suggest that the 
NMFC is capable of tracking the demanded reference com-
mands for longitudinal and lateral-directional manoeuvres in 
the nominal, as well as in the presence of specified classes of 
control effector failures and parametric uncertainties, which 
implies the robustness of the controller concept.

7 � Future work

Future work intends to deeper understand the properties 
of the proposed NMFC with considering the control of the 
GHGV-2. An extended robustness analysis will be needed 
to validate the presented control concept comprehensively. 
This can be achieved by creating a simulation framework 
that is able to consider the following points:

•	 external disturbances, such as atmospheric disturbances
•	 corrupted sensor signals, such as noise and delayed sen-

sors
•	 delayed and non-linear actuator dynamics

The findings of Sect. 5 suggest that an enhancement, of the 
proposed NMFC, might be needed to address the negative 
effects of model uncertainties. Concepts of adaptive and 
robust control are currently studied and are planned to be 
used to robustify the overall control architecture. The pro-
posed controller is currently further evaluated concerning 
its performance in connection with developed guidance sys-
tems. This helps to better understand the inner loop control 
performance with regard to the overall mission performance. 
The findings from such an extended performance assessment 
will demand further design iterations and some fine-tuning 
on the overall control structure.
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