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Abstract
There is growing interest in discovering interactions between multiple environmen-
tal chemicals associated with increased adverse health effects. However, most exist-
ing approaches (1) either use a projection or product of multiple chemical exposures, 
which are difficult to interpret and (2) cannot simultaneously handle multi-ordered 
interactions. Therefore, we develop and validate a method to discover shape-based 
interactions that mimic usual toxicological interactions. We developed the Multi-
ordered explanatory interaction (Moxie) algorithm by merging the efficacy of 
Extreme Gradient Boosting with the inferential power of Weighted Quantile Sum 
regression to extract synergistic interactions associated with the outcome/odds of 
disease in an adverse direction. We evaluated the algorithm’s performance through 
simulations and compared it with the currently available gold standard, the signed-
iterative random forest algorithm. We used the 2017–18 US-NHANES dataset (n = 
447 adults) to evaluate interactions among nine per- and poly-fluoroalkyl substances 
and five metals measured in whole blood in association with serum low-density lipo-
protein cholesterol. In simulations, the Moxie algorithm was highly specific and sen-
sitive and had very low false discovery rates in detecting true synergistic interactions 
of 2nd, 3rd, and 4th order through moderate (n = 250) to large (n = 1000) sample 
sizes. In NHANES data, we found a two-order synergistic interaction between cad-
mium and lead detected in people with whole-blood cadmium concentrations and 
lead above 0.605 ug/dL and 1.485 ug/dL, respectively. Our findings demonstrate a 
novel validated approach in environmental epidemiology for detecting shape-based 
toxicologically mimicking interactions by integrating exposure-mixture regression 
and machine learning methods.
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1  Introduction

There is a growing interest in evaluating the impact of mixtures of environmental 
chemicals and the interactions that might occur among their components, particu-
larly with human disease endpoints. Humans are simultaneously exposed to mul-
tiple chemicals; therefore, chemical exposures that share similar stereo-chemical 
properties, or have steady bioaccumulation, or lie in similar biological pathways 
may lead to interactions [1] and [2]. Nevertheless, from biological sciences to 
chemistry, epidemiology to mathematical statistics, the notion of “interaction” 
has been interpreted through different paradigms [3, 4]. In current environmen-
tal epidemiology and biostatistics literature, interactions are usually presented as 
a projection (for example, product) of multiple exposures. To evaluate interac-
tions, some models “hard-code” or pre-specify interaction terms [5–8]. In con-
trast, another group of models uses flexible non-parametric or semi-parametric 
tools to estimate the exposure-response surface and the overall mixture effect and, 
therefore, could model interactions as a byproduct of their model [9–11]. How-
ever, their qualitative graphical assessment makes it difficult to reach any definite 
conclusion, particularly when the order of the interactions or the number of expo-
sures is large [12]. In the end, these projected terms are therefore treated as inter-
actions, and their effect sizes (or inclusion probabilities) are estimated (usually in 
the presence of the main exposures under strong or heredity assumptions) [13]. 
Although this perspective had led to sophisticated and flexible computational 
techniques, these tools were not primed to shed light on mechanistic or toxico-
logical insights into how the interactions could lead to biochemical plausibility.

On the contrary, in pharmacology/toxicology literature, more priority has been 
given to elucidating interactions with direct biochemical implications. For exam-
ple, among several others, the idea of “dose addition” [4, 14–17] was used to 
interpret interactions and quantify departure from zero interactions. The concept 
of “dose addition” implied that when two chemicals produced similar effects, 
then the joint effect of their combination might either be equal to the algebraic 
sum of their effect (additive) or might be more (synergistic) or less (antagonistic) 
than the algebraic sum [18]. Such interactions primarily focus on bio-chemical 
plausibility, mechanistic insights, and the directionality of associations. Tree-
based Machine-learning models provide a natural way to discover such interac-
tions. Nevertheless, a major challenge is that most of the inner workings of these 
tree-based models are not easily interpretable, creating a tension between predic-
tion quality and meaningful biological insight. Moreover, a predictive machine-
learning model might not be the optimal model for inference [19]. In recent epi-
demiological studies, tree-based machine-learning tools were used to discover 
combinations of interacting environmental chemicals in the absence of main mix-
ture effects, therefore possibly incurring potential ramifications in terms of false 
positives [20–23].

In this paper, we aimed to find synergistic interactions that are adversely asso-
ciated with the outcome in the presence of a chemical mixture index. We devel-
oped an algorithm to search for synergistic interactions without investigating each 
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possible combination. Using a blend of Weighted Quantile Sum Regression [5] 
and Extreme gradient boosting [24], this algorithm develops certain heuristic 
rules to discover toxicologically mimicking interactions that provide interpret-
ability and decrease the computational burden. We named this algorithm as (M)
ulti-(o)rdered e(x)planatory (I)nt(e)ractions or “Moxie” algorithm. We estab-
lished certain properties of the Moxie algorithm and conducted extensive sim-
ulations to compare and contrast its properties with the current gold standard. 
Finally, we used this algorithm to discover interactions between Perfluoroalkyl 
substances and metal exposures associated with serum low-density lipoprotein 
concentrations among adults from the 2017-18 US National Health and Nutrition 
Examination Survey (NHANES).

2 � Modeling Approach

We developed the multi-ordered explanatory Interaction (Moxie) algorithm, 
which combined the Weighted Quantile Sum (WQS) regression [5], Extreme 
Gradient Boosting (XGBoost) [24], along with a few layers of novel heuristic 
techniques to discover synergistic chemical interactions in association with dis-
ease endpoints. First, this algorithm leveraged the WQS regression to construct 
a chemical mixture index. Second, on top of the main chemical-mixture index, 
the algorithm utilized XGBoost to extract all potential synergistic interactions 
and carefully employed a few heuristic rules to sieve the true signals. Below, we 
describe the stages in more detail.

2.1 � Weighted Quantile Sum Regression: Creating Exposure‑Mixture Index

We started by fitting a generalized WQS model [5] with a chosen set of chemi-
cal exposures and potential covariates to model the simultaneous mixture of 
exposure to environmental chemicals. We focused on WQS as a mixture model 
because of the prior hypothesis on the directionality of association, its robustness 
in implementation, and simplicity in interpreting the mixture index. Several other 
exposure-mixture methods [6, 7, 9] could also be used to construct the mixture 
index, but the aims and interpretations will vary. In this current algorithm, the 
WQS model was implemented with a random subset [25] and repeated holdouts 
validation [26]. The mixture index obtained from this model was treated as the 
main effect. After controlling for the mixture index and covariates, we extracted 
the residuals from this model, assuming that this residual included potentially 
informative synergistic effects. The following stages aimed to extract synergis-
tic interactions associated with the outcome in an adverse direction based on the 
residuals. A detailed discussion on WQS-type models can be found in Joubert 
et al. [27].
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2.2 � Extreme Gradient Boosting: Constructing Shallow Trees with Potential 
Synergistic Interactions

XGBoost [24] is a particular gradient-boosted algorithm that uses an ensemble tech-
nique to grow shallow and iterative decision trees—a key difference from a random 
forest [28]. Further, on top of the usual gradient-boosted trees, XGBoost included 
penalization and state-of-the-art data engineering techniques for rapidly generating 
trees. On the residual from WQS, we fitted XGBoost models to grow a forest of 
shallow, iteratively learned decision trees. Since explanation, not prediction, was the 
aim, we chose not to focus on prediction quality; instead, we used random subsets 
of the whole dataset to fit many models and used all generated trees, irrespective of 
their predictive power [19].

Consider a data frame with n participants, p chemical exposures, and y be the 
outcome. Let � = {(x

i
, yi)} , with |�| = n , x

i
∈ ℝ

p , and, yi ∈ ℝ . Then, a tree ensem-
ble model in XGBoost takes the form

where K denotes the number of additive functions to predict the yi , which is the residual 
from subsection 2.1. Further, (1) 𝔽 = {f (x) = wq(x)}(q ∶ ℝ

p
→ {1, 2,… , T},w ∈ ℝ

T )

𝔽 = {f (x) = wq(x)}(q ∶ ℝ
p
→ {1, 2,… , T},w ∈ ℝ

T ) , (2) q denotes the structure of 
each tree that maps an individual sample to a corresponding leaf index, (3) T denotes 
the number of leaves in the tree, and (4) fk denotes independent tree structure q and 
leaf weight w. Borrowing the formulation from Gelfand et al. [29], a tree, fk is built 
upon a set of nodes, t, and two functions left- IL and right-IR as IL , IR ∶ fk → fk

⋃
{0} 

such that 

1.	 ∀t ∈ fk , either IL(t) = 0 and IR(t) = 0 or IL(t) > t and IR(t) > t.
2.	 ∀t ∈ fk , other than the smallest integer in fk , there is an unique s ∈ fk , such that 

either t = IL(s) or t = IR(s).
3.	 Moreover, without loss of generalizability, IL(t) = IR(t) when IL(t) = 0 and 

denoted by root(fk) . A node will be called a terminal node if IL(t) = 0 , else it is 
a non-terminal node, and if IR(t) = IL(t) + 1 when IL(t) > 0 , then the tree can be 
denoted solely by IL.

In the Moxie algorithm, we aim to grow K additive and shallow trees, repetitively 
created over m(m = 1(1)M) repetitions of bootstrapped samplings, and at each of the 
tree-depths of d(d = 1(1)D) . We denote the kth tree grown at mth iteration by the 
notation fk,m,∪d , with ∪d denoting the collection of multiple tree depths, d = 1,… ,D . 
The hth node in the tree fk,m,∪d is noted as th

fk,m,∪d
 . Then for root node, 

IR(t
0
fk,m,∪d

) = IL(t
0
fk,m,∪d

) for root(fk,m,∪d) . A branch of length H in a tree fk,m,∪d is defined 

as an ordered set of nodes 
{
th
fk,m,∪(d)

}H

h=0
 connected through a sequence of integers 

ŷi = 𝜙(x
i
) =

K∑

k=1

fk(xi), fk ∈ � ,
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from the parent to a child node, such that there is a maximum of one node per branch 
at each depth of the tree. The following properties hold for a tree:

•	 t0
fk,m,d=0

= root(fk,m,∪d).

•	 If thl
fk,m,di

 and thq
fk,m,dj

 belong to the same branch, and if hl ≠ hq and dj = di + � , then 

t
hq

fk,m,dj
= child�(t

hl
fk,m,di

) , where, the operator child� denotes � generations have 

passed from the parent thl
fk,m,di

.

•	 And finally, IL(th=Hfk,m,d=D
) = 0 and IR(th=Hfk,m,d=D

) = 0.

This paper concerns synergistic interactions in an adverse direction (i.e., more than 
the additive effect on top of higher concentrations). Therefore, we will focus on the 
right branches of the grown trees. We further define the notation of right branch for 
a tree fk,m,∪d (with length of the branch being H) as, BR(fk,m,∪d) as an ordered set of 

nodes 
�⋃H

h=0
th
fk,m,∪(d)

�
 such that if thl

fk,m,di
∈ BR(fk,m,∪d) and thq

fk,m,dj
∈ BR(fk,m,∪d) , and 

hl ≠ hq, dj = di + 1 , then thq
fk,m,dj

= IR(t
hl
fk,m,di

) and thq
fk,m,dj

≠ IL(t
hl
fk,m,di

) . Moreover, a right 

branch is created from a node th
fk,m,d

 that represents an exposure and a threshold value 
for the split; therefore, th

fk,m,d
 is a set composed of the exposure and a threshold value 

{Xh
fk,m,d

, Sh
fk,m,d

} , where X denotes the exposure and S denotes the threshold. Intuitively, 

these right branches can potentially detect a more than additive interaction. We now 
define a function “Feature” that extracts all the exposures from a Right Branch,

The “unique Feature” is a function that is denoted by uF ∙ BR(fk,m,∪d) ∶=
�⋃

h X
h
fk,m,d

�

≠

uF ∙ BR(fk,m,∪d) ∶=
�⋃

h X
h
fk,m,d

�

≠
 , selects the set of unique exposures from all the 

exposures F ∙ BR(fk,m,∪d) within a Right Branch. Note that, 
|uF ∙ BR(fk,m,∪d)| ≤ |F ∙ BR(fk,m,∪d)| . Note that there might be multiple occurrences of 
the same exposures in a set of features, but the corresponding thresholds will be dis-
tinct. Since we are focused on the right branches, the final threshold corresponding 
to the unique features will be extracted from the highest depth in a set of unique fea-
tures. For example, consider A+(> a1)/B+(> b)/C+(> c)/A+(> a2 ) as a right branch 
from a tree grown to depth four, with the set of exposures A, B, and, C and the cor-
responding rules dictated by the thresholds a1 , b, c, and, a2 . Therefore, the set A+/
B+/C+/A+ represents a feature, and the set A+/B+/C+ shows the unique feature.

F ∙ BR(fk,m,∪d) ∶=

{
⋃

h

Xh
fk,m,d

∶ ℝ
p ×ℝ → ℝ

p

}
, |F ∙ BR(fk,m,∪d)| = H.
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2.3 � Discriminating Behavior of Right Branches Using a Set Decomposition 
Technique

The set of unique features represents shape-based interactions from the right branches. 
However, not all unique features are equally important. First, the fitted decision trees 
are optimized for better prediction accuracy and, therefore, tend to grow branches 
that blend true-positive and false-positive features; we name these branches “pseudo 
features.” Second, since machine learning models usually overfit, some of the right 
branches could be composed of completely false-positive features; we name these 
branches as “dead features.” In the case of prediction, pseudo branches are not a curse 
as they aid in prediction (since they are still partially informative) but propagate false 
positives and false discovery rates in the case of inference. We devise and implement a 
few techniques described below to counteract such phenomena.

Let 
�⋃

k,m uF ⋅ BR(fk,m,∪d)
�
≠
 denote the set of all unique features extracted from 

each of K additive trees grown at each of the M iterations and 
� = �

�⋃
k,m uF ⋅ BR(fk,m,∪d)

�
≠
� . Assume, �1, �2,… , �l be the sets of unique features in 

�⋃
k,m uF ⋅ BR(fk,m,∪d)

�
≠
 . Then, we define a function named “Stability’ that calculates 

the frequency of occurrence of each unique feature.

where I(.) denotes an indicator function. For all the extracted right branches, we only 
select those with (1) a prevalence of features that should be more than 5% (to ensure 
the selected features are not results from overfitted right branches), and (2) the 
length of each unique feature more than 1 (i.e., the right branch should have more 
than one exposures). Next, we convert each selected branch into indicator functions 
based on their concentrations (and corresponding split thresholds) to denote the 
presence (non-zero) or absence (zero) of interactions. For each of the indicators, we 
estimate corresponding beta estimates (after controlling for the WQS mixture index 
and covariates). Since we are interested only in synergistic interactions in an adverse 
direction, we restrict to those right branches whose corresponding beta estimates 
are positive (i.e., the beta estimates should have the same sign as the direction of 
adversity for synergy). Note that easing this restriction will also lead to synergistic 
interactions in a non-adverse direction.

2.3.1 � Stability Ratios

Ideally, we would want those right branches with high stability of unique features and a 
high association of indicators with the outcome. Therefore, we create two sets to distin-
guish these right branches, as noted.

•	 Denote the first set as SBR(f )
 . Let, x ∈ SBR(f )

 and fk0,m0,d0
∈ f  , then (1) |F ⋅ x| = d0 , 

and (2) Stability(x) and the beta estimate of x should be higher than respective �th 
percentiles.

Stability(�j) =

�∑

i=1

I{�j = zi, s.t. zi ∈
⋃

k,m

uF ⋅ BR(fk,m,∪d)},
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•	 Denote the second set as LBR(f )
 . Let, x ∈ LBR(f )

 and fk0,m0,d0
∈ f  , then (1) 

|uF ⋅ x| = d0.

Now for each x ∈ LBR(f )
 , we define,

A key observation is that as long as there truly is a synergistic interaction, the Stabil-
ity Ratio of the corresponding right branch should be far less than one since it is cal-
culated on the set difference LBR(f )

�SBR(f )
 . Whereas for pseudo and dead features, the 

Stability Ratios should be larger than one. Using two simulated scenarios, we show 
that when there was a true synergistic interaction, Stability Ratio < 1 induced a dis-
crimination that could classify true signals from false ones. Figure  1 presents the 
distributions of Stability Ratios in two simulated scenarios for sample sizes n = 1000 
and n = 500 . A three-ordered synergistic interaction was embedded in the outcome, 
induced by exposures V1 , V3 , and V5 on top of the main-mixture effect by V1 and 
V2 . We included 50 exposures, V1 , V2,..., V50 . The truly unique feature, denoted by 
V1 + ∕V3 + ∕V5+ , induced smaller two-ordered interactions, V1 + ∕V3+ , V1 + ∕V5+ , 
and V3 + ∕V5+ , which we name induced true feature. Branches consisting of V1 , V3 , 
and/or V5 , along with any of the other exposures, for example, V1 + ∕V3 + ∕V40+ or 
V3 + ∕V12+ , are the pseudo features. Features with neither V1 , V3 , nor V5 are called 
dead features, such as V10 + ∕V7 + ∕V40+ . Multiple right branches have unique fea-
tures V1 + ∕V3 + ∕V5+ with separate thresholds; therefore, one can obtain a distribu-
tion of the Stability Ratios even for a single interaction.

Stability Ratio(x) =
max

{
Stability

(
uF ⋅ {LBR(f )

�SBR(f )
}
)}

Stability(x|x ∈ LBR(f )
)

.

Fig. 1   Distribution of Stability Ratios for n = 1000 and 250 with 50 exposures
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The median Stability Ratio of dead, pseudo, induced true, and true fea-
tures followed a decreasing trend irrespective of the sample sizes. The median 
Stability Ratio for true features remained less than one, particularly as the sample 
size increased; the complete distribution of Stability Ratio for true features was 
below one. Therefore, a cutoff (< 1) on Stability Ratio could discriminate between 
the different kinds of features.

2.4 � Exposure Co‑occurrence Lists

Figure  1 shows that some dead or pseudo features could still pass the below one 
cutoff Stability Ratio for smaller sample sizes. Therefore, as a next step, we created 
a Feature co-occurrence list following the heuristics from distributed word represen-
tations (popularly known as word embedding) and widely applied in tasks related 
to Natural Language Processing [30] and [31]. First, we calculated the frequency 
of occurrence for each of the features in the selected right branches, and second, 
we mapped those frequencies to each of the branches to quantify the co-occurrence 
frequencies. For example, consider the branches V1 + ∕V3 + ∕V5+ , V3 + ∕V5+ , 
V3 + ∕V7+ , V5 + ∕V10+ , and, V1 + ∕V3+ obtained from the previous stage. Let 
V1 + ∕V3 + ∕V5+ be the true branch and V3 + ∕V7+ and V5 + ∕V10+ be the pseudo 
features. Note the frequencies of individual features V1+ , V3+ , V5+ , V7+ , and V10+ 
to be two, four, three, one, and one, respectively. Next, we mapped these frequen-
cies to each branch to create co-occurrence frequencies. For V1 + ∕V3 + ∕V5+ , 
V3 + ∕V5+ , V3 + ∕V7+ , V5 + ∕V10+ , and, V1 + ∕V3+ the list of co-occurrence fre-
quencies was 2/4/3, 4/3, 4/1, 3/1, and, 2/4. For true or induced true features, each 
item of the exposure co-occurrence list should ideally have frequencies of more 
than one, whereas, in pseudo or dead features, many of the exposures occurred just 
once. This was because randomly generated false-positive exposures may latch onto 
true or induced true features and create pseudo features since the machine-learn-
ing model was primed to optimize prediction. Therefore, we only considered those 
branches whose co-occurrence frequencies were at least two.

2.5 � Friedman’s H‑statistic

Feature co-occurrence lists worked very effectively for larger samples, but in cases 
with smaller sample sizes and a larger number of exposures, they might still fail 
to sieve out pseudo or dead features. Therefore, we calculated Friedman’s H-sta-
tistic [32] on the selected branches to discriminate between the true and the false 
ones. Friedman’s H-statistic was based on a variable importance measure and 
quantified relative importance; see [21] for a summary. The value of the H-statistic 
ranged from zero to one, with larger values indicating a stronger interaction effect. 
Although H-statistic would not necessarily be zero in practice due to sampling fluc-
tuations, false-positive interactions should have very small values. Even though the 
H-statistic was relatively easy to use, the interpretation of its interaction strength 
was not comparable to either effect estimates or inclusion probabilities. H-statistic 
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could be generalized to discover interactions of any order—but it needed to be esti-
mated for each combination by specifying the intended terms—which could be com-
putationally intensive when the number of exposures and the order of interactions 
increases. Therefore, the H-statistic was very suitable to use once there were prior 
plausible interaction terms to test for. Note that the H-statistic does not have direc-
tional awareness and cannot distinguish between synergistic or antagonistic inter-
actions. We only calculated the H-statistic for a few pre-selected branches in the 
Moxie algorithm. As the final gatekeeper, any branch with an H-statistic larger than 
the pre-specified cutoff was designated the final synergistic interaction.

3 � Simulation for Moxie‑Algorithm to Demonstrate its Ability 
to Detect Interactions

We conducted extensive simulations to quantify the performances and limitations 
of the Moxie algorithm. We compared its performance with the Signed iterative 
Random Forest (SiRF) [33] and [34]. The SiRF utilized a combination of iterative 
random forest and random intersection trees to search for informative and stable 
multi-order interactions [35]. Since this algorithm is based on weighted iterative 
random forests, the discovered multi-ordered interactions were based on thresholds 
and, therefore, could be interpreted to mimic toxicological interactions. Although 
SiRF aims for predictions, not associations, in this simulation, we compare the dis-
covered chemical interactions by both algorithms. We restricted our comparisons to 
only tree-based algorithms (i.e., algorithms that provide interactions with a coarse 
representation of hyper-rectangles based on the decision rules and thresholds). We 
excluded product or projection-based algorithms that do not directly represent the 
collective activity of the chemical exposures. Note that improved variations of the 
SiRF algorithm using a repeated hold-out stage [36] and [37] have been proposed in 
the literature. But we simply focus on the original SiRF algorithm [33] without any 
repeated hold-out.

3.1 � Simulation Setup

First, inspired by the correlation patterns of endocrine-disrupting chemicals from 
Midya et al. [38], we simulated correlated exposures with correlations varying from 
moderate to high correlation: 0.3 to 0.6; second, we generated exposure matrices 
with sample sizes 250 and 1000 and the number of exposures being 10, 25, 50, and, 
100, respectively. Additionally, to mimic high-dimensional scenarios, exposure 
matrices with sample size 1000 and the number of exposures 250 and 500 were also 
generated; third, we assumed the simulated exposure one and exposure two had a 
positive linear association with the simulated outcome. On top of that, we created 
synergistic interactions of multiple orders similar to Basu et  al. [33]. Assume V1

,V2 , ..., Vp , with p being the number of exposures; then we define the interactions as 
(1) order two: I[V1 > t1 & V3 > t3] , (2) order three: I[V1 > t1 & V3 > t3 & V5 > t5] , 
and, (3) order four: I[V1 > t1 & V3 > t3 & V4 > t4 & V5 > t5] , where I(.) denotes an 
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indicator function. The cutoffs were chosen to ensure a reasonable class balance 
( ∼ 30% with the synergistic interactions). All other exposures in respective simula-
tions were kept inactive, i.e., no association. Thereafter, we created four different 
outcome scenarios under the assumption of additivity, 

1.	  Only main effect but no interaction:
	   Outcome ∶= Main effects from V1 and V2 + Covariates + Gaussian error
2.	 Main effect and two-order synergistic interaction:
	   Outcome ∶= Main effects from V1 and V2 + I[V1 > t1 & V3 > t3] + Covariates 

+ Gaussian error
3.	 Main effect and three-order synergistic interaction:
	   Outcome ∶= Main effects from V1 and V2 + I[V1 > t1 & V3 > t3 & V5 > t5] + 

Covariates + Gaussian error
4.	 Main effect and four-order synergistic interaction:
	   Outcome ∶= Main effects from V1 and V2 + I[V1 > t1 & V3 > t3 & V4 > t4 & 

V5 > t5] + Covariates + Gaussian error.

Further simulations were conducted to ensure the Moxie algorithm could detect 
multiple interactions simultaneously (i.e., an outcome with two second-order inter-
actions). Any dead or pseudo interaction was designated as a false positive. Any true 
interaction or smaller order interaction induced by it was adjudged as true positive 
since even smaller ordered features can be informative. Five different metrics were 
used to gauge the performances. Specificity was calculated for “Only main effect 
but no interaction.” In contrast, sensitivity and false discovery rate (FDR) were cal-
culated for the rest of the three scenarios. Lastly, we presented the recovery rate by 
interaction order; for example, if the outcome possessed three-ordered interactions, 
we asked whether the Moxie algorithm detects the three-ordered interaction, or can 
it only detect smaller ordered induced interactions or both.

3.2 � Model Performance in Simulations

The performance of the Moxie algorithm was better than the SiRF in terms of speci-
ficity and the false discovery rate. Their performances were almost equivalent for 
sensitivity, but SiRF performed better for smaller sample sizes and higher order of 
interactions. Their performance for recovery rates was similar for smaller sample 
sizes; however, SiRF performed better for larger samples.

In most scenarios, the Moxie algorithm was less likely to detect false positives 
and more likely to choose true negatives. The specificity of the Moxie algorithm 
remained more than 95% in the entire simulated scenarios (Fig. 2), i.e., if there was 
no synergistic interaction, the Moxie algorithm was more likely to choose true nega-
tives. Similarly, the FDR for the Moxie algorithm remained less than 5% irrespec-
tive of the sample size, number of exposures, or order of interaction (Fig. 3). SiRF 
was more likely to choose dead or pseudo interactions, and therefore, as the sample 
size increased, the specificity got worse. However, its FDR started to decrease when 
the sample size and the number of exposures substantially increased.
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The sensitivity of the Moxie algorithm and SiRF was comparable (Fig. 4); How-
ever, the performance of SiRF was relatively better under a smaller sample size of 
250 and a higher number of exposures, 50 and 100. When the sample size increased 

Fig. 2   Specificity (mean ± se) calculated for Moxie algorithm and SiRF in sample sizes A 250 and B 
1000 while the number of exposures gradually increase

Fig. 3   False discovery rates (mean ± se) calculated for Moxie algorithm and SiRF in sample sizes A 250 
and B 1000 while the number of exposures gradually increase
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Fig. 4   Sensitivity (mean ± se) calculated for Moxie algorithm and SiRF in sample sizes A 250 and B 
1000 while the number of exposures gradually increase

Fig. 5   Recovery rates (mean ± se) calculated for Moxie algorithm and SiRF for A 2nd-, B 3rd-, and C 
4th-order interactions in sample sizes 250 and 1000 while the number of exposures gradually increase
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to 1000, the sensitivities of both algorithms substantially increased, irrespective of 
the underlying order of interaction.

Finally, the recovery rate by interaction order is presented in Fig. 5. The Moxie 
algorithm and SiRF could efficiently recover any 2nd-order interaction. However, 
for 3rd- and 4th-order interactions, the recovery rates of both algorithms substan-
tially decreased for smaller sample sizes (in these scenarios, both algorithms mostly 
recover lower-ordered induced interactions—keeping their sensitivity higher). 
For larger sample sizes and irrespective of the number of exposures, the recovery 
rates of SiRF remained at 100% for 3rd- and 4th-order interactions. However, for 
the Moxie algorithm, the recovery rate of 4th-order interaction decreased when the 
number of exposures substantially increased ( > 250 for sample size n = 1000).

4 � Application in US‑NHANES 2017–18

4.1 � Study Population

We used nationally representative and cross-sectional survey data from the 
2017–2018 U.S. National Health and Nutrition Examination Survey (NHANES). 
The NHANES is conducted by the National Center for Health Statistics (NCHS) 
and the Centers for Disease Control and Prevention, and the analysis was conducted 
following their recommendations. Detailed descriptions of the NHANES survey 
design, data collection methodology, and analytical techniques can be found at 
CDC [39]. In this study, 447 adults, with ages ranging from 18 to 80 years, and par-
ticipants with complete data on the outcome—low-density lipoprotein cholesterol 
(LDL-C), and the exposures—Polyfluoroalkyl substances (PFAS) and metal serum 
concentrations, were used for analysis.

4.2 � Low‑Density Lipoprotein Cholesterol as Outcome

LDL-C, known as ’bad cholesterol’ and one of the major sources of cholesterol 
build-up and blockages in the arteries [40], is the outcome variable. LDL-C is a con-
tinuous outcome and was shown to be associated with serum PFAS and metal con-
centrations in previous literature [41–43], and [44], but lacked a search for potential 
interactions. All participants using prescription cholesterol-lowering statin drugs in 
this study are excluded from the analysis.

4.3 � PFAS and Metals as Exposures

Serum PFAS included in the study were Perfluorodecanoic acid (PFDeA), Per-
fluorohexane sulfonic acid (PFHxS), 2-(N-methylperfluorooctanesulfonamido)
acetic acid (Me-PFOSA-AcOH), Perfluorononanoic acid (PFNA), Perfluoround-
ecanoic acid (PFUA); Perfluorododecanoic acid (PFDoA), n-perfluorooctanoic acid 
(n-PFOA), Branch perfluorooctanoic acid isomers (Sb-PFOA), n-perfluorooctane 



	 Statistics in Biosciences

1 3

sulfonic acid (n-PFOS), Perfluoromethylheptane sulfonic acid isomers (Sm-PFOS). 
All PFAS had at least 30% observations above the lower limit of detection. Met-
als included were Lead (Pb), Cadmium (Cd), Total Mercury (THg), Selenium (Se), 
and Manganese (Mn) and were measured in whole blood. All metals had at least 
80% observations above LLOD. Values below LLODs were imputed by dividing the 
LLODs by 2 (Dong et al. 2019). Further details on the laboratory techniques used 
can be found [41]. See laboratory procedural manuals of 2017–2018 U.S. NHANES 
for further details.

4.4 � Results

The demographic characteristics of this sample under study are presented in Table 1. 
Participants with high LDL-C ( ≥ 130  mg/dL) [45] and [46] were more likely to 
be older, non-Hispanic black, have had alcohol in the past, were less likely to be 
physically active, and, had a higher concentration of all chemical exposures (except 
for Manganese). In the initial WQS model (with continuous outcome LDL-C and 
without interaction term), the mixture index was significantly associated with higher 
LDL-C levels (beta[95% CI]: 6.57[3.49, 9.64]). The chemicals Sm-PFOS, PFUA, 
Pb, Me-PFOSA-AcOH, and n-PFOA had higher contributions (weight > 1/13) to 
the mixture index. The covariates in the model were selected based on prior litera-
ture [41] and [44].

Next, instead of directly extracting the residuals from this WQS model, we con-
structed a hypothetical experiment that mimics controlled randomized experiments 
to interpret better the chemical interaction term [47, 48] and [49]. First, the mixture 
index was dichotomized into a high vs. a low group based on its median value. Sec-
ond, a matched-sampling strategy was used to obtain balance in covariate distribu-
tions between high-vs-low groups. A simple full matching with a caliper based on 
the estimated propensity score was used to construct similar groups with high and 
low mixture index having balanced covariate distribution [50] and [51]. Love plots 
of the differences in standardized means in covariates were used to examine whether 
covariate balancing was successful (setting the threshold for the standardized mean 
difference to 0.1) [52] and [53]. Given the covariates, we assumed that this approach 
of covariate balancing creates “exchangeable” groups so that the exposures were 
hypothetically and randomly assigned to each exposure-mixture group and ensured 
that the exposure assignment was not confounded by covariates. While conducting 
the covariate balancing, we adjusted the model for appropriate sampling weights 
from the 2017 to 2018 U.S. NHANES cycle. Note that using this causal-inference 
framework is not necessary but strengthens the interpretations in later stages while 
constructing counterfactual arguments. Finally, we extracted the residuals from a 
mixture model based on the matched sample and fitted the Moxie algorithm.

We found a two-order synergistic interaction between Cadmium (Cd) and Lead 
(Pb), denoted by Cd+/Pb+. Mechanistically, this interaction was expressed as a 
binary indicator where the interaction occurred when the whole blood concentra-
tions of cadmium and lead were more than 0.605 ug/L and 1.485 ug/dL, respec-
tively. Regarding directionality of association and statistical relevance, Cd+/Pb+ 
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had a significantly positive association with increased LDL-C in a model with the 
main mixture index. Moreover, this interaction term improved the fit of the WQS 
regression (Likelihood ratio test statistic: 7.62, p value < 0.006). Cd+/Pb+ might 
also have potential biochemical significance. Metallothioneins (MTs) are cysteine-
rich metal-binding proteins that bind to the biologically essential metals, perform 
homeostatic regulations of these metals, and absorb the heavy metals [54]. The 
MT2A core promoter region A/G (SNP) was shown to be associated with higher 
levels of Cd and Pb. In particular, individuals with the GG genotype were particu-
larly more sensitive to heavy metal toxicity [54] and [55]. In a study with 221 car 
battery workers, blood lead levels were associated with genetic variation due to 
MT2A SNP [56]. Moreover, MTs possessed a strong binding affinity for Cadmium 
and were associated with oxidative effects and genotoxicity of cadmium [56]. On the 
other hand, MTs affect lipid metabolism by preventing lipid peroxidation and, there-
fore, might affect lipid profiles [57] and [58]. Further, [59] showed that the associa-
tion between the blood lead level and serum lipid concentrations might be modified 
by the genetic combination of MT2A polymorphisms.

5 � Concluding Remarks

In this paper, we presented the design and the utility of the Moxie algorithm—an 
amalgamation of Weighted Quantile Sum regression and interpretable machine-
learning tools to extract and discover biologically plausible synergistic interactions 
among environmental chemicals. Most statistical tools devise interactions in terms 
of the projection of exposures and are usually difficult to interpret. Additionally, as 
the number of exposures increases, the computational demand to search for all pos-
sible combinations increases almost exponentially. However, with the help of inter-
pretable shallow tree models, the Moxie algorithm bypasses most of these issues 
by focusing on the most predictive combinations, drastically decreasing the com-
putational cost. Interactions obtained from this algorithm have the potential to be 
tested through in-vitro experiments for any biological plausibility. Moreover, these 
interactions can be thought to mimic toxicological interactions because of their con-
struction. Through extensive simulations and real data examples, we demonstrated 
the use and applicability of this algorithm. Moxie algorithm can be deemed to be 
a “white-box” model with “trustworthy interpretations” [60], designed to discover 
toxicologically mimicking interactions, bridging a gap between difficult-to-com-
prehend machine-learning models with high-predictive power and classical mixture 
regression models with inferential prowess.

This algorithm also has limitations: (1) The Moxie algorithm was built to strictly 
limit false-positive interactions. While it performed well in specificity, sensitivity, 
and false discovery rates, its recovery of higher-order interaction broke down for 
smaller sample sizes while recovering larger orders of interactions. Therefore, a 
future direction would be to incorporate the agile and flexible nature of the SiRF 
algorithm while keeping the Moxie algorithm’s stringency. (2) This algorithm is 
currently limited to searching for synergistic interactions in adverse directions, but 
future developments can expand to synergistic and antagonistic interactions in both 
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directions. (3) Lastly, this algorithm could disregard small but significant effect 
estimates due to its high quantile cutoffs. Nevertheless, provisions can be made to 
implement alternative measures of effect sizes, such as t-statistics, Cohen’s d, and 
Likelihood Ratio Test statistics, to assimilate interactions with small but significant 
effect sizes.

This work demonstrates novelty in methodological development but also pos-
sesses much direct relevance to real-world problems. In this paper, we did not 
include any comparison with the repeated hold-out SiRF algorithm. Although it 
has been proposed in previous papers [37], selecting the top highly stable interac-
tions is still subjective and context-specific, i.e., it is unclear how many of those 
top stable interactions can be considered “significant” and should be chosen for 
further downstream analysis. Future work can explore and validate such a mecha-
nistic algorithm for selecting stable interactions. Moreover, depending on the con-
text and the hypothesis, other exposure mixture tools, like the Bayesian Kernel 
Machine Regression and Quantile g-computation, can also be used in conjunction 
with the machine learning part of the Moxie algorithm. When the directional-
ity of the association is hypothesized apriori, and the interest lies in evaluating 
uni-directional association, a WQS-based Moxie algorithm can be utilized (just 
as demonstrated in this paper). On the contrary, when the directionality of the 
association cannot be hypothesized apriori, or the interest lies in a measure of the 
overall association, a BKMR or Quantile g-computation-based Moxie algorithm 
can be utilized. In conclusion, we introduced a novel framework incorporating 
exposure mixture models and extreme gradient boosting techniques to discover 
toxicologically mimicking interactions. The amalgamation of such techniques 
provides ample opportunities for statistical method development and answering 
key problems about environmental health.
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