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Abstract
Diagnosing cognitive impairment is an ongoing field of research especially in the elderly. Assessing the health status of 
the elderly can be a complex process that requires both subjective and objective measures. Subjective measures, such as 
self-reported responses to questions, can provide valuable information about a person’s experiences, feelings, and beliefs. 
However, from a scientific point of view, objective measures, based on quantifiable data that can be used to assess a per-
son’s physical and cognitive functioning, are more appropriate and rigorous. The proposed system is based on the use of 
non-invasive instrumentation, which includes video images acquired with a frontal camera while the user performs different 
handwriting tasks on a Wacom tablet. We have acquired a new multimodal database of 191 elder subjects, which has been 
classified by human experts into healthy and cognitive impairment users by means of the standard pentagon copying test. 
The automatic classification was carried out using a video segmentation algorithm through the technique of shot boundary 
detection, in conjunction with a Transformer neural network. We obtain a multiclass classification accuracy of 77% and two-
class accuracy of 83% based on frontal camera images, which basically detects head movements during handwriting tasks. 
Our automatic system can replicate human classification of handwritten pentagon copying test, opening a new method for 
cognitive impairment detection based on head movements. We also demonstrate the possibility to identifying the handwritten 
task performed by the user, based on frontal camera images and a Transformer neural network.

Keywords Deep learning · Neurodegenerative disorders · Mild cognitive impairment · Eye movement · Image processing

Introduction

Assessing the health status of the elderly can be a complex 
process that requires both subjective and objective meas-
ures. Subjective measures, such as self-reported responses to 
questions, can provide valuable information about a person’s 
experiences, feelings, and beliefs. However, from a scientific 

perspective, objective measures, based on quantifiable data 
that can be used to assess a person’s physical and cognitive 
functioning, are more appropriate and rigorous. The use of 
multiple measures can help provide a more accurate and reli-
able assessment and can improve the accuracy of diagnoses 
and treatment plans. In this paper, we turn our attention to 
objective measures.

Examples of objective measures are physical tests, labora-
tory tests, and cognitive assessments. To assess the health 
condition of the elderly, neurodegenerative diseases may 
vary depending on the specific condition and assessment 
goals. In recent years, several studies have been conducted 
to explore the use of artificial intelligence (AI) in objective 
measures for the diagnosis and assessment of neurodegen-
erative diseases.

Current research shows that machine learning algorithms 
have been developed for analyzing brain images (such as 
MRI or PET) to identify patterns or hallmarks of neuro-
degenerative diseases. These algorithms can help detect 
structural abnormalities, such as brain atrophy, or identify 
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characteristic features of specific conditions such as Alz-
heimer’s disease (AD) [1]. AI has also been implemented to 
analyze EEG data to identify patterns or signatures of brain 
activity associated with neurodegenerative diseases. In Dou-
lamis and Voulodimos [2], the authors used deep learning 
to classify EEG signals from patients with mild cognitive 
impairment (MCI) and AD. Machine learning algorithms 
were used for feature extraction and classification of EEG 
data. Distinctive brainwave traits can be correlated with spe-
cific patient conditions.

Both early detection of cognitive impairment and cog-
nitive impairment assessment pose unique challenges, but 
early detection is often considered more difficult and more 
important [3] for several reasons:

• Timely intervention and treatment: Detecting cognitive 
impairment in its early stages allows for prompt interven-
tion and the implementation of appropriate treatments 
[4]. Certain cognitive disorders, such as Alzheimer’s 
disease, may benefit from early pharmacological or non-
pharmacological interventions, potentially slowing down 
the progression of symptoms.

• Improved quality of life: Early detection enables indi-
viduals to receive timely support and resources to cope 
with cognitive changes. This can enhance their overall 
quality of life by providing them with tools and strategies 
to manage cognitive challenges and maintain independ-
ence for as long as possible.

• Reduced caregiver burden: Identifying cognitive impair-
ment early allows caregivers to plan and adapt to the 
evolving needs of the individual. This proactive approach 
can reduce caregiver burden by facilitating better prepara-
tion, support, and the development of coping mechanisms.

• Patient and family empowerment: Early detection 
empowers individuals and their families with knowledge 
about the condition. It allows for informed decision-
making regarding future care plans, legal matters, and 
financial arrangements, promoting a sense of control and 
autonomy.

• Facilitation of research: Early detection contributes valu-
able data for research purposes, aiding scientists and 
healthcare professionals in understanding the progression 
of cognitive disorders. This, in turn, can lead to the devel-
opment of more effective treatments and interventions.

Early detection of cognitive impairment is challeng-
ing due to several facts, such as it has to cope with subtle 
symptoms. Early-stage cognitive impairment often presents 
with subtle and non-specific symptoms, making it chal-
lenging to differentiate from normal age-related cognitive 
changes or other health issues. On the other hand, the indi-
viduals in the early stages of cognitive impairment may 

lack awareness of their condition, hindering self-reporting 
and self-recognition. This reliance on external observa-
tion adds complexity to the detection process. And last 
but not least, diagnosing cognitive impairment at an early 
stage involves a degree of uncertainty due to the potential 
for variations in symptoms and the absence of clear-cut 
diagnostic criteria. This complexity can pose challenges 
for healthcare professionals.

In this paper, we explore the use of a new signal to 
detect the presence of cognitive impairment in a user. It is 
a non-invasive methodology as the acquired signals are eye 
tracking and head movements detected by a frontal cam-
era available in wearable commercial eye-tracker system. 
These signals are acquired while performing several writ-
ing tests on a WACOM Cintiq tablet. All of the user’s eye 
movements are recorded using the commercial eye tracking 
device “Tobii Pro Glasses 3 ®” Tob [5], shown in Fig. 1. 
This device is worn like a normal pair of glasses and is oper-
ated by a battery without any connection to a computer. The 
glasses record a detailed first-person perspective (from fron-
tal camera) as well as participant’s gaze in real time without 
intruding on their natural behavior.

The hypothesis of the paper is that the images acquired 
from a frontal camera while performing handwritten tasks 
can reveal the presence or absence of cognitive impairment. 
This will open the possibility for a better multimodal detec-
tion based on video signals in addition to the well-known 
handwritten signals [6]. For that purpose, we have updated 
the handAQUS acquisition software Mucha [7] to acquire 
simultaneously both signals from the same software. This 
permits the time synchronization of both signals.

It is noteworthy that Ray-Ban® and  Meta® have recently 
introduced smart glasses capable of capturing audio and 
video. These glasses enable users to directly live stream 
what they see and hear on platforms like Instagram and 
Facebook. Consequently, the emergence of innovative tech-
nological applications based on these signals is likely to 
accelerate in the near future, facilitated by the availability 
of new hardware for domestic users.

Fig. 1  Tobii Pro Glasses 3 ®
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State of the Art

Cognitive impairment refers to problems with learning 
and memory, language, executive function (managing 
daily work and life), attention, perceptual motor skills 
(interacting with the environment), and social cognition 
(interacting with other people). There is a wide spectrum 
of cognitive impairment in adults that ranges from mild 
(barely noticeable) to full-blown dementia (most com-
monly Alzheimer disease). With milder forms of cogni-
tive impairment, changes are often not noticed by patients 
or their friends or family. Therefore, screening tests for 
cognitive impairment are of interest to primary care clini-
cians, especially if they are fast, cheap, and non-invasive.

Many brief screening tests for cognitive impairment are 
available. Commonly used tests include the Mini-Mental 
State Examination (MMSE) [8]. The test includes ques-
tions in a number of areas including attention, calcula-
tion, comprehension, construction, naming, orientation, 
recall, registration, repetition, spelling, and writing. After 
the MMSE, clock drawing test (CDT) is the second most 
widely used test for grading cognitive states. The origin 
of the CDT is not clear. Evidence suggests that it was 
first used by the British neurologist/psychiatrist Sir Henry 
Head [9]. In the original testing method, a pre-drawn clock 
is given to the subject, who is asked to draw the clock 
hands indicating 10 min past 11 o’clock. Based on our 
experience, the easier to instruct the task the better. Some 
tasks are time consuming because:

(a) The users do not perfectly understand what they must 
do. For instance, how much time must I stay producing 
consecutive circles? Should I produce my lines over the 
Archimedes spiral template or between lines? Which 
is the starting point? Etc. Some examples of different 
handwritten tasks are available in [10]

(b) The users have not been exposed or they are not habitu-
ated “to see” the object they have to write. One example 
is the analogue CDT in young people, as they check the 
time in digital clocks, smartphones, etc.

Probably for these reasons, the pentagon copying test is 
one of the most popular. They do not need to produce a 
drawing of something they should remember. They just need 
to copy a model, and they can start from the place they want.

In general, screening tests generally involve asking 
patients to perform a series of tasks that assess one or more 
aspects of cognitive function. A positive screening test result 
leads to additional testing for dementia that can include 
blood tests, magnetic resonance imaging of the brain, and 
more in-depth neuropsychologic testing by specialists.

The population under consideration for screening for cog-
nitive impairment are mainly adults aged 65 years or older 

who live in the community (i.e., not in a nursing home) and 
do not have any signs or symptoms of cognitive impairment.

To the best of our knowledge, there is no scientific paper 
devoted to head movement acquisition while performing 
a handwriting task on a digitizing tablet. However, some 
papers exist based on head movements and cognitive impair-
ment. Head turning is an easily observed and categorized 
sign and may raise suspicion of the presence of a cogni-
tive disorder Ghadiri-Sani et al. [11]. In Durães et al. [12], 
the authors discuss that the head turning sign (HTS) is fre-
quently noticed in clinical practice. In their paper, a total of 
84 patients were analyzed. They found that HTS was more 
prevalent in AD than in MCI or in FrontoTemporal Dementia 
(FTD). It also correlated negatively with cognitive measures 
and depression. They conclude that the presence of the HTS 
in a cognitively impaired individual suggests a diagnosis of 
AD. A higher HTS frequency correlates with higher cer-
ebrospinal fluid (CSF) total tau levels, a smaller Geriatric 
Depression Scale (GDS) score Yesagave et al. [13], and 
worse cognitive measures. In the MCI subgroup, the HTS 
may suggest a higher risk of progression.

Eye movement (EM) is also related to cognitive impair-
ment, according to the scientific literature. Opwonya et al. 
[14] conclude that EM metrics combined with demographics 
and cognitive test scores enhance MCI prediction, making it 
a non-invasive, cost-effective method to identify early stages 
of cognitive decline. They computed EM metrics from par-
ticipants who completed the ProSaccade (or Go condition)/
AntiSaccade (PS/AS) and No-go tasks (gaze focused on the 
center of a screen ignoring objects on the left and right side).

Cognitive and Biologically Inspired Approach

The proposed system is rooted in a cognitive and biologi-
cally inspired approach to diagnosing neurodegenerative 
disorders, particularly in the elderly (all the samples were 
acquired from people over 60, with an average of 71 years 
old). The emphasis is on utilizing objective measures that 
involve quantifiable data related to physical and cognitive 
functioning. This aligns with the understanding that cogni-
tive decline and neurodegenerative disorders often manifest 
in measurable changes in behavior, motor skills, and other 
physiological parameters.

The emphasis on head movements during handwriting 
tasks suggests an exploration of motor control and coordina-
tion, which are closely tied to cognitive processes. In fact, 
cognitive impairment often results in observable changes 
in fine motor skills, making this a biologically relevant 
aspect of assessment. On the other hand, the new multi-
modal database PECT-Tecnocampus especially acquired for 
this research proposal implies an integration of various data 
types, mirroring the complexity of cognitive processes in 
real-world scenarios. This approach draws inspiration from 
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the multifaceted nature of human cognition, as information 
from different modalities is often processed and integrated 
in the brain.

Automatic classification is proposed, based on deep 
learning. This is aligned with the biological inspiration 
drawn from neural networks in the human brain. The 
ability of deep learning algorithms to discern complex 
patterns and relationships is analogous to the neural 
processing capabilities observed in biological systems. 
Experimental results show that cognitive impairment 
may result in distinctive patterns that can be learned 
and recognized by machine learning algorithms. This 
approach is aligned with very recent publications, such 
as Howard [15].

Worth to mention that automatic detection of cognitive 
impairments enables ambient intelligence systems to offer 
personalized assistance and adaptation [16]: The system can 
adjust lighting, temperature, and other environmental factors 
to promote comfort and reduce confusion. Additionally, it can 
provide reminders for daily activities, medication, and appoint-
ments, catering to the specific needs of each individual.

This paper is structured as follows: The “Methodology” 
section introduces the methodology of the proposed system, 
the “Experimental Verification” section shows the experi-
mental results obtained and related discussions, and finally, 
we conclude with the “Discussion and Conclusions” section.

Methodology

Head movements can provide important information about 
a person’s motor control, balance, and coordination. There 
are studies suggesting that certain head movements, such as 
voluntary jerks [17] or tremors [18], may be indicative of 
neurological or movement disorders. However, it is impor-
tant to note that head movements alone may not be sufficient 
to accurately diagnose a medical condition. To accurately 
diagnose a pathological condition requires a comprehensive 

evaluation including a series of physical and neurological 
tests. Nevertheless, the goal of this research is not to provide 
a medical diagnose. It is to propose a simple method to rise a 
flag when there is a suspicious case of cognitive impairment.

Pentagon Copying Test

In the Pentagon Crossing Test of the Montreal Cognitive 
Assessment (MoCA) Nasreddine et al. [19] individuals are 
asked to draw a specific geometric figure, a pentagon, while 
following a set of instructions. The test assesses visuospatial 
abilities, executive function, and attention. The individual 
is given a piece of paper with a pre-drawn pentagon and is 
instructed to connect alternate corners of the pentagon with 
straight lines. The goal is to accurately complete the drawing 
according to the provided instructions.

The test is scored based on the correctness of the draw-
ing and the adherence to the instructions. Errors such as 
incorrect line placement, extra lines, or failure to follow the 
instructions can indicate difficulties in visuospatial process-
ing and executive function, which are cognitive domains 
often affected in certain neurological conditions. Most of 
the experts assign a zero or one score depending on correct-
ness. It is considered correct if there are two pentagons, each 
pentagon has five sides, and the intersection between both 
pentagons is correct. Otherwise, the score is zero. This is a 
fast an easy-to-follow process.

In some scenarios, a more quantitative evaluation is done, 
especially when implemented in a computerized version. For 
instance, in Nagaratman et al. [20], it is possible to assign 
a score of 1–10 for each portrayal. Table 1 summarizes the 
scoring system. The rotation of the figures or tremor was 
overlooked according to the original criteria.

Figure 2 shows an example of PDT for a user affected by 
AD in basal situation, 6, 12, and 18 months after diagnose.

In this paper, we have used the binary classification as 
our aim is cognitive impairment detection rather than assess-
ment. We have manually inspected the pentagons produced 

Table 1  Scoring system in a 1 
to 10 scale for PDT

Score Condition

10: normal All sides were equal, all the angles of the figures were present, and the two 
figures intersected

9 One or two sides are of different length
8 Same as score 9 but no intersection
7 Loss of one or more angles
6 One pentagon incomplete
5 Reduced number of sides
4 Loss of sides and angles
3 Grossly incomplete sides
2 Not interpretable
1 No reasonable attempt at drawing or the drawing was just a squiggle or scrawl
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by all the users and assigned healthy control or cognitive 
impairment group.

Database

In this paper, we have acquired a new database called PECT-
Tecnocampus. The acquisitions were carried out in sev-
eral civic centers in the city of Mataró (Barcelona, Spain) 
and gathered 191 volunteers over the age of 60 from the 
Maresme region. All the donors signed an informed consent 
according to ethical regulations.

Individual physical abilities were assessed using ques-
tionnaires and physical tests (balance, mobility, cardiores-
piratory fitness, among others), and an individualized report 
of the results was provided. Figure 3 shows the histogram 
of the age of donors split in males and females. Mean (m) 
and standard deviation (std) for ages of males and females 
are respectively: males (m = 71.76, std = 5.64), females 
(m = 71.26, std = 6.28).

From the 191 users, 174 of them finished all the hand-
written tasks on a Wacom Cintiq digitizing tablet.

In our previous published databases, we acquired all the 
handwritten tasks in a single DIN A4 sheet. However, for 
this new database, we decided to use two different DIN A4 
sheets: one for handwritten text and signature and another 
one for drawings. This permitted larger sizes and helped 
visual impaired people to finish the tasks. Thus, the hand-
written tasks can be classified into two groups:

• Drawings: (a) two pentagon copy test, (b) house copy 
test, (c) spring drawing, (d) Archimedes spiral, (e) con-
centric circles performed at regular speed, (f) straight 
line connecting two dots without touching the lower and 

upper black bars. Figure 4 shows the template used for 
this tasks

• Handwriting: (1) signature performed two times, (2) 
words in capital letters copy, (3) cursive letter sentence 
copy. For more information on different handwritten 
tasks check [10].

PECT-Tecnocampus database was acquired with a 
Wacom Cintiq 16 tablet and a modified version of the origi-
nal HandAQUS software Mucha [7]. The features of this 
tablet are 5080 lpi and 8192 pressure levels. From this data-
base, a manual classification by visual inspection of the pen-
tagon copying test (PDT) [8] was performed by a lecturer of 

basal 6 months 12 months 18 months 

 

 

 

 

Fig. 2  PDT produced by a user affected by AD in basal situation, 6, 12, and 18 months after diagnosis

Fig. 3  Histogram of ages for males (top) and females (bottom)
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the health sciences faculty at Tecnocampus. Each user was 
assigned to a cognitive impairment or healthy group. Those 
who fail to pass the PDT were classified as users with some 
cognitive impairment.

From the 174 users, 81 failed to pass the PDT (52 females 
and 29 males). The criterion to evaluate the quality of the 
PDT was the following:

• The PDT is successful if there are two pentagons that 
intersect at two points.

• Each pentagon must have exactly five sides and five 
angles and must interlock at two points of contact.

• It does not matter if the angles are not equal, although 
it is necessary that the pentagons are not open at any 
corner.

• Small errors are allowed when almost imperceptible, and 
also if tremors are evident, and the lines are not com-
pletely straight.

The MMSE alone does not provide any diagnosis, and 
although it is a useful tool when assessing to a patient with 
memory problems, the diagnosis of mild cognitive impair-
ment (MCI) or dementia is done by complementing it with a 
good medical history in addition to a correct physical exami-
nation and performance of complementary tests. Even so, 
sometimes evolutionary monitoring of the patient is neces-
sary to give a specific diagnosis.

Due to privacy issues and also due to the difficulty to 
know the pathologies of almost 200 users, each of them with 
a different family doctor, specialist, etc., we cannot know 
the exact pathology, if any, that affects each user. However, 

the goal of this study was not to diagnose patients. It was to 
study the health conditions of elder people including cogni-
tive impairment.

The PDT is a sub-test of the Mini-Mental State Examina-
tion (MMSE) [8], used extensively in clinical and research 
settings as a measure of cognitive impairment. This manual 
classification is used as “ground truth” for automatic clas-
sification based on head movements acquired by frontal 
camera of eye-tracker system, described next.

While performing the handwriting tasks, the users wore 
the Eye-tracker Tobii Pro Glasses  3® (see Fig. 1). The glasses 
have several cameras, pointing to the user’s eye (from glass 
to eye) and one camera pointing to the general scene seen 
by the user (from the glass to outside). Eye tracker provides 
a set of data that can be used to analyze visual behavior, 
reading habits, attention, interest, and other related metrics.

One key point was that in a database acquisition, one of 
the most difficult tasks is the recruitment of donors. How-
ever, once you get them, it is a good practice to include as 
much as non-invasive sensors as possible. For this reason, we 
added the eye tracker to the handwriting task acquisitions.

The initial idea was to use a wearable eye tracker while 
performing handwriting tasks and analyze the eye-tracking 
signals. This eye tracker not only acquires info related to 
gaze, pupil sizes, eye-closing, etc., but it also provides a 
video image recording of the scene seen by the user wear-
ing the glasses. However, during the database acquisition, 
we detected calibration problems for users wearing correc-
tive lenses. In this case, the users had to add the eye-tracker 
glasses over the corrective lenses used to overcome visual 
impairment. Unfortunately, the use of corrective lenses is 

Fig. 4  Template used for 
drawing tests. It consists of six 
different tasks
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a quite usual situation for elder people when doing writ-
ing tasks.

Thus, the use of eye-tracker information from the cur-
rent database would require to detect and probably remove 
from database and/or from the experiments those users with 
uncalibrated samples. However, we have not found failure 
to acquire issues with the frontal camera, which is also an 
interesting signal to analyze. Thus, we decided to propose 
a system based on this signal rather on eye-tracking ones, 
which are left for a future work (some acquired signals can 
exhibit low sensibility to calibration errors).

Worth to mention that wearing eye glasses such as Tobii 
Pro Glass 3 is quite comfortable for users and more conveni-
ent than some other specially designed and mounted devices 
on the head of the user.

For future work, we consider important to use the 
option of corrective lenses kit available from Tobii. The kit 
includes individual lenses for both left and right eyes rang-
ing from − 8.0 to + 3 diopter in intervals of 0.5 diopters. This 
kit extends the applicability of Tobii Pro Glasses 3 to people 
with the most common forms of near- and farsightedness. 
However, this would increase the acquisition time per user 
as in addition to eye-tracker calibration, it requires another 
previous calibration for each user.

Frontal camera provides useful information about head 
movements during handwriting tasks. This camera provides 
25 fps of 1920 × 1080 pixels each in RGB format.

Shot Boundary Detection with Background Subtraction

Shot boundary detection is a technique used to identify 
significant changes between shots in a video. This method 
relies on the pixel difference between two consecutive shots 
to determine if a scene change has occurred. Background 
subtraction is used to separate the foreground (moving 
objects) from the static background in an image or sequence 
of images. The algorithm can be found in Candela et al. [21]

Through this process, our method not only accurately 
identifies scene changes but also enables the extraction 
and saving of video segments corresponding to individual 
scenes, thereby providing a powerful tool for detailed analy-
sis and segmentation of complex video content.

Video Dataset Creation with Shot Boundary Detection

To develop our training dataset, we employed the shot 
boundary detection technique to segment a continuous 
video capturing the entire user test into six separate sub-
sequences. Each sub-sequence corresponds to a different 
task on the Cintiq tablet: drawing a pentagon, house, ver-
tical spiral, Archimedean spiral, concentric circles, and 
a straight line. The ability of shot boundary detection to 

pinpoint scene changes tied to shifts in activity enabled 
us to isolate each graphic task into an individual video.

Video analysis revealed that users with cognitive defi-
cits exhibited irregular eye and head movements, particu-
larly an inability to maintain a steady gaze on the pen 
while performing the tasks.

The data subsequently were labeled by hand creating 
two macro-categories (pass/not pass pentagon test) includ-
ing six tasks for each macro-category.

As a result, we categorized the training data based 
on the six tasks performed by the two types of users: 
six classes for those who passed the pentagon test and 
another six for those who failed, making a total of 
twelve categories.

Shot Boundary Transformer Detection

Transformers, proposed by Vaswani et al. [22], are par-
ticular deep learning models. The characteristic feature of 
these networks is self-attention, a process of differentially 
weighting the meaning of each part of the input data by 
working predominantly on sequential data.

For all sub-videos, a feature extractor is constructed 
using the DenseNet121 [23] model pre-trained on Ima-
geNet [24], which is used to extract features from video 
frames. Each sub-video input, labeled as Si, is transformed 
into a three dimensional matrix Xi, with dimensions 
t × h × w (t = time, h = height, w = width). This conversion 
process is depicted in Fig. 5, where each array Xi is an ele-
ment of the sub-video input Si.

The input is parsed into i space-time tokens thanks to 
an encoder. The encoder consists of an encoding layer 
that processes the input iteratively one layer after another, 
allowing it to draw from the state at any previous point 
along the sequence. The encoder consists of two main 
components: a self-attention mechanism and a feed-for-
ward neural network.

As the first step, for each level of attention, the trans-
former learns three weight matrices by defining: WQ query 
weights, WK the key weights, and Wv the value weights.

For each token, the input data embedding Xi is multiplied 
by each of the three weight matrices to produce the three 
corresponding vectors: qi = Xi·WQ, query weights; ki = Xi·WK, 
the key weights; vi = Xi·Wv, the value weights.

In the second step, the attention weights aij are cal-
culated (Eq. 1) using the dot product between the query 
vector and the key vector for each token pair and are nor-
malized by dividing by the square root of the dimension of 
the key vectors (dk = t × h × w). This helps in stabilizing the 
gradients during training. The output for a token i is the 
weighted sum of the value vectors of all tokens, weighted 
by the normalized attention weights aij:
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In the third and final step, the encoder’s output is used as 
input for a multi-head attention layer, which then feeds data 
to the decoder. Each “attention head” includes a set of matri-
ces (WQ, WK, Wv) and allows for the computation of atten-
tion across different subspaces simultaneously, handling the 
relevant tokens according to various definitions of relevance. 
Following the method by LeCun et al. [25], after the decoder, 
the output undergoes max pooling to reduce its spatial dimen-
sion, with this operation applied along the temporal axis of the 
frame sequence. Subsequently, as per Srivastava et al. [26], the 
max pooling output is processed through a dropout layer for 
regularization and to prevent overfitting during the network’s 
training. Finally, the processed output is sent to a densely con-
nected feed-forward layer, with a number of neurons equivalent 
to the number of classes in the classification problem. This 
layer applies a linear transformation followed by a softmax 
activation function, proposed by Bridle [27], to compute the 
classification probabilities for each class attentionij(Q,K,V).

The computation of attention for all tokens can be expressed 
as the computation of a large matrix using the function:

(1)aij =
WQ ⋅WK
√

dk

(2)attentionij(Q,K,V) = sof tmax (
QKT

√

dk

)V

where softmax is taken on the horizontal axis and T means 
transpose.

Experimental Verification

The experiments were conducted on a dedicated system with 
the following characteristics: Intel (R) Xeon (R) Gold 6126 
CPU at 2.6 64 KiB BIOS, 64 GiB DIMM DDR4 System 
Memory, 2 × GV100GL (Tesla V100 PCIe 32 GB). The pro-
posed framework was developed using Python and the Keras 
package with Tensorflow. In conducting our experiments, 
we adopted a two-phase approach. The initial phase assigned 
relatively less significance to the multiclass classification 
analysis, with the objective of distinguishing among six dif-
ferent scenarios to ascertain the correctness of each execu-
tion. We then progressed to a phase of greater importance 
and accuracy, concentrating on a binary classification analy-
sis. This crucial phase was specifically designed to evaluate 
the health status of the subject, determining whether they 
were in good health or exhibited any health issues.

In the shot boundary detection setup phase of our study, 
we set specific parameters to optimize the accurate identi-
fication of relevant scenes. These choices are the result of 
extensive testing aimed at precisely capturing the six exam-
ple cases performed by users:

Fig. 5  Network architecture
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• Lower motion threshold (-min-percent): set at 1.0%. This 
lower threshold allows for the detection of scene changes 
even with minimal movements, ensuring that no signifi-
cant details in the patients’ actions are overlooked.

• Upper motion threshold (-max-percent): set at 10.0%. 
This limit ensures that excessively large or sudden move-
ments are not mistakenly interpreted as scene changes, 
maintaining focus on the patients’ relevant actions.

• Warm-up period (-warmup): established at 200 frames. 
This initial phase allows the system to adapt to the video 
context before starting the actual detection, enhancing 
accuracy in distinguishing key actions of the patients.

The application of these parameters has proven effective 
in precisely discerning scene changes that correspond to the 
specific exercises performed by the patients, providing valu-
able support in analyzing their activities.

Performance of the Proposed System

To measure the performance of the system, we denote by P a 
positive condition and by N a negative condition and define 
the following: TP indicates the number of correctly identi-
fied scenes video, FP indicates the number of differently 
identified scenes video, TN denotes incorrectly identified 
scenes video, and FN denotes unidentified scenes videos 
or anomalies.

The performance of the proposed system was evaluated 
using the following:

Processed Output Evaluation

The classification output, crucial in determining user out-
comes across different case studies, was finalized at the end 
of our algorithm’s processing sequence.

Table 2 provides a sample of the output structure, where 
the “Label” columns indicate the class, each user is assigned 
to, and “None” is marked in instances where the classifica-
tion confidence is below 40%.

(3)Precision =
TP

TP + FP

(4)Recall =
TP

TP + FN

(5)F score = 2 ×
Precision × Recall

Precision + Recall

Accuracy =
TP + TN

TP + TN + FP + FN

The process consists of the following three steps:

1. Categorical analysis with threshold criterion: For the label 
column (Label in Table 2), rather than calculating an aver-
age, which is inherently inapplicable to non-numeric data, 
we identify the mode (the label that occurs most frequently) 
within a window of 5 consecutive samples. However, to 
reinforce the statistical significance of this prevalent label, 
we introduce a probability threshold criterion. A label is 
considered representative only if the average probability 
associated with the corresponding samples exceeds 97%.

2. Mode definition: We define the mode as the label that 
appears most frequently within a window of five samples.

3. Definition of the moving average for probabilities: For 
the Probability column in Table 2, the moving average 
(MA) is calculated as the arithmetic mean of the prob-
ability values within a window of five samples (video 
subsequences; Fig. 6).

Table 2  Example of first output of shot boundary transformer neural 
network classification

Input Start time Label Probability

1 00:00:02 PENTAGON 95.01%
1 00:00:11 PENTAGON_ERRONEOUS 98.28%
1 00:00:16 PENTAGON_ERRONEOUS 98.47%
1 00:00:24 None 35.30%
1 00:00:26 PENTAGON_ERRORNEOUS 99.00%
2 00:00:32 PENTAGON 95.02%
2 00:00:38 HOUSE_ERRONEOUS 98.60%
2 00:00:46 HOUSE_ERRONEOUS 98.76%
2 00:00:52 HOUSE_ERRONEOUS 98.35%
2 00:00:54 HOUSE 94.06%

Fig. 6  Sub-sequence
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For example, applying the method to the first five sam-
ples of a time series shown in Table 2 (input 1), we first 
identify the mode of the labels and calculate the associated 
probability mean. If the mode occurs at least three times and 
the average probability exceeds 97%, then this label becomes 
the representative label for the entire sample window (PEN-
TAGON_ERRONEOUS in this case). Additionally, we cal-
culate the moving average for the probability values.

Our approach allows for a significant summary of the 
data, associating with each time window a significant 
categorical label and a numerical estimate of the trend. 
This methodology enhances the understanding of temporal 
dynamics in mixed time series (categorical and continu-
ous) and can be generalized to windows of any size and 
variable probability thresholds.

Table 3 shows the processed output corresponding to 
Table 2 inputs.

Multiclass Results

For the training data, we considered 80 videos of users who 
were unable to correctly perform the pentagon test and 102 
videos of users who were able to perform the test correctly. 
By decomposing the videos using shot boundary detection, 

we obtained 2100 videos. Some of the videos correspond to 
the explanation time of the database acquisition supervisor, 
and we also obtained very short videos with a duration on 
the order of milliseconds of the same scene, which were 
discarded, as we aimed to maintain a minimum threshold of 
two seconds of duration for each video.

The discarded short videos are as follows: pentagon (29 
videos), pentagon error (27); house (28), house error (31); 
vertical spiral (29), vertical spiral error (27); line (32), line 
error (31); spiral (31), spiral error (28); concentric circles 
(28), consecutive circle error (22).

Furthermore, we duplicated the following videos to avoid 
an unbalanced dataset: pentagon error (5); vertical spiral 
error (10); line (15), line error (15); house (12); spiral error 
(28); circle error (18); pentagon (15).

In total, we acquired a total of 1875 videos that were used 
for training the network, comprising the following: pentagon 
(170 videos), pentagon error (170); house (225), house error 
(336); vertical spiral (105), vertical spiral error (124); line 
(135), line error (129); spiral (127), spiral error (135); circle 
(107), circle error (112).

Tables 4 and 5 present the parameters of the final model 
configuration, which were selected after extensive testing. 
We will discuss the performance outcomes of these tests in 
the “Evaluation of the Proposed Framework for Multiclass 
Problem” section, which focuses on the evaluation of the 
proposed framework.

In this part, we attempt to automatically detect the class 
of the video in a 12-class problem. For the Transformer 
model, we conducted tests over multiple epochs to achieve 
the highest accuracy rates. The optimal performance was 
reached at the 150th epoch.

Table 3  Example of processed output from example represented in 
Table 2

Output Label

1 PENTAGON_ERRONEOUS
2 HOUSE_ERRONEOUS

Table 4  Model architecture Layer Output shape Param

Input_12 (input layer) (MAX_SEQ_LENGTH, NUM_FEATURES) 0
Positional embedding (MAX_SEQ_LENGTH, NUM_FEATURES) 61,720
Transformer_layer encoder (MAX_SEQ_LENGTH, NUM_FEATURES) 4,211,716
GlobalMaxPooling1d_5 (NUM_FEATURES) 0
Dropout_5 (NUM_FEATURES) 0
Dense_17 (NUM_CLASSES) 12,300

Table 5  Model hyperparameter Hyperparameter Value Description

MAX_SEQ_LENGTH 60 Maximum length of the input sequence that the model can process
NUM_FEATURES 1024 Number of features per time step or spatial area
IMG_SIZE 128 Dimension of the input images in pixels (128 × 128)
EPOCHS 120 Total number of complete training cycles on the training data
NUM_CLASSES 12 Total number of complete training cycles on the training data
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Evaluation of the Proposed Framework for Multiclass 
Problem

Following the collection and division of the dataset, 80% 
was used for training and 20% was set aside for testing, lead-
ing our proposed system to achieve good results in classifi-
cation. The training portion contained 1500 samples, and the 
testing portion was comprised of 375 samples, reflecting a 
diverse spectrum of cases, including individuals with cogni-
tive impairment and healthy subjects.

In Table 6, we can observe the values we have obtained 
as the epochs varied.

Key observations from the data include:

1. Overall trend:

• There is a discernible trend of precision improve-
ment for many classes as epochs increase, especially 
noted in “LINE”, “LINE_ERRONEOUS”, “VERTI-
CAL_SPIRAL”, and “VERTICAL_SPIRAL_ERRO-
NEOUS”, suggesting enhanced prediction confi-
dence with extended training.

• Anomaly at 100 epochs, particularly for “SPIRAL” 
and “VERTICAL_SPIRAL”, indicates potential 
overfitting or ineffective learning past a certain train-
ing threshold.

• By 150 epochs, a majority of the classes exhibit ele-
vated F1-scores compared to earlier epochs, indica-
tive of a balanced enhancement in both precision and 
recall.

2. Optimal results at 150 epochs:

• The model appears to strike an optimal balance 
between precision and recall at 150 epochs, as 
reflected by high F1-scores. For example, the 
“LINE” and “LINE_ERRONEOUS” classes achieve 
impressive precision and recall, culminating in high 
F1-scores, which means the model is both precise 
and reliable for these classifications.

• The “PENTAGON” class demonstrates a notable 
rise in recall between 120 and 150 epochs, suggest-
ing improved capability in identifying all relevant 
instances at the latter epoch.

• It is noteworthy, however, that some classes devi-
ate from this trend, like “CIRCLE_ERRONEOUS”, 
which sees a precision dip from 120 to 150 epochs, 
potentially due to the model’s conservative bias or 
missing true positives in its quest to minimize false 
positives.

3. Class-specific performance:

• “HOUSE_ERRONEOUS” class maintains consist-
ently high and stable scores across epochs, indicating 

reliable erroneous drawing realization detection for 
this category.

• “LINE” class showcases 100% precision at 50 and 
120 epochs, representing an ideal scenario, yet its 
recall is less than perfect, suggesting that while the 
model’s predictions are highly accurate, it doesn‘t 
consistently detect all instances of “LINE”.

4. Support:
• Support refers to the number of occurrences of each 

class in the dataset. In a classification problem, each 
class has a corresponding support value, indicating 
how many instances of that class exist in the dataset. 
Support is particularly relevant in multi-class classi-
fication scenarios, helping to understand the distribu-
tion of classes and their representation in the dataset. 
The “support” figures remain unchanged, ensuring a 
consistent dataset size for each class and a fair com-
parison across epochs.

5. Areas of concern:
• The zero precision and recall for the “LINE” class 

at 100 epochs raise concerns, possibly pointing to a 
training anomaly or indicating a total detection failure 
at this stage.

In summary, the choice of 150 epochs is vindicated as it 
typically delivers the highest F1 scores, denoting an ideal 
balance between precision and recall. The model’s overall 
accuracy across varying epochs is depicted in Table 7. Nev-
ertheless, the nuanced learning behavior of certain classes at 
specific epoch milestones underscores the complexity of the 
model’s learning dynamics, necessitating careful considera-
tion when determining the point at which to halt training.

Binary Classification Results

In this section, we attempt to identify the presence or 
absence of mild cognitive impairment. To maintain an equi-
table distribution in the binary classification task, the dataset 
was clustered in a different way. The database initially con-
sisted of 1875 videos, categorized as follows:

• Pentagon (170 videos)
• House (225)
• Vertical Spiral (105)
• Line (135)
• Spiral (127)
• Circle (107)
• Pentagon erroneous (170)
• House erroneous (336)
• Vertical spiral erroneous (124)
• Line erroneous (129)
• Spiral erroneous (135)
• Circle erroneous (112)
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Table 6  Processed output Classes Precision Recall F1-score Support

20 epochs
    CIRCLE 0.86 0.86 0.86 21

     CIRCLE_ERRONEOUS 0.30 0.73 0.43 22
     HOUSE 0.74 0.51 0.61 45
     HOUSE_ERRONEOUS 0.74 0.76 0.75 67
     LINE 0.93 0.56 0.70 25
     LINE_ERRONEOUS 0.94 0.59 0.73 27
     PENTAGON 0.77 0.79 0.78 34
     PENTAGON_ERRONEOUS 0.51 0.74 0.60 34
     SPIRAL 0.77 0.74 0.75 27
     SPIRAL_ERRONEOUS 0.51 0.67 0.58 27
     VERTICAL_SPIRAL 0.93 0.67 0.78 21
     VERTICAL_SPIRAL_ERRONEOUS 0.89 0.32 0.47 25
50 epochs
     CIRCLE 1.00 0.81 0.89 21
     CIRCLE_ERRONEOUS 0.48 0.73 0.58 22
     HOUSE 0.41 0.78 0.53 45
     HOUSE_ERRONEOUS 0.65 0.48 0.55 67
     LINE 1.00 0.72 0.84 25
     LINE_ERRONEOUS 0.89 0.59 0.71 27
     PENTAGON 0.82 0.68 0.74 34
     PENTAGON_ERRONEOUS 0.67 0.53 0.59 34
     SPIRAL 0.75 0.78 0.76 27
     SPIRAL_ERRONEOUS 0.46 0.63 0.53 27
     VERTICAL_SPIRAL 1.00 0.81 0.89 21
     VERTICAL_SPIRAL_ERRONEOUS 0.88 0.60 0.71 25
100 epochs
     CIRCLE 1.00 0.71 0.83 21
     CIRCLE_ERRONEOUS 0.42 0.64 0.51 22
     HOUSE 0.43 0.51 0.47 45
     HOUSE_ERRONEOUS 0.58 0.73 0.64 67
     LINE 0.00 0.00 0.00 25
     LINE_ERRONEOUS 0.50 0.63 0.56 27
     PENTAGON 0.82 0.68 0.74 34
     PENTAGON_ERRONEOUS 0.39 0.71 0.50 34
     SPIRAL 0.89 0.30 0.44 27
     SPIRAL_ERRONEOUS 0.46 0.67 0.55 27
     VERTICAL_SPIRAL 1.00 0.33 0.50 21
     VERTICAL_SPIRAL_ERRONEOUS 0.70 0.28 0.40 25
120 epochs
     CIRCLE 0.95 0.90 0.93 21
     CIRCLE_ERRONEOUS 0.57 0.55 0.56 22
     HOUSE 0.52 0.62 0.57 45
     HOUSE_ERRONEOUS 0.67 0.72 0.69 67
     LINE 1.00 0.80 0.89 25
     LINE_ERRONEOUS 0.84 0.59 0.70 27
     PENTAGON 0.71 0.59 0.65 34
     PENTAGON_ERRONEOUS 0.59 0.56 0.58 34
     SPIRAL 0.87 0.74 0.80 27
     SPIRAL_ERRONEOUS 0.51 0.78 0.62 27
     VERTICAL_SPIRAL 0.90 0.86 0.88 21
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These categories were grouped into two main classes: 
healthy (869) and unhealthy (1006), with the healthy class 
representing tasks performed correctly by users and the 
unhealthy class including tasks performed erroneously. To 
balance the dataset, redundant videos that could bias towards 
one category over another were excluded, and we removed 
to prevent an imbalance: house (18), line (6), pentagon erro-
neous (4), house erroneous (125), vertical spiral erroneous 
(19), spiral erroneous (8), circle erroneous (5).

We achieved a balanced dataset consisting of 845 vid-
eos in the healthy category and 845 videos in the unhealthy 
category.

In this section, Tables 8 and 9 present the parameters of 
the final model configuration, which were selected after 

extensive testing. We will discuss the performance out-
comes of these tests in the “Evaluation of the Proposed 
Framework for Binary Classification” section.

Evaluation of the Proposed Framework for Binary 
Classification

Following the collection and division of the dataset, 80% 
was used for training and 20% was set aside for testing, 
leading our proposed system to achieve good results in 
classification. The training set contained 1352 sam-
ples, and the testing set was comprised of 338 samples, 
reflecting a diverse spectrum of cases, including indi-
viduals with cognitive impairment and healthy subjects.

In Table 10, we can observe the values we have obtained 
as the epochs varied.

Based on the Table 10, we can obtain several conclusions. 
It appears that the models trained for 200 and 500 epochs 
have achieved the best outcomes.

For 200 epochs, the model shows a balance of precision 
and recall, with the “healthy” class achieving an F1-score of 
0.80 and the “not healthy” class at 0.84, indicating a strong 
performance in both the positive predictive value and the 
sensitivity of the test.

Table 6  (continued) Classes Precision Recall F1-score Support

     VERTICAL_SPIRAL_ERRONEOUS 0.80 0.80 0.80 25
150 epochs
     CIRCLE 0.90 0.86 0.88 21
     CIRCLE_ERRONEOUS 0.71 0.45 0.56 22
     HOUSE 0.68 0.67 0.67 45
     HOUSE_ERRONEOUS 0.76 0.75 0.75 67
     LINE 0.96 0.88 0.92 25
     LINE_ERRONEOUS 0.92 0.85 0.88 27
     PENTAGON 0.69 0.91 0.78 34
     PENTAGON_ERRONEOUS 0.67 0.65 0.66 34
     SPIRAL 0.88 0.78 0.82 27
     SPIRAL_ERRONEOUS 0.55 0.85 0.67 27
     VERTICAL_SPIRAL 0.95 0.86 0.90 21
     VERTICAL_SPIRAL_ERRONEOUS 0.95 0.76 0.84 25

Table 7  Model accuracy

Optimal value is represented in 
bold letters

Epochs Accuracy Support

20 67% 375
50 65% 375
100 55% 375
120 70% 375
150 77% 375

Table 8  Model architecture Layer Output shape Param

Input_12 (input layer) (MAX_SEQ_LENGTH, NUM_FEATURES) 0
Positional embedding (MAX_SEQ_LENGTH, NUM_FEATURES) 61,440
Transformer_layer encoder (MAX_SEQ_LENGTH, NUM_FEATURES) 4,211,716
GlobalMaxPooling1d_5 (NUM_FEATURES) 0
Dropout_5 (NUM_FEATURES) 0
Dense_17 (NUM_CLASSES) 2050
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When the model is trained for 500 epochs, we observe 
a similar performance, with a slight variation in the 
F1-scores: the “healthy” class maintains an F1-score of 

0.80, while the “not healthy” class also remains at 0.84. 
This suggests that increasing the number of epochs to 500 
offers little to no significant improvement in the model’s 
ability to generalize, although it may require slightly more 
computational time.

At 800 epochs, there is a noticeable decline in perfor-
mance across all metrics for both classes when compared 
to 200 and 500 epochs. The “healthy” class drops to an 
F1-score of 0.71 and the “not healthy” class to 0.74, indi-
cating that too many epochs may lead to overfitting or other 
forms of performance degradation.

In summary, training for 200 epochs appears to be the 
most efficient in terms of achieving high predictive per-
formance without unnecessary computational expense. 
Training for 500 epochs does not show a significant dif-
ference in performance, suggesting that the additional 
epochs may not be worth the extra time required. It is 
also clear that training beyond this point, such as at 800 
epochs, does not improve and may even degradate the 
model’s performance.

Table 9  Model hyperparameter Hyperparameter Value Description

MAX_SEQ_LENGTH 60 Maximum length of the input sequence that the model can process
NUM_FEATURES 1024 Number of features per time step or spatial area
IMG_SIZE 128 Dimension of the input images in pixels (128 × 128)
EPOCHS 120 Total number of complete training cycles on the training data
NUM_CLASSES 12 Total number of complete training cycles on the training data

Table 10  Processed output

Classes Precision Recall F1-score Support

150 epochs
    HEALTHY 0.78 0.74 0.76 150

     NOT_HEALTHY 0.78 0.82 0.80 171
200 epochs
     HEALTHY 0.84 0.77 0.80 150
     NOT_HEALTHY 0.81 0.87 0.84 171
500 epochs
     HEALTHY 0.86 0.75 0.80 150
     NOT_HEALTHY 0.80 0.89 0.84 171
800 epochs
     HEALTHY 0.70 0.72 0.71 150
     NOT_HEALTHY 0.75 0.73 0.74 171

Fig. 7  ROC figure of binary 
classification
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Figure 7 depicts the model’s ROC curve. The plotted 
ROC curve serves as a good indicator of the model’s ability 
to differentiate between the two classes.

Some performance indicators are:

• Area under the curve (AUC): The AUC is 0.84, which 
denotes a robust discriminative capacity of the model. 
Generally, an AUC ranging from 0.8 to 0.9 is considered 
very good, suggesting that the model is well-calibrated 
and can distinguish between “healthy” and “not healthy” 
subjects with a high degree of probability.

• Trade-off between TPR and FPR: The curve illustrates 
that as the true positive rate increases (more “healthy” 
subjects correctly identified), the false positive rate (more 
“not healthy” subjects incorrectly identified as “healthy”) 
also increases, which is typical in binary classification 
settings. The goal is to maximize the TPR while mini-
mizing the FPR.

• Model performance: For the most part, the curve lies 
well above the dashed diagonal line that represents ran-
dom classification (AUC = 0.5). This indicates that the 
model’s performance is significantly better than chance.

• Optimal threshold: The specific point along the curve 
considered “optimal” will depend on the application con-
text and the desired balance between TPR and FPR. For 
instance, in some medical applications, it might be prefer-

able to minimize false negatives (thereby maximizing sensi-
tivity), even at the expense of accepting more false positives.

In conclusion, the model appears to be effective at dis-
tinguishing between “healthy “ and “not healthy” subjects 
with a commendable level of accuracy. However, the choice 
of threshold for classifying subjects as “healthy “ or “not 
healthy” should be guided by clinical considerations that 
weigh the importance of correctly identifying “healthy” 
cases against the risk of false alarms.

Figure 8 depicts the confusion matrix, which summarizes 
the main performance ([28], page 438):

• True negatives (TN): The model has correctly identified 
115 cases as “healthy”. This indicates that the model 
is fairly reliable in recognizing the absence of “non-
healthy” conditions.

• False positives (FP): There were 35 instances where the 
model incorrectly classified “healthy” cases as “non-
healthy”. Such errors can be problematic in medical 
contexts, as they may lead to unnecessary further testing 
or treatments.

• False negatives (FN): The model failed to identify 22 
cases of “non-healthy”, erroneously classifying them as 
“healthy”. These errors are often considered more seri-
ous in clinical contexts, as they imply a missed treatment 
of a condition that requires attention.

• True positives (TP): With 149 cases correctly identified 
as “non-healthy”, the model demonstrates a good ability 
to detect conditions when they are indeed present.

In Table 11, we summarize the best values obtained; in 
particular, the table outlines the accuracy of a model at vari-
ous epochs—150, 200, 500, and 800 while maintaining a 
constant support of 321 cases. This pattern suggests that the 
model benefits from additional training up to a point (500 

Fig. 8  Confusion matrix for two-class problem

Table 11  Model accuracy

Optimal value is represented in 
bold letters

Epochs Accuracy Support

150 78% 321
200 82% 321
500 83% 321
800 72% 321

Table 12  Comparison of model accuracy in existing literature and 
our work

Reference Methodology Accuracy

Kruthika et al. [30] Gaussian Naive Bayes 93%
Kruthika et al. [30] K-nearest neighbor (KNN) 93%
Kruthika et al. [30] Support vector machine (SVM) 93%
Kruthika et al. [30] SVM + KNN + PSO 93%
Liu et al. [31] Cascaded CNNs for AD diagnosis 93%
Payan et al. [32] DNN with sparse AE and CNN 89%
Sarraf et al. [33] CNN MRI 98%
Sarraf et al. [33] CNN fMRI 99%
Erdas et al. [29] 3DCNN 96%
Erdas et al. [29] ConvLSTM 95%
This work ShotBoundary Transformer 83%
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epochs), but beyond this, its performance declines, which 
may indicate overfitting. This occurs when the model learns 
the training data too well, including noise and outliers, lead-
ing to a decrease in its ability to generalize to new data.

Discussion and Conclusions

In this section, we discuss the experimental results obtained, 
comparing them with the state of the art and current tech-
niques in the recognition of neurodegenerative diseases 
showed in Table 12. Erdaş et al., in their study Erdas et al. 
[29], introduced an innovative method using ConvLSTM and 
3D CNN to analyze unidimensional human gait data, con-
verting it into bidimensional and tridimensional formats for 
analysis. They describe a pioneering approach that converts 
gait data into two-dimensional QR codes, subsequently used 
to feed ConvLSTM and 3D CNN models. The experiment 
showed promising results in distinguishing between subjects 
with neurodegenerative diseases (NDD) and healthy con-
trols. However, the outstanding results raise methodological 
questions: precise and consistent data collection from the 
ground reaction force (GRF) sensor is essential to maintain 
result reliability, and QR code conversion might introduce 
errors or information loss. Moreover, individual variability 
in the dataset could make it challenging to distinguish spe-
cific gait patterns for NDD.

Previous studies, like Sarraf et al. [33], have used CNNs 
to distinguish between HC and AD in older adults through 
the extraction of scale- and position-invariant features. They 
proposed two workflows, one with structural fMRI data and 
the other with structural MRI data, both presupposing a pre-
diagnosis of Alzheimer’s, limiting the applicability of such 
methods for early disease detection. In contrast, our method-
ology could be employed prior to resorting to fMRI or MRI.

Payan et al. [32] employ deep learning to identify Alz-
heimer’s from MRI images, combining DNN, SAE, and 
CNN. The model, applied to 3D MRI images of seniors over 
75 years, achieved an accuracy of 89.47% in classification, 
highlighting its effectiveness in complex data analysis. How-
ever, it still relies on MRI, not anticipating neurodegenera-
tive symptoms.

Liu et al. [31] use machine learning, specifically CNNs, 
for Alzheimer’s diagnosis through neuroimaging. They con-
structed cascading convolutional neural networks to analyze 
multimodal neurological images, particularly MRI and PET, 
from Weiner et al.’s ADNI data. This study marked a pro-
gression in AI’s use in medical image analysis, especially for 
AD diagnosis, although their method focuses on confirming 
diseases rather than early detection.

Kruthika et al. [30] combined Gaussian Naive Bayes, 
KNN, and SVM to analyze MRI scans, focusing on brain 
volume and thickness measures. Despite limitations in 

discriminating between MCI states and cognitive normal-
ity, their study underlines the need for more advanced 
biomarkers.

Although presented references in Table 12 outperform 
our system, we have to take into account that straight com-
parison is not possible due to the following aspects:

• Existing literature relies on more sophisticated signals 
such as human gait, MRI, fMRI, and PET. These signals 
require an expensive hardware, while our system relies on 
a simple and cheap frontal camera mounted on the head.

• Experimental results of existing literature is based on 
homogeneous databases, where there is a single pathol-
ogy and the ground truth was obtained after a medical 
diagnose. In our case, we probably have a set of diverse 
pathologies; medical diagnose is not available, and 
ground truth is derived on a single test, which is the pen-
tagon copying test.

Our methodology proves to be promising in the early 
detection of cognitive impairment disorders. The deci-
sion to use the Transformer network was crucial: unlike 
CNNs, which analyze individual frames, the Transformer 
has enabled us to process sequential data. This is beneficial 
because a single frame might not be indicative; for example, 
if a patient momentarily diverts their gaze during a test, it 
could lead to a misdiagnosis. However, by evaluating the 
entire data sequence, the Transformer network yields a more 
complete and precise analysis. While the limited number 
of samples has impacted our outcomes, our study marks a 
significant advancement.

Usually, the cost of wearable eye-tracker systems is 
quite large (4000–24,000 euros); in this paper, we pre-
sented a new assessment methodology for cognitive 
impairment based on a frontal camera, which is a sim-
pler and cheaper hardware. The proposed system ensures 
the detection and diagnosis of users affected by the stated 
problems. This phase could precede a series of tests [34] 
such as clinical, blood, urine, or spinal cord examinations, 
neuropsychological tests to measure memory, problem-
solving ability, degree of attention, and the ability to con-
verse and count; brain CT scans may also be conducted 
for identification of any possible signs of abnormality, 
most of which almost invariably turn out to be invasive 
examinations as well. These examinations allow the physi-
cian to excise other possible causes. In neurodegenerative 
diseases, early diagnosis is very important both because 
it offers the possibility of treating some symptoms of the 
disease and because it allows the patient to plan for his or 
her future while still being able to make decisions. With 
the proposed method, we can make an early diagnosis 
of cognitive functioning in a non-invasive way and then 
address any clinical testing for ascertainment; at the end 
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of all processes of elaboration, we have found an accuracy 
of 83% in a two-class problem and 77% in a multi-class 
problem. Moreover, for the first experimental phase of 
verification and operation of the proposed system, we have 
limited ourselves to the number of training data. The pro-
posed technique may open new frontiers in the clinical and 
early detection fields. We set as a future goal the extension 
of the dataset and testing on a large scale. In addition, the 
tests were carried out on elderly patients; the goal will be 
to diagnose neurodegenerative diseases still in the process 
of development much earlier on young patients.

In the interpretation of our study results, it is essential to 
acknowledge certain limitations that may impact the gener-
alizability and robustness of our findings:

• We did not systematically record the medications being 
taken by participants, and it is recognized that phar-
maceutical interventions can influence cognitive per-
formance and may have introduced variability into our 
results. Additionally, the absence of recorded information 
pertaining to participants’ previous medical history, such 
as a history of stroke, introduces a potential confounding 
factor that was not accounted for in our analysis.

• A subset of individuals within our study exhibited dif-
ficulties with writing, potentially attributable to a deficit 
in their educational background.

• The use of tablets for tasks involving handwriting may be 
unfamiliar to elderly individuals, potentially influencing 
their performance on such devices.

It is imperative to acknowledge that certain limitations in 
our study arise from deliberate choices made to prioritize par-
ticipant privacy. Specifically, the decision not to record par-
ticipants’ medication usage and detailed medical history was 
made to uphold ethical considerations and mitigate potential 
privacy concerns. The sensitive nature of health-related infor-
mation necessitated a cautious approach to data collection, 
particularly given the potential impact on individual privacy 
and confidentiality. Future investigations may explore alterna-
tive methodologies that address these limitations while main-
taining the highest standards of participant privacy.
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