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1 Introduction

Evidence generated by CTs is widely accepted and likely 
to remain the gold standard for development of safe and 
effective drugs, despite the long-standing acknowledgment 
of the great investment and high risks involved for pharma-
ceutical companies [1, 2].

With AI being recognized as a pathway towards sustain-
able and optimized drug development, multiple applica-
tions in CTs are being discussed and begin to be explored 
in practice. This is boosted by the growth and expansion of 
randomized trials providing medical research with large and 
complex volumes of categorized and uncategorized clinical, 
molecular and imaging data. While data availability is criti-
cal for data-driven and personalized medicine trends, gen-
erating actionable insights from the available information 
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Abstract
Background Clinical Trials (CTs) remain the foundation of safe and effective drug development. Given the evolving data-
driven and personalized medicine approach in healthcare, it is imperative for companies and regulators to utilize tailored 
Artificial Intelligence (AI) solutions that enable expeditious and streamlined clinical research. In this paper, we identified 
opportunities, challenges, and potential implications of AI in CTs.
Methods Following an extensive search in relevant databases and websites, we gathered publications tackling the use of 
AI and Machine Learning (ML) in CTs from the past 5 years in the US and Europe, including Regulatory Authorities’ 
documents.
Results Documented applications of AI commonly concern the oncology field and are mostly being applied in the area of 
recruitment. Main opportunities discussed aim to create efficiencies across CT activities, including the ability to reduce 
sample sizes, improve enrollment and conduct faster, more optimized adaptive CTs. While AI is an area of enthusiastic 
development, the identified challenges are ethical in nature and relate to data availability, standards, and most importantly, 
lack of regulatory guidance hindering the acceptance of AI tools in drug development. However, future implications are 
significant and are anticipated to improve the probability of success, reduce trial burden and overall, speed up research and 
regulatory approval.
Conclusion The use of AI in CTs is in its relative infancy; however, it is a fast-evolving field. As regulators provide more 
guidance on the acceptability of AI in specific areas, we anticipate the scope of use to broaden and the volume of implemen-
tation to increase rapidly.
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requires use of comprehensive AI models, developed and 
trained with appropriate datasets, to effectively expedite and 
streamline the various activities within drug research [2, 3].

A range of opportunities are already identified in litera-
ture, starting with AI’s contribution to discovery in areas 
where return on investment might not support profitability 
(rare diseases, targeted therapies). In addition, anticipated 
increases in efficiency of patient recruitment and protocol 
design are suggested to improve chances of trial success, 
while monitoring of patients and analysis using AI may 
have the potential to positively impact measurement and 
interpretation of results [2–5].

The objective of this research was to identify and syn-
thetize from literature, the opportunities for AI in CTs, the 
challenges potentially holding it back, and to identify future 
implications as AI implementation becomes the “norm”. As 
companies worldwide are considering which AI applica-
tions may offer the most benefit and begin early stages of 
piloting, regulators try to keep up with the pace and exam-
ine where regulations are needed. As such, this review may 
guide companies’ decision to invest in the integration of 
AI into their development programs. In addition, with such 
a broad array of applications and unclear sense of where 
industry may collectively be heading, it could help deter-
mine where regulation will be most impactful.

In this paper, the broader term of Artificial Intelligence 
(AI) and the general technique Machine Learning (ML) was 
used, instead of specific methods described in literature, as 
the purpose was to identify opportunities, challenges, and 
implications, rather than technically describe how solutions 
were achieved.

2 Methods

To identify relevant English-only publications a search was 
performed in PubMed, SCOPUS, International Pharma-
ceutical Abstracts and Google Scholar databases using the 
broad terms “artificial intelligence” or “machine learning”, 
with the term “clinical trials”. Exclusion terms referring to 
AI/ML applications outside of CTs were used to reduce the 
extensive list of unrelated results (e.g., “clinical practice”, 
“surgery”, “diagnosis”, “treatment”).

To identify relevant Regulatory documents the websites 
of the European Medicines Agency (EMA), the European 
Commission (EC) and the Food and Drug Administration 
(FDA) were searched using the same keywords.

Searches were performed between 7th October 2021 and 
14th October 2021, with results being downloaded from 
source databases and websites and combined into a single 
excel file. To ensure that research was performed on state-
of-the-art AI, any publications prior to 2017, as well as those 

not relevant to EU or US and any duplicates were removed. 
This ensured that the most recent and in-scope publications 
remained. Finally, the results were manually condensed 
based first on Title, followed by the Abstract content, with 
publications and/or documents not referring to applications 
of AI or ML in the context of CTs considered out of scope 
and excluded from this review.

Forty-eight publications were reviewed and categorized 
based on the research activity where AI was applied: Pre-
clinical research, Design, Recruitment, Conduct and Analy-
sis. Table 1 provides definitions for these category labels 
[6]. Additionally, the therapeutic area(s) (TAs) referred in 
the publication (if any) were accounted for. Nine documents 
extracted from Regulatory Authorities websites were cat-
egorized as Regulatory documents.

Figure 1, provides a further summary the process 
described above.

3 Results

Our research indicates that the potential applications of AI 
across CTs is broad, however recruitment is clearly a key 
area of interest. Over 50% of the papers reviewed address 
recruitment (30), which is over double that of trial design 
(14) and nearly 3 times the number of papers discussing 
analysis (10), which were also commonly identified. Fig-
ure 2 shows the number of publications referring to AI 
applications, per CT activity.

In addition, Oncology is the most prominently discussed 
Therapeutic Area (TA). Out of the 22 papers which describe 
the application of AI within a specific TA, 50% discuss 
oncology (11). This is again over double that of the next 
most reviewed TA of Neurology (5), followed by Cardio-
vascular (3). Figure 3 shows the number of publications 
referring to AI applications per TA.

Table 1 Definitions of research activities considered for categorization 
of papers based on use of AI
Pre-clinical 
research

Early use of AI in pre-clinical research, impacting 
subsequent CTs.

Design Use of AI enabling prediction of outcomes and 
disease progression to shape or improve Design 
of CTs.

Recruitment Use of AI in Recruitment, which includes Enroll-
ment, defined as the identification of eligible par-
ticipants and onboarding them into suitable CTs.

Conduct Use of AI in Conduct refers to the period following 
a participant’s enrollment into the trial, up to the 
trial database lock, prior to statistical analysis.

Analysis Use of AI in Analysis relates to activities per-
formed by statisticians after a trial has achieved 
database lock, as part of statistical analysis for 
the trial.
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Further analysis of the literature allowed identification of 
a broad array of opportunities for AI, with a clear empha-
sis however on tools that create efficiencies, regardless of 
the CT activity where it is applied. For example, AI tools 

used to inform CT design can result in reduction of the 
number of trial participants and trial length. As highlighted, 
recruitment is an area of great interest, with AI tools per-
forming automated eligibility analysis, matching potential 

Fig. 1 Flow Diagram of Papers Researched
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validation and model interpretation were also highlighted 
across CT activities.

Implications of AI in CTs are perceived very positively. 
Implementation of AI tools will speed up clinical devel-
opment by increasing the probability of trial success and 
regulatory approval, use adaptive protocols will increase 
diversity of data, while reducing trial burden on both 
patients and sites.

Figure 4, provides a summary of the key opportunities, 
challenges and implications of AI, per activity of CT.

Finally, the review of relevant regulatory documents 
indicates that AI is welcomed by Regulators as an inno-
vative discipline with broad applications and disruptive 
potential but requiring strategic planning for implementa-
tion. Although there is record of international collaboration 

participants to trials, and simplifying trial searching capabil-
ities. During trial conduct, AI-based sensors and other wear-
able devices improve patient monitoring. Finally, AI tools 
facilitate more comprehensive statistical analysis and tackle 
the challenging issues of missing data and missing visits, 
especially critical during the time of the Covid-19 public 
health emergency.

It is noted from the literature review, that fewer chal-
lenges were highlighted compared to opportunities. This 
may suggest that researchers perceive AI as offering great 
potential that is worth pursuing, despite the extensive work 
still needed to overcome significant challenges commonly 
identified. Namely, the lack of robust, standardized, and 
complete datasets, and the collaborative efforts required 
to build these data repositories. Of note, challenges about 

Fig. 3 Number of papers referring to AI applications per therapeutic 
area [6]
This graph represents the application of AI across therapeutic areas 
(TA), as discussed in the publications reviewed. Out of a total of 48 

papers that were in scope, 26 papers did not describe a specific TA. 
The distribution of TAs across the remaining 22 papers is represented 
in this graph, which include three papers that described two TAs within 
the same paper

 

Fig. 2 Number of papers referring to AI applications, per categorized 
CT activity
This graph represents the application of AI across the categories of CT 
activities defined, as discussed within the publications reviewed. Out 

of a total of 48 papers that were in scope, 38 papers described applica-
tion of AI to a single activity of a clinical trial, five papers described 
two activities, three papers described three activities, and the remain-
ing two papers described four activities
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4.1 Pre-clinical research

4.1.1 New target discovery and toxicity prediction

AI can contribute to address unmet medical needs by 
enhancing and accelerating identification of new molecu-
lar targets (genes or proteins). Access to large pharmaco-
kinetics (PK) and pharmacodynamics (PD) datasets, from 
previous preclinical and clinical research (including from 
failed trials), is needed to develop and train effective and 
reliable algorithms that generate new stable molecules with 
real treatment potential. Lack of published PK/PD data, for 
competitive or proprietary reasons, is a significant hurdle 
to achieve full potential of AI in new drug discovery [4, 7].

Several AI methodologies for safety prediction are 
described. In fact, software is available to predict drug tox-
icity based on target information. Efficient toxicity predic-
tions have the potential to replace in vitro and animal models 
as the traditional pre-clinical approach [8]. Additionally, the 
models can be used as risk-management and prioritization 

through a horizon scanning initiative covering AI, it is 
noted that EMA and FDA are approaching AI integration in 
healthcare differently. In the EU, there is an ongoing effort 
to develop a broad regulatory framework for AI. Whilst 
EMA’s harmonized guidance for AI use in the pharmaceuti-
cal sector and in CTs is not yet available, our research found 
that national initiatives may be filling that gap. In the US, 
FDA seems focused in the qualification of AI tools based in 
their classification as Software as Medical Device (SaMD), 
without specific acknowledgment for its potential use in 
CTs. As such, most FDA documents were found to be out of 
scope of this review and are not discussed.

4 Discussion

The identified opportunities and challenges, as well as the 
future consequences of AI integration are discussed below, 
summarized by key CT activities or as Regulatory relevant 
documentation.

Fig. 4 Summary of the key opportunities, challenges and implications of AI, per research activity of a clinical trial
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4.2.2 Predicting probability of trial success

There is evidence of ML algorithms supporting early detec-
tion and prognosis of disease, thus improving overall CT 
success [9]. Beyond clinical expectations, AI can be wielded 
in the early phases of clinical research to predict molecular 
features, target sensitivity, bioavailability and toxicity [7, 
13], as well as to reduce later stage trial failure, and thus 
help design PhII/PhIII trials that are more likely to transition 
to regulatory approval. The impact on human and financial 
resources, as well as protection of participant’s safety and 
public perception of CTs, is irrefutable [3, 7].

ML models informed with CT design and patient charac-
teristic datasets can be used, not only to predict regulatory 
approval, but also to estimate the probability of success in 
phase transitions [14]. Understanding the factors influencing 
success and failure per phase (mainly complexity of the pro-
tocol, selection of clinical endpoints, of the interventional 
arm and of the eligibility criteria) impacts the trial design in 
current and subsequent phases [3, 12]. Developing similar 
models based on risk scores of side effects or lack of effi-
cacy available in the literature might also help design trials 
that better safeguard wellbeing and safety of participants.

Finally, within the Oncology area, AI is being applied to 
build In-Silico trials, which use clinical data to build simu-
lated cohorts that model treatment effectiveness [15]. These 
also offer the potential to reduce later stage development 
failures by identifying better responders [15]. Still, the chal-
lenge remains that there is a lack of good quality, curated 
and complete datasets available, which often limits the 
potential of AI application [15].

4.2.3 Reshaping clinical trial design

AI solutions can enable faster and more accurate hypoth-
esis generation and analysis to enhance our understanding 
of disease evolution, as well as to improve drug discovery, 
cohort composition, monitoring, adherence, and endpoint 
selection [2, 3]. In brief, improved outcomes are observed 
after implementation of AI methodologies in the design. 
For example, suitability of cohort composition is improved 
via protocol enrichment and biomarker verification. Nev-
ertheless, collaborative effort is needed to build common 
protocols for collection, archive and organization of large 
datasets, thereby mitigating error in AI output [2].

In addition, well-designed AI tools, that have access to 
enough good data, could be used to predict disease progres-
sion within a virtual control arm [10]. This could allow a 
placebo arm to be replaced by a fully virtual arm consist-
ing of synthetic data only [10]. Several benefits are antici-
pated including reduced budgets, reduced site and patient 
burden and potentially faster CTs. However, validation of 

tools in development pipelines, by providing early indica-
tion of high-risk compounds flagged with significant safety 
concerns [4].

As in other AI fields, model interpretation can be chal-
lenging, especially given the high level of uncertainty in 
early phases of research. Understanding model features and 
underlying biological mechanisms is key for interpretability 
and confidence in predictions [4].

4.2 Design

4.2.1 Predicting patient outcomes in CTs

Prediction of clinical outcomes is essential to the advent 
of precision medicine and to inform trial design by elimi-
nating the statistical variability of general populations. In 
fact, AI can be used to simulate data to detect more efficient 
statistical outcome measures [9]. One report suggests that 
using an AI algorithm to predict participant outcomes and 
to identify those most likely to progress fast and reach end-
points sooner, could lead to shorter duration trials [10]. In 
addition, by analyzing Electronic Medical Records, AI also 
provides an opportunity to predict likelihood of CT drop out 
[1]. Rather than excluding potential drop outs, efforts have 
been made in the cardiovascular TA to target these specific 
enrollees and provide them additional education to encour-
age longer participation [1]. Such tools can reduce overall 
sample sizes and therefore less participants are needed for 
the trial [1].

Another report demonstrated that ML prediction models 
allowed reduction of cancer mortality by 15–25% across 
several CTs [11]. Such ML algorithms, that enable clinical 
outcome predictions stratified by environmental and genetic 
attributes, can be created from large biologic databases cor-
relating drug-related predictive biomarkers from interven-
tional trials with progression-free and overall survival data, 
arranged by molecular profiles of tumors [11]. A further 
study analyzing data from Non–Small Cell Lung Cancer tri-
als tested the validity of biomarker status (along with other 
more complex drivers) in predicting tumor response and 
survival rates using ML tumor growth models [12].

These AI tools can be implemented to enhance drug 
selection and adapt investigational drugs to the histology 
of a specific cancer thus increasing survival rate. Advance-
ments are still expected, however with ML models includ-
ing comprehensive data from multi-omic features, there is 
the potential to shift the treatment paradigm and redefine the 
way precision trials are designed and recruited for.
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By using large scale datasets from the metabolic area it has 
been shown that AI tools are also supportive of fairer trial 
access, which can be considered an important implication 
[21]. Such approaches could be used for awareness in clini-
cal trial searching and contribute to matching engines, as 
demonstrated in a HIV study [22].

Table 2 further describes examples of AI tools applied to 
Recruitment across a variety of TAs.

An underlying basis for effective contribution of these 
AI tools in recruitment is implementation of standardized 
language for eligibility criteria allowing system interoper-
ability. The tool must be able to read and understand the 
input, in order to enable its intended use [23, 24]. Therefore 
it is suggested that it can be beneficial to combine structured 
data with insights obtained from natural language process-
ing of patient reports to supplement information for eligibil-
ity screening [25]. Some recent tools have already shown 
promising results in terms of system extraction, for example 
a clinicaltrials.gov database summarized the eligibility cri-
teria from over 350,000 trials [26, 27].

Another opportunity is related to the high operational 
burden in pivotal CTs, leading Sponsors to maintain a short 
list of preferred investigators based on their expertise and 
performance on previous CTs. AI could provide a fast and 
facilitated approach to internal Investigator ranking, which 
would speed up site initiation and therefore positively 
impact recruitment [28].

4.4 Conduct

4.4.1 Use of digital health technologies (DHTs) in trial 
conduct

With the inclusion of automated data collection tools and 
by developing novel digital biomarkers that rely on AI 

virtual control arms based on training datasets built along-
side existing CTs requires significant investment of time and 
resources. Synthetic control arms also have the potential to 
eliminate ethical concerns regarding placebo control groups 
and to encourage participants otherwise not willing to risk 
randomization to placebo [2].

It is a long journey to build the infrastructure and multi-
disciplinary expertise to support such novel technologies. 
Ethical considerations also remain a barrier, especially con-
sidering that protection against misuse of health information 
remains a challenge [3].

4.3 Recruitment

Among the general hurdles that exist in the set up and the 
conduct of a CT, recruiting participants remains a critical 
challenge. The impact of poor recruitment is known to be 
immense in terms of time and associated financial cost to 
the trial [16, 17]. Such recruitment challenges are due to 
complex protocols, lack of awareness of the trial, emotional 
fear of participation and often just a lack of interest to par-
ticipate [16, 17].

Inclusion and exclusion criteria are also becoming more 
complex, making it difficult to recruit the right patient, who 
must meet required selection criteria to avoid potential con-
founders or misclassifications [18, 19].

Across therapeutic areas it has been highlighted that AI 
tools can combine data such as demographic, laboratory, 
imaging, and other -omics data, to match patients with those 
complex inclusion criteria, ensuring suitability to recruit 
[10, 16, 17, 20].

There is further opportunity for automated trial recom-
mendation, meaning that AI could enhance patient selec-
tion by providing information to a broader cross section 
of potential trial participants via public CT platforms [17]. 

Table 2 Examples of AI applications within Recruitment
Opportunity Therapeutic Area AI application
Patient selec-
tion and access 
fairness

Oncology and 
Cardiovascular

• Oncology:
• Facilitation of cohort selection (e.g., AI technology applied to medical records to ameliorate recruit-
ment and identification of suitable patients) [20, 44]
• An AI-enabled clinical decision support system (CDSS) -based on natural language processing of 
cancer specific values and ML methods- to accurately identify eligible subjects with a high degree of 
sensitivity and specificity during a retrospective review of four breast cancer focused trials [20, 45]
• Cardiovascular: AI/ML-based fairness metrics established for the purpose of equity in trial access [21]

Biomarker 
refinement

Neurology 
(Alzheimer) and 
Amyotrophic 
Lateral Sclerosis 
(ALS))

• In Alzheimer disease: an AI classifier was optimized to detect asymptomatic cases for CT recruitment 
(otherwise not identified using the biomarker amyloid plague) [19]
• In ALS: It has been shown that a robust ML survival model includes a broader approach to patient 
inclusion in CTs, by identifying patients that could have still benefitted from a trial despite originally 
being excluded [18]

Large scale 
analytics to 
support trial 
matching 
search engine

Infectious diseases 
(HIV)

• Large public database of interventional trials developed using AI, to support a search engine for a trial 
matching system to be used by HIV patients [22]
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find ways to fully validate results provided by these new 
models [33].

4.5.2 Imputing missing data and handling missing study 
visits

During the COVID-19 pandemic, many CTs were impacted 
due to the reassignment of clinical site resources, difficulties 
in travelling to a site, and participants catching the virus or 
having to quarantine because of it. These issues could lead 
to missing data and delays of study visits, with impact on 
statistical analysis [34]. ML can be employed to impute data 
that is missing, and also to infer a participant’s condition 
when visits have been delayed beyond the protocol defined 
windows [34, 35].

4.5.3 Automation to support analysis

Our research also highlights that AI tools could support the 
automation of data extraction into statistical analysis tools 
to reduce the need for manual effort and associated human 
error [5]. As seen in other AI applications, challenges in this 
area concern the work needed to develop and validate such 
algorithms [5].

4.6 Regulatory documents

In the EU, initiatives concerning AI are taking place at dif-
ferent levels. EC is developing a general framework and 
governance model for AI, founded in excellence and trust. 
Key priorities are infrastructure, expertise, and respect for 
principles (e.g., accuracy and supervision, security and 
privacy, transparency, diversity and non-discrimination) to 
safeguard ethical aspects and EU fundamental rights [36].

The proposal for EU Regulation, known as Artificial 
Intelligence Act, establishes conformity assessment for 
high-risk AI (including SaMD) covering risk management, 
data governance, automatic record-keeping, human inter-
face, and cybersecurity requirements [37]. Implementation 
of this regulation requires the creation of an EU-shared data-
base and full access to data sets in pre- and post-marketing 
phases, both particularly challenging [37].

Use of AI in development and approval is included in 
EMA’s Regulatory Science Strategy to 2025. Pharmaceuti-
cal sector stakeholders prioritize the building of regulatory 
framework and guidelines on AI validation and assessment, 
in collaboration with academia and expert centers [38]. 
Whilst EMA’s harmonized guidance is not yet available, 
Member States are taking national initiative. For example, 
the Italian Regulatory Agency’s (AIFA) Guide for submis-
sion of CTs identifies as major risks of AI/ML incorpora-
tion the safety of CT participants and validity of clinical 

algorithms to interpret data and transform it into usable 
insights, near real-time access using wearable devices and 
sensors can be provided to investigational sites, to obtain 
visualizations of a participant’s condition [29]. Improving 
the safety oversight of trial participants, especially those 
with life-threatening or debilitating conditions, is a clear 
advantage facilitated by faster access to actionable insights.

Other opportunities, reported as having been applied in 
psychiatric and neurological disorders, extend to adher-
ence of Investigational Medicinal Product (IMP), which is a 
major challenge in CTs. Whilst other technologies are avail-
able to track when participants have opened their IMP, to 
presumably take a dose, evidence suggests these technolo-
gies may not provide accurate data [30]. This is where AI 
can offer improved methods to monitor and confirm IMP 
intake. A video capture device with a built in AI Algorithm 
can be used to more reliably confirm when a participant has 
taken their medication. Such a tool is suggested as being the 
only way of confirming study drug adherence outside of a 
member of the site staff physically watching the participant 
dosing, which is often not a feasible alternative [30, 31].

4.4.2 Analysis and workflow management of medical 
images

The use of AI to streamline the review and supplement the 
analysis of medical images is a well-recognized opportunity 
for trial conduct activities. AI algorithms can support the 
automated annotation of important markers, which would 
normally be derived manually by experts [10, 32]. AI could 
also improve workflows for imaging review by using auto-
mated image classification tools and speeding up expert’s 
reading time [29].

A significant challenge in this area is the very time-con-
suming and labor-intensive effort of building up a repository 
of good, standardized images, needed to train algorithms 
[32].

4.5 Analysis

4.5.1 Determining effect heterogeneity

Whilst investigations show that rarely is there a perfect 
homogeneous treatment effect, identifying effect heteroge-
neity is a well-known problem for CTs statisticians [33]. AI 
applications were trained using cardiovascular datasets, to 
interrogate CT data and identify subgroups that showed dif-
fering treatment effects, as well as to identify key risk fac-
tors and fast-responders in sub-populations [16, 33]. Such 
tools present an opportunity for more comprehensive analy-
ses and better insights for drug developers. However, the 
challenge of regulatory acceptance requires that researchers 
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to US and EU, which might have excluded more recent 
publications on AI use in globally relevant markets. Stud-
ies discussing certification of AI interventions classified as 
SaMD were considered out of scope, despite these might 
have provided additional information on requirements for 
acceptance of AI tools in CTs. Finally, our research does not 
provide information on outcomes of AI in CTs from a com-
parative perspective, which is an area for further research.

5 Conclusion

Integration of AI in CTs is a promising and expanding field, 
and many articles suggest AI may be the key to overcome 
the current status quo in drug development and pave the 
way for a new paradigm of sustainable medical research. 
Efforts devoted to assessing the prospective use of AI are 
evidence that the Industry is looking forward to unlocking 
AI’s full potential in conducting more successful and cost-
effective trials.

The approach to integration of AI in drug development 
and approval is broad and covers all phases of a drug’s life-
cycle. However, despite existing publication of AI-related 
reflection papers and strategic action plans by Regulators, 
there is still a lack of specific and detailed regulatory guid-
ance focusing on the use of AI within CTs.

Healthcare, being one of the most highly regulated and 
risk-averse businesses, is expected to witness a slow but 
safe adaptation to digital transformation globally. There-
fore, despite the enthusiastic reports, there is still extensive 
work needed, including definition of proper ethical and reg-
ulatory frameworks.

In the near future, all stakeholders are encouraged to 
share learnings and join forces to build a robust, ethical and 
patient-centric approach to a standardized integration of AI 
in research. As such, sponsors, investigators, and regulators 
considering normalization of AI use in CTs need to build 
together the missing infrastructure and expertise to ensure 
patients ultimately remain safe and protected.

Author Contribution The authors contributed equally towards the fol-
lowing areas: research question formulation, abstract writing, litera-
ture search, data extraction and tabulation, drafting paper, references 
organization, critical revision of paper, English editing, and tables and 
figures creation.
Writing sections were assigned to one responsible author, followed by 
critical review by all other authors. All authors substantively revised 
the work. The author(s) read and approved the final manuscript.

Funding This paper was developed as part of the Regulatory Affairs 
and Health Policy Master’s Degree program at the Massachusetts Col-
lege of Pharmacy and Health Sciences (MCPHS), Boston Massachu-
setts. Funding was not provided by the University for the development 
of the paper; however, the authors were sponsored by their employer 
to voluntarily undertake the master’s program.

data collected to support approval. To address these, AIFA 
requires submission of benefit-risk assessment showing that 
AI integration is useful and valuable, does not have safety 
implications and the algorithm is reliable in its contribution 
for evidence generation [39].

In the US, FDA’s Digital Health Center of Excellence 
(DHCoE) has released guidance on development and cer-
tification of SaMD and launched the pre-certification pilot 
program for software, both applicable to AI/ML solutions 
used in CT context if classified as SaMD [40]. In addition, 
recently published Good Machine Learning Practices for 
MD address challenges highlighted by several publications 
reviewed (e.g., representativeness of data sets to mitigate 
bias; continued assessment through model surveillance and 
risk management during real-life training of the model) [41].

From a global cooperation perspective, it is worth not-
ing that the International Coalition of Medicines Regulatory 
Authorities (ICMRA) identified AI in the top three innova-
tion topics challenging current regulation. Problematic areas 
are acceptance of AI-generated data and algorithm evolu-
tion, requiring prior scientific advice. Sponsors planning 
to use AI tools in CTs should fully disclose algorithms for 
evaluation and justify advantages over traditional methods 
in recruitment, diagnosis, monitoring of disease progres-
sion or end-point measurement [42]. This encouragement 
for early advice is an opportunity for sponsors to increase 
approval chances, share expertise and also influence future 
regulatory guidance on digital health solutions.

Other challenges foreseen by ICMRA concern trial imple-
mentation (e.g., more complex informed consents; usability 
of AI tools by participants/investigators) and building of 
AI expertise in regulatory agencies, ethical committees and 
data and safety monitoring boards, adequate to support the 
evaluations [42].

Lastly, the World Health Organization (WHO) highlights 
ethical use and governance as primary concerns on AI use 
in healthcare. Ethical challenges in CT context include the 
use and management of confidential data collected with 
consent; assurance of data inclusiveness to avoid bias and 
inequality in output; access and control over algorithms lim-
ited by private commercial ownership and associated legal 
frameworks. WHO recommended principles should guide 
construction of regulatory frameworks and healthcare prac-
tices that integrate AI [43].

4.7 Strengths and Limitations

Our review provides information on AI applications spe-
cifically categorized by CT activity and related therapeu-
tic area(s), which uncovers insights that expand beyond 
existing literature reviews. It was focused on publications 
published between 2017 and October 2021, relevant only 
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