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Abstract
Purpose Diabetes mellitus causes various problems in our life. With the big data boom in our society, some risk factors for 
Diabetes must still exist. To identify new risk factors for diabetes in the big data society and explore further efficient use of 
big data, the non-objective-oriented census data about the Japanese Citizen’s Survey of Living Conditions were analyzed 
using interpretable machine learning methods.
Methods Seven interpretable machine learning methods were used to analysis Japan citizens’ census data. Firstly, logistic analysis 
was used to analyze the risk factors of diabetes from 19 selected initial elements. Then, the linear analysis, linear discriminate analy-
sis, Hayashi’s quantification analysis method 2, random forest, XGBoost, and SHAP methods were used to re-check and find the 
different factor contributions. Finally, the relationship among the factors was analyzed to understand the relationship among factors.
Results Four new risk factors: the number of family members, insurance type, public pension type, and health awareness 
level, were found as risk factors for diabetes mellitus for the first time, while another 11 risk factors were reconfirmed in 
this analysis. Especially the insurance type factor and health awareness level factor make more contributions to diabetes than 
factors: hypertension, hyperlipidemia, and stress in some interpretable models. We also found that work years were identified 
as a risk factor for diabetes because it has a high coefficient with the risk factor of age.
Conclusions New risk factors for diabetes mellitus were identified based on Japan's non-objective-oriented anonymous 
census data using interpretable machine learning models. The newly identified risk factors inspire new possible policies for 
preventing diabetes. Moreover, our analysis certifies that big data can help us find helpful knowledge in today's prosperous 
society. Our study also paves the way for identifying more risk factors and promoting the efficiency of using big data.

Keywords Interpretable machine learning · Non-objective-oriented census data · Diabetes · Risk factors

1 Introduction

Diabetes Mellitus (DM) not only influences our daily life 
but also causes various complications, such as Ketoacidosis, 
hypertension, kidney disease, foot complications, etc. [1]. 

World Health Organization (WHO) reports that 422 million 
adults have DM around the world, which makes one of every 
eleven people a DM patient [2]. In Japan, the prevalence of 
diabetes has been steadily increasing and is expected to grow 
by 10% in 2030 [3]. Moreover, researchers found that diabe-
tes patients are easier to have COVID-19 [4]. To prevent the 
severe effects caused by DM, many institutions make various 
efforts to prevent diabetes. WHO publishes a yearly report 
regarding diabetes [2]. The US Centre for Disease Control and 
Prevention initiated the National Diabetes Prevention Program 
to prevent or delay type 2 diabetes [5]. Certification Board 
for Diabetes Educators in Japan [6] trains doctors and nurses 
with the essentials to assisting diabetes patients. Japan Preven-
tive Association of Life-style Related Disease [7] is trying to 
inform citizens how to prevent diabetes by improving good 
life habits. The Japan Diabetes Society [8] organizes an annual 
conference and promotes diabetes research. Diabetes Network 
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[9] of Japan collects data about diabetes and organizes various 
events to educate the public and help prevent diabetes in Japan.

Even though governments have made various efforts to 
prevent diabetes mellitus, the profound influence caused by 
diabetes still exists. And because of COVID -19, our life hab-
its changed. Efforts to stop DM are still necessary. Identify-
ing new risk factors of DM can help us make more efficient 
policies to prevent DM. Therefore, researchers made various 
efforts to find new associated risk factors for DM. For exam-
ple, Aidin et al. [10] found a relationship between diabetes 
patients’ mortality and cardiovascular disease. Meanwhile, 
age [11] and gender [11, 12] were also identified as affecting 
the prevalence of DM. At the same time, a dietary factor of 
diabetes was found in some studies [13–15]. Moreover, sev-
eral metabolic and anthropometric traits were associated with 
DM: BMI [16], overweight [17–19] and obesity [17, 18, 20] 
were found as associated factors for DM. Considering life-
style and environmental factors, more risk factors associated 
with DM were identified: social-economic statics [21], life 
environment [22], life habits [23] and lifestyle [24] smoking 
status [25–38] or cigarette consumption [10, 13, 26], alcohol 
consumption [13, 39], occupation [40], work stress [12, 41], 
work years [40, 42], weekly work hours [41]. Research by 
Bellou et al. [13] indicated that a low level of education and 
conscientiousness decreased physical activity, high seden-
tary time, duration of television watching, and air pollution 
presented robust evidence for increased risk of type 2 DM. 
Although current works have achieved great success, all their 
factors were identified by objective-oriented datasets. They 
ignore that we are in a prosperous data society with the tech-
nological development of the Internet of Things (IoT). Fur-
thermore, these methods cannot have the ability to deal with 
large-scale complex DM-related risk factors analysis in the 
current big data society. Thus, there is a crude need to design 
a model to identify more risk factors of large-scale complex 
DM-related data.

Fortunately, with the development of technology, various reli-
able and robust machine learning methods [43–45] were pro-
posed and used to classify or predict complex risk factors of mul-
tiple diseases. Significantly, the Interpretable Machine Learning 
(IML) models will capture the “extraction of relevant knowledge 
from a machine-learning model concerning relationships either 
contained in data or learned by the model” [46]. Especially with 
the development of AI technology, the explainable AI (XAI) 
models help us understand the black box AI model and provide a 
local or global explanation of models. The robust XAI or explain-
able machine learning ( XML) methods LIME [47] and SHAP 
[48] methods were used in various fields and were certificated 
efficient, especially in medical and clinical areas. Some research 
confirmed that LIME [49–52] and SHAP [51–55] could be used 
to explain models and give reasons for model decisions. Because 
of the robustness of XML methods, we used them to analyse our 
data and acquired perfect/hoped results.

Therefore, the IML methods were used to analyse the non-
objective-oriented data helping us identify new risk factors for 
DM in our study. The knowledge from IML models also will 
help us take better actions to prevent DM for private persons 
and guide governments’ policymaking. Therefore, we started 
this study hoping to find new knowledge about DM using 
Japan's non-objective-oriented anonymous census data. The 
significant contributions of our study are as follows:

• We proposed using interpretable machine learning to 
obtain new risk factors that suggest DM prevention in cur-
rent society.
• As far as we know, our analysis is a significant new try 
that uses non-objective-oriented data to find knowledge 
in the booming big data society.
• Our study paved the way for finding more useful knowl-
edge using interpretable machine learning methods.

The rest of the paper is organized as follows. Section 2 
describes the used datasets. The methodology in this analy-
sis is introduced in Section 3. Section 4 shows the details 
results of our study. Section 5 shows the discussion of our 
results and the limitations of our study. Finally, Sect. 6 dis-
cusses the future direction and concludes the paper.

2  Data source

Generally, research analysis for DM is based on experimental-
designed statistical data. However, in our current society, there 
are various kinds of data. Using the non-objective oriented data 
to find knowledge is necessary. Therefore, we analyzed the Japa-
nese citizens living survey data, which were collected to know 
the daily life of Japanese citizens by the Ministry of Healthcare, 
Labor, and Welfare (MHLW) [56] in Japan, hoping to find new 
risk factors for DM. MHLW compiles a comprehensive census 
of Japanese citizens living every four years since 1995, which 
includes many information items: personal information (age, sex, 
marriage situation, etc.); information about work (profession, 
company description, weekly work hours, weekly workdays, 
and work years since starting work); information about the fam-
ily (number of family members, etc.); living situation (the space 
of houses, the numbers of rooms, etc.); hospital information and 
healthcare situation (stress, various diseases information, etc.). 
These anonymous census data can help the Japanese government 
understand the citizens’ living conditions and promote citizen liv-
ing. Because the MHLW data collection process is not designed 
specifically for DM, the census data without object-oriented 
design makes identifying the hidden risk factors for DM possible. 
The census data from 2013 was used in this analysis. And 28,292 
samples were extracted from 192,519 anonymous samples by 
deleting the samples with missed values. The extracted samples 
contain 19 factors: number of family members, spending of one 
year (Spence), room space, number of rooms for one family 
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(room_num), age, sex, insurance type in Japan, national public 
pension type in Japan, weekly work hours, weekly workdays, 
total work years, profession category, obesity, hyperlipidemia, 
hypertension, healthcare awareness level, health investigation 
situation in Japan, stress, and smoking status. Among all the 
factors, sex, obesity, hyperlipidemia, hypertension, and anxiety 
are dichotomous, whose values are defined as binarized value: 0 
or 1, while other factors’ value is ordinal. All the samples were 
analyzed using seven interpretable machine-learning methods.

3  Methodology

With the development of analysis technology, the reliability of 
models is also essential, besides model accuracy. The interpret-
able machine learning models can make decisions and tell us 
why one decision was made. Therefore, we used interpretable 
machine learning models to analyze the MHLW census data. 
Generally interpretable machine learning (IML) models have 
two kinds of types: intrinsic (rule-based) or post hoc models 
[57]. The intrinsic models obtain knowledge by restricting the 
rules of machine learning models. In contrast, the post hoc mod-
els refer to the application of interpretation after training, such 
as Local interpretable model-agnostic explanations (LIME) [47] 
and Shapley Additive explanations (SHAP [48]. Primarily, the 
SHAP method was used in various filed and was certificated 

robust [58–63]. Therefore, we used SHAP to explain the multi-
layer perception (MLP) model to calculate the feature impor-
tance. The intrinsic models generally contain Logistic Analysis 
(LA), linear regression, Linear discrimination (LDA), Hayashi’s 
quantification method 2 (qt2) [64], random forest, and XGBoost 
methods. In our study, we used both models to find and check 
the feature contributions in the DM classification.

Firstly, the commonly used logistic analysis was used to find 
the associated risk factors of DM. Other IML methods were 
used to check the importance of each factor. Logistic analysis 
is one of the most widely used methods to analyze statistical 
data in biology and healthcare fields (Table 4). Using logistic 
analysis, we will not only be able to identify related factors like 
linear regression but also can use it to predict the possibility 
of disease occurrence. Meanwhile, LA can also check the risk 
increase for factors by calculating the odds ratio (OR), espe-
cially for dichotomous factors (Table 1). The detailed steps of 
our analysis are shown in Fig. 1. Firstly, all aspects were tested 
using a univariate logistic regression model, and 15 strongly 
related factors (P < 0.05) were identified. Then the OR of all 
dichotomous variables was calculated (Table 2). The associ-
ated risk factors of DM were rechecked using multiple linear 
regression to review multi-related risk factors of DM (Table 3). 
Consequently, associated risk factors of DM were identified 
(Table 1). The OR of associated risk factors for ordinal factors 
was also checked (Table 2).

Table 1  Identified risk factors 
of DM using logistic analysis

Remarks: “-” stands for no calculation

Items Data volume P-value The odds 
ratio of 
Diabetes

Age 15 ~ 28,923 < 0.001 Table 2
Sex Male (values in data: 1) 15,930 < 0.001 2.7928

Female (values in data: 0) 12,992
Number of family members Seven categories 28,923 0.0037 Table 2
Obesity Have (values in data: 1) 433  < 0.001 6.0977

no (values in data: 0) 28,490
Hyperlipidemia have (values in data: 1) 3281  < 0.001 1.3713

no (values in data: 0) 25,642
Hypertension have (values in data: 1) 7171  < 0.001 1.2597

no (values in data: 0) 21,752
Insurance type Five types 28,923 0.0030 Table 2
Public pension Four categories 28,923  < 0.001 Table 2
Health awareness level Five levels 28,923  < 0.001 Table 2
Profession 12 kinds (S1 Table) 28,923 0.0005 Table 2
Work time(years) 0 ~ 50 years 28,923 0.0169 Table 2
Week work hours 0 ~ 80 h 28,923 0.0361 Table 2
Week　workdays 0 ~ 7 days 28,923 0.0069 Table 2
Stress yes (values in data: 1) 16,579 0.0020 1.0352

no (values in data: 0) 10,157
unknown 2187 - -

Smoking status Four situations 28,923 0.0324 Table 2
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Then, the other six interpretable machine learning methods: 
linear regression, Linear discrimination (LDA), qt2, random for-
est, XGBoost, and SHAP methods, were used to recheck the 
factors’ importance (Table 3 and Fig. 2). In Table 3, the higher 
value of LDA factor contributions indicates the more critical fac-
tors in LDA analysis. In contrast, the higher qt2 factor importance 
means the characteristics are more acute in the qt2 elements. 
Similarly, the higher values in the random forest, XGBoost, and 
SHAP methods suggest that one factor contributes more to the 
classification of DM. Moreover, the co-efficient of all the factors 
was also checked (Fig. 3) to understand the relationship among 
factors. Finally, identified factors in previous research also were 
reviewed and compared with our analysis (Table 4).

4  Results

4.1  The identified risk factors

After applying LA, 15 risk factors associated with DM 
(p < 0.005) were identified (Table 1) among the total 19 fac-
tors. Notably, insurance type, public pension, the number of 
family members (family_num), and health awareness level are 
identified as risk factors for DM using non-objective-oriented 
data for the first time. Meanwhile, 11 factors: age, sex, obesity, 

hyperlipidemia, hypertension, profession, years of working, 
weekly workdays, weekly work hours, stress, and smoking sta-
tus were also re-identified as risk factors.

The newly identified risk factor: health awareness level 
was confirmed as a risk factor of DM in LA, linear analysis, 
qt2 analysis, and LDA analysis. The importance of health 
awareness level in qt2 research is 1.01, flowing the factors 
obesity (4.33) and age (2.95). Meanwhile, the health aware-
ness level has comparatively higher LDA factors contribu-
tion than previous research identified: smoking situation, 
stress, work time, and age (Table 3). similarly, in the deci-
sion tree models, health awareness levels have higher impor-
tance than generally identified factors: stress, obesity, and 
gender. Data in Fig. 3 shows that health awareness level 
correlates more with factor stress than other factors.

Similar to the health awareness level, the public pension 
type in Japan was not only reconfirmed as a potential risk 
factor by the singular linear regression method and multiple 
linear regression, but it also has a higher factor contribution 
(0.31) than stress (0.07) and hypertension (0.22) in LDA 
analysis. In multiple linear regression, it wasn’t reconfirmed 
as a risk factor for factor insurance type. Moreover, factor 
insurance type’s qt2 importance (0.6) is higher than gen-
eral risk factors: stress (0.07), hyperlipidemia (0.29), and 
hypertension (0.22). As a newly identified risk factor, family 

Fig. 1  Flow chart of risk factor analysis
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members were identified as risk factors in LA and qt2 analy-
sis, even though family members’ factor importance of qt2 is 
higher than factors: stress, hypertension, and hyperlipidemia.

For the reconfirmed factors in this analysis, data from 
Table 1 and Table 2 show that obesity is a significant risk factor 
for DM, with OR over 6 (Table 1), while both the factor contri-
bution in LDA and qt2 factor importance are over 4 (Table 3). 
For the commonly admitted factors: stress and smoking situa-
tion, their LDA factor contribution and qt2 factor importance 
are lower than the newly identified risk factor: health awareness 
level. Especially the factor stress, its qt2 factor importance is 
the weakest in the potentially associated risk factors of DM. For 
factor worktime (years of working), it was reconfirmed as a risk 
factor of DM in this analysis, while data of Fig. 3 certificates 
that factor worktime has a deep connection with age.

However, in the decision tree and SHAP analysis, the fac-
tor room space contributes the most to the DM classification 
models. In contrast, the commonly recognized risk factors 
of age and gender make comparatively lower contributions 
in XGBoost and SHAP models.

4.2  The comparison between our analysis and other 
factors identification analysis

After our risk factors analysis, we compared our analysis with 
other studies. Our analysis creatively used various XML(Table 4) 

methods to identify risk factors for DM, while other researchers 
generally only used one kind of method (LA, MA, etc.). Similar 
to other previous analyses, we also used national-level data in 
our analysis and identified new risk factors for DM. However, 
our data are not specifically designed for DM. Using the non-
objective-designed data, we identified new risk factors for DM, 
while other studies commonly used objective-designed data. 
Meanwhile, we not only found new risk factors for DM but also 
re-confirmed some other risk factors for DM (Table 4), which 
were identified by previous research. Certainly, because of the 
data limitation, there are some factors that we could not re- 
confirmed in this analysis.

5  Discussion and limitations

5.1  Discussion

After using seven IML methods to analyze the anonymous 
census data of Japan, four new potential risk factors of DM 
were identified for the first time. In contrast, another 11 risk 
factors were reconfirmed using IML methods.

In contrast to Mika et al. [23] identifying that life environ-
ment affects DM, our analysis showed for the first time that 
insurance type and national pension would lighten the risk of 
DM in some aspects in Japan. Compared with stress, hyper-
tension, and hyperlipidemia, the higher factor contribution 

Table 3  Risk factors rechecked by other methods

Remarks: “-” stands for not associated significant factors

Factors LDA factor con-
tributions

qt2 factor 
importance

Singular Linear regression Decision tree

Coefficients P-values Random Forest Random Forest

Smoking situation 0.087 0.61 0.015 0 0.023574 0.023574
Health investigation -0.1751 0.15 -0.004 0.357 0.017536 0.017536
Health awareness level 0.2463 1.01 0.02 0 0.044322 0.044322
Stress -0.0909 0.07 -0.018 0 0.022664 0.022664
Hypertension -0.2017 0.22 0.035 0 0.01921 0.01921
Obesity 4.6975 4.33 0.373 0 0.023565 0.023565
Hyperlipidemia 0.3642 0.29 0.07 0 0.014946 0.014946
Profession -0.0196 0.74 0.001 0.125 0.072057 0.072057
Weekly workdays -0.0038 0.34 0.003 0.036 0.044637 0.044637
Weekly work hours 0.0008  − 0 0.031 0.098248 0.098248
worktime -0.0008  − 0.002 0 0.109439 0.109439
Public pension -0.0613 0.31 0.017 0 0.021356 0.021356
Insurance type -0.0183 0.6 -0.011 0 0.025507 0.025507
Gender 0.9447 0.83 0.082 0 0.019296 0.019296
Age 0.2171 2.95 0.017 0 0.07213 0.07213
Room numbers 0.0244 0.4 0.007 0 0.066668 0.066668
Room space 0  − 0 0 0.136625 0.136625
Family numbers 0.0148 0.33 -0.001 0.304 0.057296 0.057296
Spence 0.0011  − 0 0.163 0.110923 0.110923
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of the national pension type shows us one possible direction 
to preventing DM: promoting one country’s pension system. 
Meanwhile, older citizens with insurance have fewer associ-
ated risk factors than those with other insurance (Table 2) in 
Japan. These certificates that Japan’s insurance system help 
prevent diabetes in some aspects. Japan has a unique insur-
ance system and national pension system to protect citizens. 
Because of Japan’s unique healthcare system, the insurance 
type and national pension were identified as associated 
factors of DM in this study. However, the identification of 
insurance type and national public pension shows a possible 
governmental effort direction to prevent diabetes: offering 
an efficient healthcare system, which agrees with the opin-
ion of Magriplis et al. [65] that immediate public health 
intervention is the primary prevention of type 2 diabetes.

Health awareness level was also identified as one possible 
risk factor associated with DM for the first time in this analy-
sis. Our results indicate that people with good health aware-
ness had fewer risk factors associated with DM (Table 2) than 
people with a general health awareness level. Meanwhile, the 
health awareness level has a comparatively higher correlation 
with stress than other factors, whose current reason is unclear. 
More profound research is necessary to understand the com-
plex relationship among the various risk factors of DM.

While Chen et al. [11] found that age affected the preva-
lence of DM. This analysis found that the probability and 
the risk of DM increase with age, which matches our com-
mon sense that older people are easier to get various sicks. 
Meanwhile, like previous research [11, 12], which certifies 
that gender affects the prevalence of DM, factor gender also 

Fig. 2  The factors of importance in SHAP analysis
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affected the risk of DM in our analysis. Our results show that 
males have a higher risk of DM (OR = 3) and more associ-
ated risk factors of DM (Table 2). The different risk between 
males and females tells us that males should be aware of the 
high possibility of having DM in Japan, and more efforts are 
needed to limit DM occurrence among males in Japan.

As one significant risk factor of DM, obesity was recon-
firmed as a severe risk factor (OR > 6) in our study, which 
agrees with the finds of A. Brown et al. [21]. The higher risk 
of DM for obese Japanese people alarms us again that more 
effort is needed to halt obesity. At the same time, hyperten-
sion and hyperlipidemia don’t have highly adverse effects 
on DM as we imaged comparing with the factor insurance 
type (Table 3). The comparatively lower factor contribution 
of hypertension and hyperlipidemia with health awareness 
level tells us that more work should be focused on helping 
citizens to improve their health awareness level to prevent 
DM in Japan. Meanwhile, following Norito Kawakami et al.
[42], we found that the professional category will affect the 
associated risk factors for DM (Table 2) in Japan, which 
clarifies that potential DM patients should be treated differ-
ently depending on their professional type.

Like previous research [12, 41, 43], our analysis also certi-
fies that stress raises the risk of DM (OR > 1). To clarify the 
causes of stress in Japan, the statistical data on reasons for stress 
(Appendix 5) in Japan were checked. The top three reasons 

for stress in Japan were: disease and nursery, the problem of 
income balance, and problems with work. This tells us that the 
Japanese should be careful in easing the stress from ailments, 
income balance, and work, specifically for the stress from work, 
which was already certificated in previous research [12, 41, 43].

In contrast to other studies [10, 13, 25–38], which found that 
smoking status (or tobacco consumption) will affect the situa-
tion of type 2 DM, we found that smoking status did not have 
a high contribution to DM compared with risk factors such as 
obesity, age, and gender, and a newly identified factor: health 
awareness level. We also found that people, who smoked every 
day, had the same number of associated risk factors for DM as 
people who did not smoke in Japan (Table 2).

Separately from other studies, we found the number of 
family members as an associated risk factor for DM for the 
first time in Japan. However, the comparatively deeper rela-
tionship among factor number of family, room space (Table 3 
and Fig. 2), and room number makes it difficult to explain the 
effects caused by the factor: family member. Future work needs 
to find how family structure can influence the risk of DM.

5.2  Limitation

Certainly, limitations exist in our study. Firstly, the data used in 
this study are obtained from 2013 because Japan government 
hadn’t opened the newest data when we started this analysis. 

Fig. 3  The relationship among factors
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More recent data will be used in future investigations. Sec-
ondly, the data in this research does not classify the categories 
of DM because of the anonymous census data type. However, 
because of the non-objective-oriented census data, we can find 
new knowledge using interpretable machine learning methods. 
Finally, because of the complex situation and relation of risk 
factors in a realistic society, we should have analyzed the com-
bined relationship among factors. Future studies should con-
sider the compound relationship among risk factors. Despite the 
limitations, our findings point to a different aspect for identify-
ing unknown risk factors of DM using non-objective-oriented 

designed data. Meanwhile, analysis using census data broadens 
the usage of big data, especially in today’s prosperous and intel-
ligent society.

6  Conclusion

No-objective-oriented census data were analyzed using various 
interpretable machine learning methods in this study, and 15 
risk factors for DM were identified. Specifically, four new risk 
factors of DM: members of a family, insurance type, national 

Table 4  The comparison of our identified factors with other research

MA method is one kind of paper review study. Therefore, it does not offer data information in paper. NOD Non-objective-designed, OD Objective-
Designed. Remarks: × stands for no information item in our dataset

Risk factor Reference Remarks Methodology Data type Data region level

Identified factors 
in this analysis

Public pension This analysis LA &XML NOD National
Health　awareness This analysis LA &IML NOD National
Insurance type This analysis LA &IML NOD National
Family Members This analysis LA &IML NOD National
weekly workdays This analysis LA & IML NOD National

Factors also identi-
fied in previous 
research

age [11] LA OD National
sex [11, 12] LA OD National
Obesity/ overweight/ BMI [10, 16–20, 22] A meta-analysis (MA), LA OD National
hyperlipidemia [11] Cohort Study (CS) OD National
hypertension [11] CS OD National
smoking status [25–28, 32–38] LA, CS, MA, Cor propor-

tional-hazards Regression 
model (CPHM), LA, CS, 
CPHM, multivariable-
adjusted Cox regression 
models, CPHM, CPHM, 
CPHM, CPMH, CPHM, 
CPHM, LA

OD National

years of working [40, 42] MA, LA OD National
weekly work hours [41] Meta-Analysis (MA) OD National
profession [40] CS OD National
stress [12, 41], LA OD National

Factors identified 
by other research

alcohol consumption [13, 39] × MA, LA OD National
unhealthy dietary pattern [13, 20] × LA, UR OD National
low level of education and 

conscientiousness
[13] ×   MA OD National

decreased physical activity [13] × MA OD National
high sedentary time and 

duration of television 
watching

[13] × MA OD National

air pollution [13] × MA OD National
some medical conditions [13] × MA OD National
Adiposity [13] × MA OD National
low hip circumference [13] × MA OD National
serum biomarkers [13] × MA OD National
Social, economic status [21] × Bayesian estimation OD National
dietary factor [13–15] × OD National
Life environment/ habits [22–24] × LA, MA, LA OD National and City
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pension type, and health awareness level were found for the first 
time in this analysis. Our study certifies that using interpretable 
machine learning methods can help us find new knowledge 
in our current big data society. Moreover, our analysis results 
provide a new direction to prevent diabetes in the current AI 
society. Certainly, our analysis clears some aspects of DM, and 
more risk factors of DM still exist. However, our study inspired 
research to find more risk factors associated with DM using 
non-objective-oriented data in the current data-prosperous soci-
ety. Our study is also an efficient endeavor at data mining in the 
contemporary intelligent and big data society, which will widen 
the research border for future studies.
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Table 5  The statistical data on stress reasons in Japan

Reasons Number Reasons Number

1. Relationship of family 2550 12. Pregnancy, Delivery 168
2. Relationships except for family 2340 13. Childcare 452
3. Things about love and sex 377 14. Housework 906
4. Marriage 288 15. Study, Examination 565
5. Divorce 112 16. Children’s Education 1052
6. Bullying, Sexual Harassment, Harassment 118 17. Work 4790
7. Thins about life purpose 1798 18. Family work 1169
8. No free time 1254 19. Living and living environment (including 

pollution, safety, and traffic conditions)
1418

9. Income, household, debt, etc 4533 20. Other 1352
10. Self-illness and long-term care 5725 21. do not know the reasons 373
11. Family members’ illness and long-term care 2571 22. Unknown cause of worries and stress 1156

Appendix 1
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