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Abstract
Artificial intelligence (AI) voice assistants possess significant market potential and offer diverse services through voice 
interaction. However, the influence of anthropomorphic features on consumers’ mind perception and continued use intention, 
particularly across various age groups, remains underexplored. To address this research gap, we employ mind perception 
theory, the stimulus–organism-response model, and cognitive load theory to conduct a research model. Using a sample of 
303 survey responses, we evaluate the research model and hypotheses through partial least squares analysis. Findings reveal 
that these features positively affect alleviating loneliness and enhancing perceived usefulness. Additionally, the allevia-
tion of loneliness and perceived usefulness contribute to consumers’ continued use intention and mediate the relationship 
between anthropomorphic features and continued use intention. Furthermore, the effect of anthropomorphic features on mind 
perception varies across age groups. This research enhances understanding of the influence of anthropomorphic features 
on consumers’ mind perception and continued use intention of AI voice assistants, providing valuable insights for product 
developers and marketers to enhance the consumer experience.

Keywords  Artificial intelligence · Voice assistant · Anthropomorphism · Mind perception theory · Loneliness · Age 
difference
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Introduction

The swift development of artificial intelligence (AI) and 
voice technology has led to the emergence of AI-powered 
voice assistants, exemplified by Apple’s Siri, Amazon’s 
Alexa, and Google’s Google Home, which have provided 
significant assistance to consumers in executing various 
tasks encompassing information searches, online shopping, 
and simple tasks (McLean & Osei-Frimpong, 2019). These 
technologies have the potential to revolutionize the field 

of personal digital services (Hu et al., 2021). According to 
forecasts, the global AI voice assistant market is expected 
to reach $7.9 billion by 2024, and the growth of AI voice 
assistants is expected to reach 1000% from 2018 to 2023 
(Hu et al., 2021; McLean & Osei-Frimpong, 2019). AI voice 
assistants, comprising both software and hardware compo-
nents, possess the capability to engage with consumers and 
respond to their inquiries or commands (Mishra et al., 2022). 
In everyday interactions with consumers, AI voice assistants 
have emerged as a pivotal channel for providing information 
and support (Pelau et al., 2021). They can help consum-
ers perform various tasks, such as message transmission, 
telephone calls, music playback, weather forecast check-
ing, and answering general queries (Hu et al., 2021; Kim & 
Choudhury, 2021). Moreover, their capacity for personal-
ized task execution through consumer preference and habit 
assimilation is noteworthy. In addition, due to the impact 
of COVID-19, people have to keep a social distance from 
their relatives, friends, colleagues, and other social relations 
(Mishra et al., 2022), which aggravates people’s loneliness. 
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AI voice assistants have the potential to alleviate loneliness 
by providing companionship, playing music or videos, and 
engaging in conversations (Park et al., 2018), which can be 
particularly beneficial for older adults because the use of 
voice interaction can lower the barriers of people with low 
technical literacy (Kim & Choudhury, 2021).

Despite the manifold advantages AI voice assistants offer 
and their positive market growth, scholars express concerns 
derived from historical market experiences concerning spe-
cific smart devices, such as smartwatches and smart glasses 
(Lee et al., 2021). These concerns center on the potential for 
AI voice assistants to remain in the initial adoption phase 
for a considerable period (Lee et al., 2021; Xie et al., 2023). 
Essentially, AI voice assistants may experience low contin-
ued use intention in the later stages of adoption. It has been 
acknowledged that while initial adoption marks a pivotal 
step in the diffusion of new technology, continued use exerts 
a more profound influence than initial adoption in terms of 
the long-term viability and sustainability of the technology 
(Bhattacherjee, 2001; Wang et al., 2019; Xie et al., 2023). 
To ensure the enduring survival and ultimate triumph of 
AI voice assistants, it becomes imperative to promote their 
continued use by consumers beyond the initial adoption (Lv 
et al., 2022; Pal et al., 2021). To address the low continua-
tion rates of AI voice assistants, there is a need to examine 
the determinants that may boost consumers’ continued use 
intention. While prior research within the information sys-
tem discipline has largely centered on the initial adoption 
of AI voice assistants (Cheng et al., 2022; Liu & Tao, 2022; 
Mishra et al., 2022; Moussawi & Benbunan-Fich, 2021; Park 
et al., 2018; Pelau et al., 2021), however, initial adoption and 
continued use intention are two different concepts that are 
influenced by different factors; therefore, the results of previ-
ous studies on the factors influencing the initial adoption of 
AI voice assistants cannot be directly applied to continued 
use intention (Ding, 2019; Pal et al., 2021). In addition, con-
sidering that continued use intention is a major predictor of 
continued use behavior (Tang & Zhang, 2020), and it is chal-
lenging to measure users’ continued use behavior through 
questionnaires (Xie et al., 2023), the present study endeav-
ors to elucidate the antecedents of continued use intention 
among AI voice assistant consumers.

Previous research on the continued use intention of AI 
voice assistants has predominantly investigated key ante-
cedents from various perspectives, including personal traits, 
personal motivation, artificial autonomy, and human–com-
puter interaction. For example, Lee et al. (2021) revealed 
that personal innovativeness is positively associated with 
the continuation intention of AI assistants. Cheng and Jiang 
(2020) found that utilitarian, hedonic, technology, and social 
gratifications derived from chatbot use positively predicted 
consumers’ continuance intention. Hu et al. (2021) iden-
tified three types of artificial autonomy (sensing, thought, 

and action autonomy) as contributors to consumers’ continu-
ance intention of AI assistants. Xie et al. (2023) investigated 
the influence mechanism of human–computer interaction 
and human–human interaction on AI assistant consumers’ 
continuance intention. However, in the field of human–AI 
interaction, a pivotal concept, anthropomorphism, remains 
underexplored in studies concerning the continued use inten-
tion of AI voice assistants. Anthropomorphism denotes the 
extent to which an entity possesses human-like characteris-
tics (Cheng et al., 2022). It plays a vital role in the effective-
ness of AI products and has greatly affected the consumer 
experience in the human–AI interaction process (Kim & 
Choudhury, 2021). AI products endowed with anthropomor-
phic features have the potential to enhance the psychological 
distance between humans and AI (Li & Sung, 2021), foster 
trust in AI (Cheng et al., 2022), facilitate the emergence 
of social presence (Munnukka et al., 2022), and impact 
individuals’ positive evaluations of AI (Li & Sung, 2021). 
Overall, anthropomorphism can have a positive impact on 
the consumer experience, and these good experiences may 
also influence consumers’ continued use intention (Hu et al., 
2021; Lv et al., 2022; Xie et al., 2023). Although some stud-
ies have pointed out that high anthropomorphism may trig-
ger a sense of unease or even revulsion (Kim et al., 2022; 
Troshani et al., 2021; Yam et al., 2021), a more general 
consequence of anthropomorphism is a positive influence 
on interactions with anthropomorphized entities (Cheng 
et al., 2022; Li & Sung, 2021; Munnukka et al., 2022; Pelau 
et al., 2021). Previous research on the influence of anthro-
pomorphism on consumer behavior has primarily centered 
on their effects on initial adoption (Moussawi & Benbunan-
Fich, 2021; Pelau et al., 2021; Qiu & Benbasat, 2009) and 
purchase intention (Malhotra & Ramalingam, 2023; Schanke 
et al., 2021; Sharma et al., 2022). However, little research 
has explored the influence of anthropomorphism on the con-
tinued use intention of AI voice assistants (Mishra et al., 
2022). Our study aims to examine the antecedents of the 
continued use intention of AI voice assistants from the novel 
perspective of anthropomorphism.

Moreover, most studies only use AI products’ anthropo-
morphism as a single variable (Malhotra & Ramalingam, 
2023; Moussawi & Benbunan-Fich, 2021; Pelau et al., 2021; 
Qiu & Benbasat, 2009; Sharma et al., 2022) and few stud-
ies have divided anthropomorphic features into multiple 
dimensions to examine the impact of anthropomorphism on 
the continued use intention of AI voice assistants. Given 
that different anthropomorphic features may have varying 
degrees of impact on humanness perception (Fan et al., 
2016; Go & Sundar, 2019), and these humanness percep-
tions may influence consumers’ continued use intention 
of AI products (Hu et al., 2021), this study further divides 
anthropomorphism into three dimensions and explores how 
these anthropomorphic features affect mind perception and 
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continued use intention of AI voice assistants. Firstly, as 
a voice-based technology, the most essential feature of AI 
voice assistants is their voice cues, which refer to the extent 
to which the voice of the AI voice assistant sounds like a 
human (Fan et al., 2016). Secondly, message interactivity 
cues are also an important anthropomorphic feature as they 
reflect the relevance of the information replied by the AI 
voice assistant to the information provided by people and 
it also provides the most amount of information to con-
sumers (Go & Sundar, 2019). Finally, emotional cues are a 
deep emotional capability of AI voice assistants that mimic 
human empathy, which refers to the emotional response of 
AI voice assistants to people’s feelings and thoughts (Pelau 
et al., 2021). Since most of the AI voice assistants on the 
market do not have a specific anthropomorphic appearance 
(such as Apple’s HomePod, Amazon’s Alexa, and Goog-
le’s Google Home), visual cues are not taken into account. 
Therefore, our study proposes to divide anthropomorphic 
features into three dimensions: voice cues, message inter-
activity cues, and emotional cues, based on the distinctive 
characteristics of AI voice assistants.

According to the mind perception theory, individuals per-
ceive non-human entities based on two main dimensions: 
warmth and competence (Hu et al., 2021). Warmth refers 
to the perception of friendliness, trustworthiness, and the 
degree of human-like characteristics, while competence 
pertains to the perception of capability, usefulness, and effi-
ciency of the entity. In multiple disciplines, these two dimen-
sions jointly contribute to a comprehensive understanding of 
how the attributes of non-human entities influence individ-
ual emotions, attributions, and behaviors by virtue of their 
human-like perceptions (Cuddy et al., 2008). In the field 
of information systems, while human-like perception has 
proven valuable for explaining individuals’ responses to AI 
products, prior research on AI products has mostly focused 
on a single dimension, either warmth or competence (Lee 
et al., 2020). Some studies have delved into factors tied to 
the warmth dimension of AI products, such as closeness and 
trust, because the social emotions people perceive during 
their interactions with AI are core determinants of the AI 
product experience (Lee et al., 2020; Mulcahy et al., 2022). 
Other studies focus on factors related to the AI products’ 
competence dimension, such as perceived usefulness, auto-
mation, mobility, performance expectancy, and functionality, 
because whether they are competent in task performance 
is germane to the perceived service quality and customer 
experience (Lu et al., 2019; Nikou, 2019; Park, 2020; Park 
et al., 2018; Shin et al., 2018; Yang et al., 2017). These two 
mind perception dimensions provide a suitable theoretical 
foundation for examining the impact of anthropomorphic 
features on the continued use intention of AI voice assistants 
because anthropomorphic features can easily lead individu-
als to perceive AI voice assistants as human-like, thereby 

shaping their subsequent responses to these AI voice assis-
tants. However, there exists a dearth of research examining 
both the warmth and competence dimensions in the literature 
related to the continued use intention of AI voice assistants. 
And even though some have used both dimensions, few have 
defined them in more detail for specific research contexts 
(Hu et al., 2021). This study seeks to address this gap by 
investigating both dimensions simultaneously, with the alle-
viation of loneliness as an indicator of perceived warmth 
and perceived usefulness as an indicator of perceived com-
petence. Therefore, we propose the first research question: 
RQ1 How do different anthropomorphic features affect 
mind perception and the continued use intention of AI voice 
assistants?

Furthermore, the existing literature fails to consider the 
potential influence of age differences on the continued use 
intention of AI voice assistants. Although limited research 
on this issue has been conducted by Guo et  al. (2016) 
regarding the impact of age differences on the acceptance 
of mobile medical services, the research gap remains par-
tially narrowed. Which partially narrowed the research gap. 
This study addresses the potential differences in the impact 
mechanism of anthropomorphic features on the contin-
ued use intention of AI voice assistants between older and 
younger consumer groups. For example, according to cog-
nitive load theory (Ghasemaghaei et al., 2019; Hollender 
et al., 2010), older adults have difficulty engaging in tasks 
with high cognitive load due to reduced attentional resources 
and declining cognitive abilities. Therefore, when faced with 
AI voice assistants, they may have difficulty gaining from 
the anthropomorphic feature of message interaction cues, 
which contain a large amount of information. When faced 
with vocal cues and affective cues, older adults may easily 
gain loneliness relief and perceived usefulness from them 
because they bring less cognitive load. Therefore, this study 
explores age differences and their effects on the influence 
mechanism of anthropomorphic features on the continued 
use intention of AI voice assistants. Therefore, we propose 
the second research question: RQ2 How do age differences 
affect the mechanism of anthropomorphic features on the 
continued use intention of AI voice assistants?

To address the above research questions, drawing on the 
literature on anthropomorphism in AI products, mind percep-
tion theory, and the stimulus-organism-response (S–O-R) 
model, we develop a research model to examine the effects 
of anthropomorphic features on consumers’ perception of AI 
voice assistants and their continued use intention by taking the 
anthropomorphic features as stimulus variables, the mind per-
ceptions as organismic variables, and the continued use inten-
tion as a response variable. In addition, based on the literature 
on age difference and cognitive load theory, we incorporate the 
impact of age difference into our research model. We collected 
303 valid samples with experience using AI voice assistants 
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through the questionnaire method. The findings reveal that 
(1) voice cues, message interactivity cues, and emotional cues 
effectively mitigate consumers’ loneliness and exert a posi-
tive influence on their perceived usefulness; (2) alleviation of 
loneliness and perceived usefulness promote consumers’ con-
tinued use intention of AI voice assistants, and they mediate 
the relationship between the three anthropomorphic features 
and the continued use intention; (3) message interactivity cues 
containing substantial informational content exert a greater 
impact on alleviating loneliness and enhancing perceived use-
fulness for younger consumers compared to older ones; (4) 
voice cues possess a more pronounced effect on the alleviation 
of loneliness for older consumers than younger ones, whereas 
emotional cues have a stronger influence on perceived useful-
ness for older consumers than younger ones.

Our research has made significant contributions to the literature 
on AI voice assistants. Firstly, prior literature on AI voice assistants 
mainly focuses on initial adoption (Cheng et al., 2022; Liu & Tao, 
2022; Mishra et al., 2022; Moussawi & Benbunan-Fich, 2021; 
Park et al., 2018; Pelau et al., 2021). Few studies have concen-
trated on the continued use intention of AI voice assistants (Ding, 
2019; Pal et al., 2021). Our study adds to the literature on the con-
tinued use intention of AI voice assistants, promoting continued 
use intention by consumers beyond their initial adoption (Lv et al., 
2022; Pal et al., 2021). Secondly, we extend existing research on 
the relationship between anthropomorphic features and the contin-
ued use intention of such assistants by classifying them into three 
dimensions and drawing conceptual distinctions between voice 
cues, message interactivity cues, and emotional cues. Thirdly, we 
apply mind perception theory to operationalize the alleviation of 
loneliness and perceived usefulness as two basic dimensions inher-
ent in the perception of human-likeness in non-human entities and 
simultaneously investigate the psychological mechanisms under-
lying the impact of anthropomorphic features on the continued 
use intention of AI voice assistants. Lastly, our study examines 
the impact of age differences on the mechanism of continued use 
intention of AI voice assistants, which has received limited atten-
tion in prior studies. Our findings offer new insights for research-
ers to investigate consumers’ continued use intention of AI voice 
assistants and suggest ways for product developers to improve the 
functionality of such assistants from an anthropomorphic perspec-
tive. Additionally, the study highlights the need for marketers to 
adopt differentiated marketing strategies for consumers of different 
ages based on the identified aspects of anthropomorphism.

Literature review

Anthropomorphism in AI products

Anthropomorphism refers to human-like characteristics 
exhibited by non-human entities (Cheng et al., 2022). It 
plays an important role in the effectiveness of AI products 

such as AI voice assistants and has greatly affected the 
consumer experience in the human–computer interaction 
process (Kim & Choudhury, 2021), thus promoting the 
consumer’s willingness to use (Huang et al., 2021). For 
example, in the context of the service industry, AI appli-
cations’ anthropomorphism positively influences consum-
ers’ trust in AI applications in the process of human–com-
puter interaction (Cheng et al., 2022; Pentina et al., 2023; 
Troshani et al., 2021). For those AI assistants with high 
anthropomorphism, the psychological distance between 
consumers and them is closer, and consumers tend to have 
a positive attitude toward them (Li & Sung, 2021).

Previous literature on anthropomorphism has either 
delved into the influence of a single dimension of anthro-
pomorphism (Benlian et al., 2020; Yam et al., 2021) or 
defined anthropomorphism broadly as the degree to which 
AI products are humanlike (Delgosha & Hajiheydari, 2021; 
Mishra et al., 2022; Munnukka et al., 2022). However, few 
studies have simultaneously discussed the effects of differ-
ent anthropomorphic features of AI voice assistants on user 
perception and user behavior. Based on the previous stud-
ies, this paper mainly divides anthropomorphic features 
into three dimensions: voice cues, message interactivity 
cues, and emotional cues.

Firstly, as a voice-based technology, the most essential 
feature of AI voice assistants is their voice cues, which 
refer to the extent to which the voice of the AI voice assis-
tant sounds like a human, and those AI voice assistants 
with more friendly and warm voices may be more accept-
able to users (Fan et al., 2016). Secondly, message inter-
activity cues respond to AI voice assistants’ interaction 
capabilities, which refer to the relevance of the informa-
tion replied by the AI voice assistant to the information 
provided by people, while it also provides the most amount 
of information to consumers (Go & Sundar, 2019). Finally, 
emotional cues are a deep emotional capability of AI voice 
assistants that mimic human empathy, which refers to the 
emotional response of AI voice assistants to people’s feel-
ings and thoughts (Pelau et al., 2021). Since most of the 
AI voice assistants on the market do not have a specific 
anthropomorphic appearance (such as Apple’s HomePod, 
Amazon’s Alexa, and Google’s Google Home), visual cues 
are not taken into account.

Mind perception theory

Mind perception theory has been employed to elucidate how 
the attributes of non-human entities contribute to the forma-
tion of individual emotions, attributions, and behaviors by 
being perceived as human (Cuddy et al., 2008). This theory 
has discerned warmth and competence as two pivotal dimen-
sions of human-like mind attribution in non-human entities 
(Gray & Wegner, 2010; Gray et al., 2007; Hu et al., 2021; 
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Zhou et al., 2019). The dimension of warmth pertains to the 
extent to which individuals perceive caring, benevolence, 
and friendliness within non-human entities, while the dimen-
sion of competence relates to the degree to which individuals 
perceive intelligence, capability, efficacy, and efficiency in 
non-human entities (Aaker et al., 2010; Hu et al., 2021).

In the information systems discipline, some studies have 
concentrated on competence-related factors, including 
perceived usefulness, automation, mobility, performance 
expectancy, and functionality (Lu et al., 2019; Nikou, 2019; 
Park, 2020; Park et al., 2018; Shin et al., 2018; Yang et al., 
2017). Other studies have delved into warmth-related fac-
tors, including trust and closeness (Lee et al., 2020; Mulcahy 
et al., 2019; Van Pinxteren et al., 2019). Although previous 
research has highlighted the capability and warmth dimen-
sions of AI-related products (Hu et al., 2021), the role of 
AI voice assistants in alleviating loneliness has rarely been 
used as a warmth dimension to explain the impact of AI-
related product features (Kim et al., 2019). The alleviation 
of loneliness brought about by the use of information tech-
nologies, such as social media and companion robots, has 
been proven to provide users with more social support, pro-
mote people’s well-being, and ultimately lead to consum-
ers’ continued use intention of this information technology 
(Odekerken-Schröder et al., 2020). Therefore, the allevia-
tion of loneliness brought by AI voice assistants can provide 
consumers with human-like warmth and intimacy, enabling 
consumers to maintain and strengthen trust and harmonious 
relationships with AI voice assistants (Han & Yang, 2018), 
which can be an essential variable of the warmth dimension. 
Furthermore, previous studies have also shown that the use 
of information technology can be effective in reducing per-
ceived loneliness among older users (Ma et al., 2021), and 
AI voice assistants can also establish digital companionship 
with older adults to alleviate loneliness (Kim & Choudhury, 
2021). Our study aims to investigate further whether there 
are differences between older and younger people in the 
effects of anthropomorphic features on perceived compe-
tence and perceived warmth of AI voice assistants.

In this paper, the variable of alleviation of loneliness is 
defined as the degree to which the loneliness perceived by 
individuals is relieved (Yang et al., 2021). Perceived useful-
ness refers to the degree to which a consumer feels that using 
the new technology (e.g., an AI voice assistant) is useful 
for supporting his/her activities as well as helping perform 
some specific tasks effectively (e.g., getting information and 
making an online order) (Ashfaq et al., 2020). Therefore, this 
paper takes the alleviation of loneliness as the main variable 
of the warmth dimension and perceived usefulness as the 
main variable of the competence dimension.

The S–O‑R model

The S–O-R model posits that the stimulus variable (S) may 
be construed as an external environmental stimulus, exert-
ing influence upon an individual’s cognition and percep-
tion, denoted as the organism variable (O). Subsequently, 
the organism variable (O) influences the individual’s behav-
ioral response (R) through a sequence of internal psycho-
logical mechanisms (Mehrabian & Russell, 1974). The 
S–O-R model has found extensive application in exploring 
the impact of external stimuli on consumer behavior in the 
online business environment (Cho et al., 2018; Xu et al., 
2020). In recent years, this theory has also been applied to 
the social media environment and the interaction between 
consumers and AI assistants (Moussawi & Benbunan-Fich, 
2021; Xu et al., 2020; Zhou et al., 2023).

In accordance with this model, the stimulus functions as 
the primary factor driver behind alterations in individual 
cognitive processes. Various aspects of the external environ-
ment that people are exposed to, such as product design and 
product features, can be regarded as a stimulus that affects 
the organismic experience (Cho et al., 2018). Therefore, in 
our context, the three anthropomorphic features of voice 
cues, message interactivity cues, and emotional cues can 
be regarded as stimulus variables, representing AI voice 
assistants’ product features. The organism is related to indi-
vidual cognition, bridging the gap between a stimulus and 
an individual’s behavioral response. In the context of con-
sumer behavior, products’ design and features can influence 
consumers’ cognitive experience, such as satisfaction, pleas-
ure, and perceived value after product use (Cho et al., 2018; 
Zhou et al., 2022; Zhu et al., 2020). Therefore, in our context, 
the alleviation of loneliness and perceived usefulness, two 
important cognitive variables, can be regarded as the organ-
ism variables, representing consumers’ cognitive experience 
after using AI voice assistants. The response refers to an indi-
vidual’s behavioral response based on cognitive experience. 
The cognitive experience consumers form about a product 
can significantly influence subsequent behavioral responses, 
such as purchase intention, product attachment, and contin-
ued use intention (Cho et al., 2018; Xiang & Chae, 2022; 
Xiang et al., 2022; Zhou et al., 2022; Zhu et al., 2020). In 
addition, continued use intention is a major predictor of con-
tinued use behavior (Tang & Zhang, 2020), and many stud-
ies have used consumer behavioral intention as a response 
variable in S–O-R models (Hu et al., 2016; Li et al., 2023; 
Shao & Chen, 2021). Therefore, in our context, we regard the 
continued use intention of AI voice assistants as the response 
variable, which represents consumers’ behavioral response 
to perceived warmth and competence. Therefore, the S–O-R 
model is an appropriate theoretical framework for our study.
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Age difference and cognitive load theory

Age-related cognitive and motor changes often present 
challenges for older adults when it comes to adopting new 
technologies, particularly in comparison to younger indi-
viduals (Charness & Boot, 2009). These challenges can 
primarily be attributed to diminished attentional resources 
and cognitive decline, which result in difficulties in filter-
ing out irrelevant information and engaging in tasks with 
high cognitive load (Ghasemaghaei et al., 2019). Cogni-
tive load theory, grounded in the limited working memory 
capacity of humans, postulates that when the cognitive 
demands of a task surpass this capacity, cognitive over-
load occurs (Hollender et al., 2010). The experience of 
cognitive overload in relation to new technologies varies 
across age groups. Notably, several empirical studies have 
identified a positive association between age and over-
load, as well as technostress (Saunders et al., 2017). Tu 
et al. (2005) propose several explanations for this posi-
tive relationship: older individuals tend to exhibit more 
rigid thinking patterns and greater resistance to change, 
and the decline in learning capacity with age results in 
higher levels of stress when engaging with information 
technologies compared to younger individuals. Further-
more, age-related deterioration in cognitive functions, 
such as processing speed, memory, reasoning, and dual-
task performance, poses additional challenges in handling 
information technology–related cognitive loads (Saunders 
et al., 2017).

Hypothesis development

Although previous studies have explored the anteced-
ents and mechanisms influencing the initial adoption of 
AI voice assistants (Cheng et al., 2022; Liu & Tao, 2022; 
Mishra et al., 2022; Pelau et al., 2021), however, very little 
literature has explored the mechanism influencing the con-
tinued use intention of AI voice assistants. In contrast to the 
perspectives of previous literature examining the continued 
use intention of AI voice assistants (personal traits, personal 
motivation, artificial autonomy, and human–computer inter-
action), we take anthropomorphism as a novel perspective 
to explore the mechanisms influencing the continued use 
intention of AI voice assistants. To connect anthropomor-
phic features, consumers’ mind perceptions, and continued 
use intention, we developed a research model based on the 
S–O-R model. Initially, in contrast to previous studies that 
have mostly considered anthropomorphism as a single-
dimensional variable (Malhotra & Ramalingam, 2023; Pelau 
et al., 2021), we divide anthropomorphic features into three 
dimensions: voice cues, message interactivity cues, and 
emotional cues, which are regarded as stimulus variables. 

Subsequently, combining the mind perception theory, we 
consider incorporating both the alleviation of loneliness and 
perceived usefulness into our research model, rather than 
just one of them (Lee et al., 2020), which serve as organ-
ismic variables. Moreover, the continued use intention is 
regarded as a response variable. Finally, considering the dif-
ferences in attentional and cognitive abilities between older 
and younger people (Ghasemaghaei et al., 2019), we incor-
porate the impact of age difference into our research model 
based on the literature on age difference and cognitive load 
theory. The research model is shown in Fig. 1.

Voice cues, alleviation of loneliness, and perceived 
usefulness

People prefer machines with anthropomorphic features (Go & 
Sundar, 2019), and voice cues are considered to be one of the 
most important anthropomorphic features (Fan et al., 2016). 
Because of the two motivational mechanisms of sociality and 
effectance motivation, AI voice assistance with good voice 
cues provides a better interaction experience. On the one 
hand, a human-like voice can create for consumers a sense 
of social connectedness and comfort (Epley et al., 2007; Fan 
et al., 2016), which makes consumers feel as if they are inter-
acting with another person in real-time, which can allevi-
ate loneliness. On the other hand, a human-like voice can 
increase consumers’ sense of control and confidence during 
human–machine interactions (Epley et al., 2007; Fan et al., 
2016), which allows consumers to feel that they can use the 
AI voice assistant to complete specific instructions efficiently 
and quickly, thus enhancing the perceived usefulness. Hence, 
we propose the following hypotheses:

Hypothesis 1 Voice cues are positively correlated with 
the alleviation of loneliness (H1a) and perceived useful-
ness (H1b).

Message interactivity cues, alleviation of loneliness, 
and perceived usefulness

Message interactivity cues allow responses exchanged between 
AI voice assistants and people to be interconnected with each 
other, that is, in multiple rounds of conversation, a response is 
contingent upon the preceding message as well as those pre-
ceding it (Go & Sundar, 2019). Message interactivity cues can 
promote people’s sense of the social presence of AI voice assis-
tants, that is, the sense of dialogue with people (Sundar et al., 
2015). Message interactivity cues enhance the emotional inti-
macy and social connection felt by consumers (Go & Sundar, 
2019), which can alleviate people’s loneliness. At the same 
time, this high sense of connection can lead to people’s positive 
evaluation of AI voice assistants and enhance their perceived 
usefulness. Hence, we propose the following hypotheses:
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Hypothesis 2: Message interactivity cues are positively 
correlated with the alleviation of loneliness (H2a) and 
perceived usefulness (H2b).

Emotional cues, alleviation of loneliness, 
and perceived usefulness

Emotional cues are also regarded as a crucial anthropo-
morphic feature of AI voice assistants (de Kervenoael 
et al., 2020). This anthropomorphic feature enables AI 
voice assistants to attentively address consumers’ needs, 
engender positive experiences, enhance satisfaction, and 
foster trust and long-term relationship development (Pelau 
et al., 2021). As AI voice assistants can analyze and gather 
extensive data to cater to specific consumer needs, they can 
exhibit empathetic behavior during interactions (Wang, 
2017), effectively mitigating feelings of loneliness. Moreo-
ver, this display of anthropomorphic empathy significantly 
improves the quality and efficiency of human–computer 
interactions, in contrast to the empathy-lacking AI devices 
that struggle to navigate complex situations and optimize 
interaction quality and efficiency (Pelau et  al., 2021). 
Therefore, emotional cues also amplify perceived useful-
ness. Accordingly, we posit the following hypotheses:

Hypothesis 3: Emotional cues are positively correlated 
with the alleviation of loneliness (H3a) and perceived 
usefulness (H3b).

Alleviation of loneliness, perceived usefulness, 
and continued use intention

AI voice assistants can be used as a substitute for human 
beings to alleviate the loneliness caused by the lack of 
interpersonal relationships by interacting with people 
(Odekerken-Schröder et al., 2020). Previous studies have 
shown that establishing social relationships to satisfy lone-
liness through the Internet/smartphone and other channels 
can promote the frequency of internet/smartphone use and 
even addiction (Mahapatra, 2019). Similarly, due to the 
various anthropomorphic features of the AI voice assistant, 
consumers have a strong sense of social presence, which 
greatly alleviates the loneliness of consumers and makes 
them have an emotional attachment and even addiction in 
the process of interaction with the AI voice assistant (Cao 
et al., 2020). We propose the following hypotheses:

Hypothesis 4: Alleviation of loneliness is positively 
correlated with the continued use intention of AI voice 
assistants.

The AI voice assistant can talk with consumers and 
help consumers regularly perform mundane tasks like set-
ting up an alarm, scheduling meetings or appointments, 
and shopping (Mishra et al., 2022), which can make con-
sumers feel that the AI voice assistant has high functional 
value (de Kervenoael et al., 2020). Many useful functions 

Fig. 1   Research model
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improve the perceived usefulness of AI voice assistants, 
provide convenience, reduce the cognitive load of con-
sumers, and improve the continued use intention of AI 
voice assistants (Ashfaq et al., 2020; Mishra et al., 2022; 
Moussawi & Benbunan-Fich, 2021). We propose the fol-
lowing hypotheses:

Hypothesis 5: Perceived usefulness is positively cor-
related with the continued use intention of AI voice 
assistants.

Age differences

Previous studies have shown that there are significant 
differences in behavioral intention between different 
age groups (Guo et al., 2016). However, as an emerging 
research field, AI voice assistant has rarely explored the 
impact of age differences on the process of consumer use 
and the continued use intention. In the context of our 
study, different anthropomorphic features impose differ-
ent levels of cognitive load on older and younger con-
sumers. For example, among the three anthropomorphic 
features, message interactivity cues impose more cogni-
tive load on consumers because they provide the most 
amount of information to consumers, and consumers need 
to spend more cognitive effort to process and understand 
the information (Go & Sundar, 2019). Therefore, older 
consumers may find it more difficult to alleviate loneli-
ness and perceive usefulness through message interactiv-
ity cues compared to young consumers due to excessive 
information overload. Voice cues and emotional cues 
impose less cognitive load on consumers because agents 
with voice cues and emotional cues are socially attractive 
and can bring about more positive emotional interactions. 
In contrast, agents that do not possess these two anthro-
pomorphic features generate negative social cues, and 
these cues impose additional cognitive load (Liew et al., 
2020). Thus, older consumers may find it easier to allevi-
ate loneliness and perceive usefulness through voice cues 
and emotional cues than young consumers. We propose 
the following hypotheses:

Hypothesis 6: For older consumers, voice cues have a 
greater impact on the alleviation of loneliness (H6a) and 
perceived usefulness (H6b).
Hypothesis 7: For older consumers, emotional cues have 
a greater impact on the alleviation of loneliness (H7a) 
and perceived usefulness (H7b).
Hypothesis 8: For younger consumers, message inter-
activity cues have a greater impact on the alleviation of 
loneliness (H8a) and perceived usefulness (H8b).

Research method

Measurement

The research questionnaire in this study comprises two dis-
tinct sections. The initial section encompasses the collec-
tion of demographic information regarding the participants, 
encompassing gender, age, education, monthly income, and 
prior exposure to the utilization of AI voice assistants. The 
subsequent section encompasses the measurement items of 
the variables within the proposed research model. All meas-
urement items pertaining to the variables in this research 
model have been adapted from well-established question-
naires, as well as validated measurement items from previ-
ous studies. These have been appropriately refined to align 
with the specific context of AI voice assistant usage. The 
questionnaire is in the form of a five-level Likert scale. From 
1 to 5, it represents the degree of approval of the respondents 
to the question, 1 represents very disagree, and 5 represents 
very agree. The specific measurement items and reference 
sources of each variable are shown in Table 1.

Data collection procedures and participants

A survey-based approach was utilized for data collection. 
Firstly, the questionnaire underwent rigorous validation by a 
panel of five academic experts well-versed in using AI voice 
assistants, and then, based on their comments, we modi-
fied some items to improve clarity and comprehensibility. 
Secondly, we used the modified questionnaire to pre-survey 
consumers with experience in using AI voice assistants, and 
18 valid questionnaires were collected. These data were ana-
lyzed for reliability and validity, and the questionnaire was 
appropriately modified and improved based on the results of 
the analysis. Thirdly, we conducted a random questionnaire 
survey mainly from some universities and colleges, some 
pension institutions, and some communities in central Chi-
nese cities, and we selected consumers with experience in 
using AI voice assistants, including Apple’s Siri, Xiaomi’s 
Xiaoai Classmate, Alibaba’s Tmall Genie, and Baidu Duer, 
as the participants. And at the beginning of the survey, the 
study set a filter question in the questionnaire, “Have you ever 
used an AI voice assistant?” to ensure that respondents had 
experience. From May to July 2022, a total of 340 question-
naires were distributed. We carefully reviewed all responses, 
and due to their incompleteness and aberration with singular 
answers, we deleted 37 responses (Li et al., 2021). Finally, 
303 valid questionnaires were received, with an effective 
recovery of 89.11%. In addition, to enhance participants’ 
enthusiasm, we provided five types of gifts valued at 2–10 
yuan, and each participant who completed the questionnaire 
could pick any of the gifts based on their preferences.
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Similar to the study of Guo et al. (2016), 50 years old 
is used in this paper as the cut-off age to distinguish older 
consumers from younger consumers. The reasons are as 
follows: (1) in the 1980s, computer education was gradu-
ally popularized in China, so most people over 50 years 
old missed the opportunity to receive formal information 
technology education in schools, so the technical literacy of 
people over 50 years old is relatively low (Guo et al., 2016); 
(2) as of December 2021, internet consumers over 50 years 
old in China only account for 26.8% of the total consumers 
(CNNIC, 2022). Therefore, some studies worry whether this 
age group will adopt or continue to use the newly introduced 
technologies (Yu et al., 2009).

According to data statistics of the participants, we found 
that 47.9% of the participants were male and 52.2% were 
female. A total of 48.8% of participants were below 50 years 
old and 51.2% of participants were over 50 years old. The 
number of participants with junior high school, senior high 
school, undergraduate, or junior college degrees is relatively 
balanced, accounting for 23.4%, 29.0%, and 34.7%, respec-
tively, and only 4.6% of participants with master’s degrees 
and above. There are many participants with a monthly 
income of 2001–4000 yuan, 4001–600 yuan, and 6001–8000 

yuan, accounting for 38.3%, 21.1%, and 29.4%, respectively. 
In the past 6 months, the participants who used the AI voice 
assistant 1–2 times a week accounted for the most, account-
ing for 40.9%; the participants who used the AI voice assis-
tant once a few months and once or twice a month accounted 
for 22.8% and 27.1%, respectively; while the participants 
who used the AI voice assistant every day only accounted 
for 9.2%. The specific data collection is shown in Table 2.

Common method bias

All the data in this study was exclusively sourced from a sin-
gular origin at a particular juncture. As a result, there arises 
a potential concern regarding the validity of our findings, 
specifically in relation to common method bias (CMB). To 
address this, we employed three distinct methodologies to 
assess the presence of CMB. Our initial approach involved 
scrutinizing such bias via Harman’s one-factor test, encom-
passing all measurement items. The results of the principal 
components factor analysis revealed that all these items were 
classifiable into six distinct constructs, with Eigen-values 
surpassing the critical threshold of 1.0, collectively cap-
turing 66.28% of the overall variance. The findings of our 

Table 1   Variables and measurement items used in the research

Variables Measurement items References

Voice cues (VOC) VOC1 I think the voice of the AI voice assistant sounds very friendly Fan et al. (2016)
VOC2 I think the voice of the AI voice assistant sounds very sociable
VOC3 I think the voice of the AI assistant sounds credible
VOC4 I think the voice of the AI assistant sounds warm
VOC5 I think the voice of the AI assistant sounds agreeable

Message interactivity cues (MIC) MIC1 The AI voice assistant remembered my responses when it replied to me Go and Sundar (2019)
MIC2 The AI voice assistant’s responses were related to my earlier responses
MIC3 The AI voice assistant took into account my previous interactions with it
MIC4 The AI voice assistant gave some smart suggestions based on my 

responses
Emotional cues (EC) EC1 The AI voice assistant usually understands my specific needs of me de Kervenoael et al. (2020)

EC2 The AI voice assistant usually gives me individual attention
EC3 The AI voice assistant is available whenever it’s convenient for me

Alleviation of loneliness (AL) AL1 I am less lonely when I am using the AI voice assistant Li et al. (2018)
AL2 I cannot see myself being without the AI voice assistant for too long
AL3 The AI voice assistant is an important part of my life
AL4 I feel helpless when I do not have access to the AI voice assistant

Perceived usefulness (PU) PU1 I find the AI voice assistant useful in my daily life Ashfaq et al. (2020)
PU2 Using the AI voice assistant helps me to accomplish things more quickly
PU3 Using the AI voice assistant increases my productivity
PU4 Using the AI voice assistant helps me to perform many things more con-

veniently
Continued use intention (CUI) CUI1 If I could, I would like to continue using this AI voice assistant Hu et al. (2021)

CUI2 It is likely that I will continue using this AI voice assistant in the future
CUI3 I expect to continue using this AI voice assistant in the future
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analysis suggested that 41.45% of the total variation can be 
attributed to a singular construct, which is well below the 
requisite 50%, showing that the common method bias was 
not a serious concern (Podsakoff et al., 2003). Subsequently, 
we followed an approach involving a comprehensive col-
linearity examination to assess CMB in partial least squares 
structural equation modeling (PLS-SEM) (Kock & Lynn, 
2012). The approach entails the calculation of the variance 
inflation factor (VIF) for all latent variables in the model. 
Notably, the VIFs for all latent variables remain consist-
ently below the threshold of 3 (Aldossari & Sidorova, 2020). 
Finally, following Liang et al. (2007), we have incorporated 
a common method factor into our model. After the introduc-
tion of the common method factor, there were only minor 
adjustments observed in the coefficients within both the 
measurement and structural models (Δχ2 = 73.106, Δdf = 23, 
Δχ2/Δdf = 0.072). Hence, it is concluded that the presence 
of common method bias does not substantially affect the 
validity of this research.

Data analysis and results

In our research, we employed structural equation modeling 
(SEM) with partial least squares (PLS) to conduct a com-
prehensive assessment, simultaneously evaluating meas-
urement quality (the measurement model) and constructing 
interrelationships (the structural model). Additionally, we 
performed a multi-group analysis. PLS-SEM offers several 
advantages, including its suitability for smaller sample sizes, 
its capability for processing complex structural models, and 

the simultaneous treatment of both reactive and formative 
indicators (Benitez et al., 2020; Hair et al., 2019; Ringle 
et al., 2012). Our research model is complex, and the sample 
size is relatively modest. Therefore, we utilized SmartPLS 
3.2.8 software for analysis, thoroughly validating both the 
measurement model and structural model through the SEM 
of PLS regression.

Measurement model

First, a comprehensive statistical analysis of the sample data 
was conducted, and the results of this analysis are presented 
in Table 3. According to the analysis results, it is observed 
that the mean values for each variable within the model 
range between 3.79 and 4.132, while the standard deviation 
(SD) varies from 0.874 to 1.131. These findings suggest a 
high level of data concentration, minimal fluctuations, and a 
notable level of adaptability. Furthermore, the factor loading 
of each item surpasses the threshold of 0.7, ranging from 
0.728 to 0.863. This substantiates the questionnaire items’ 
rationality (Hair et al., 2012).

Second, the measurement quality of the questionnaire 
necessitates an examination of both its reliability and valid-
ity. We used Cronbach’s α to assess items’ reliability; we 
used factor loadings, composite reliability (CR), and aver-
age variance extracted (AVE) to assess convergent validity; 
we compared the square root of AVE with the correlation 
between constructs to test discriminant validity (Wang et al., 
2021). The test results are shown in Table 4. Table 4 reveals 
that Cronbach’s α of all measurement variables surpasses the 
recommended threshold of 0.7 (Hair et al., 2012), affirming 

Table 2   Data statistics of the 
sample (N = 303)

Category Subcategory Frequency Percent

Gender Male 145 47.9%
Female 158 52.2%

Age  ≤ 50 years old 148 48.8%
 > 50 years old 155 51.2%

Education Elementary school and below 25 8.3%
Junior high school 71 23.4%
Senior high school 88 29.0%
Undergraduate or college degree 105 34.7%
Master’s degree and above 14 4.6%

Income/pension  ≤ 2000 yuan 11 3.6%
2001 ~ 4000 yuan 116 38.3%
4001 ~ 6000 yuan 64 21.1%
6001 ~ 8000 yuan 89 29.4%
 > 8000 yuan 23 7.6%

Frequency of AI voice assistant use 
(in the past 6 months)

Once a few months 69 22.8%
Once or twice a month 82 27.1%
1–2 times a week 124 40.9%
Every day 28 9.2%
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the questionnaire’s high reliability. Furthermore, the factor 
loadings of each variable exceed the suggested threshold 
of 0.6, indicating strong associations between model vari-
ables and their respective structural constructs (Hair et al., 
2012). The CR values in this model surpass the recom-
mended threshold of 0.7, attesting to strong internal con-
sistency among model variables. The observation variable 
set can explain the underlying model structure well (Hair 
et al., 2012). The AVE in this model exceeds the suggested 
threshold of 0.5, indicating that the observed variables in 
the model can explain each measurement dimension well 
(Hair et al., 2012). In this model, the square root of each 

variable’s AVE exceeds its correlation coefficient with other 
observation variables, signifying robust discriminant valid-
ity for each observation variable. These results indicate a 
high level of discrimination.

Based on the aforementioned analysis, it can be con-
cluded that the questionnaire’s design is well-founded and 
demonstrates strong reliability and validity. The design of 
the measurement model is both effective and rational, paving 
the way for further structural model fitting analysis.

Structural model

The structural model is estimated using the bootstrapping 
procedure with 5000 resamples (Hair Jr et al., 2016). The 
multicollinearity for each construct’s predictors is checked 
using VIF values, which are lower than 5 as recommended 
by Hair Jr et al. (2016). The proposed model explains 60.8% 
of the variance in continued use intention; voice cues, mes-
sage interactivity cues, and emotional cues explain 48.4% of 
the variance in the alleviation of loneliness; voice cues, mes-
sage interactivity cues, and emotional cues explain 49.1% 
of the variance in perceived usefulness. This study reported 
an SRMR value of 0.057, which falls comfortably below 
the threshold of 0.08, thus meeting an acceptable standard 
(Cheng et al., 2022). In addressing the unique challenges 
presented by PLS-SEM, Tenenhaus et al. (2005) introduced 
a distinctive goodness-of-fit (GoF) index for comprehen-
sive model assessment, which has gained wide acceptance 
(Cheng et al., 2022; Xiao et al., 2020). In accordance with 
established criteria, a GoF value exceeding 0.25 is indica-
tive of a well-fitting model, calculated as per the formula 
[GoF = √(average AVE * average R2)]. Our GoF value was 
0.580, indicating a model fit.

The hypotheses (H1a, H2a, and H3a) that voice cues, 
message interactivity cues, and emotional cues positively 
affect the alleviation of loneliness were supported, with 
path coefficients of 0.361 (t = 5.124), 0.264 (t = 3.673), and 
0.218 (t = 3.118), respectively. The hypotheses (H1b, H2b, 
and H3b) that voice cues, message interactivity cues, and 
emotional cues positively affect perceived usefulness were 

Table 3   Descriptive statistical results of data

Variables Items Mean SD Factor loadings

Voice cues (VOC) VOC1 3.931 0.971 0.824
VOC2 3.960 0.978 0.792
VOC3 3.954 0.977 0.736
VOC4 3.947 0.984 0.788
VOC5 3.911 1.063 0.787

Message interactivity cues 
(MIC)

MIC1 3.888 0.982 0.818
MIC2 3.838 1.026 0.783
MIC3 3.792 1.131 0.814
MIC4 3.921 1.028 0.804

Emotional cues (EC) EC1 4.036 0.945 0.816
EC2 4.109 0.874 0.816
EC3 4.020 0.995 0.767

Alleviation of loneliness 
(AL)

AL1 4.129 0.947 0.798
AL2 3.941 0.970 0.764
AL3 4.040 1.004 0.729
AL4 4.063 0.947 0.784

Perceived usefulness (PU) PU1 3.980 0.901 0.728
PU2 3.987 1.034 0.794
PU3 4.096 1.005 0.812
PU4 3.944 1.021 0.822

Continued use intention 
(CUI)

CUI1 4.132 1.000 0.801
CUI2 3.970 0.993 0.863
CUI3 4.069 1.014 0.844

Table 4   Reliability and validity 
test

Diagonal elements (bold) are the square root of AVE for each construct. Below the diagonal elements are 
the criteria of the Fornell–Larker

Variables Cronbach’s 
Alpha

CR AVE VOC AL EC PU CUI MIC

VOC 0.845 0.890 0.618 0.786
AL 0.819 0.880 0.648 0.466 0.805
EC 0.719 0.842 0.640 0.600 0.504 0.800
PU 0.770 0.853 0.592 0.615 0.542 0.568 0.769
CUI 0.798 0.869 0.624 0.569 0.578 0.515 0.680 0.790
MIC 0.785 0.875 0.699 0.616 0.551 0.583 0.719 0.664 0.836
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supported, with path coefficients of 0.305 (t = 3.748), 0.360 
(t = 5.136), and 0.187 (t = 2.530), respectively. The hypoth-
eses (H4 and H5) that alleviation of loneliness and perceived 
usefulness positively affect continued use intention of AI 
voice assistants were supported, with path coefficients of 
0.385 (t = 5.064), and 0.373 (t = 5.351), respectively. Fig-
ure 2 shows the analysis results, and Table 5 shows the 
hypothesis test analysis results.

Mediation effects

To examine whether alleviation of loneliness and per-
ceived usefulness mediate the influences of anthropomor-
phic features on continued usage intention we employ a 
bootstrapping approach to test the significance of trust 
as a mediator. Following the methodology of Zhou et al. 
(2022), we utilize the PROCESS macro for SPSS 22 to 
conduct the bootstrapping test with 5000 samples. A 

significant mediating effect is determined when the 95% 
confidence interval does not include 0. The results pre-
sented in Table 6 indicate all six mediating effects with 
95% confidence intervals that exclude 0. Specifically, alle-
viation of loneliness mediates the relationship between 
voice cues, message interactivity cues, emotional cues, 
and continued use intention; perceived usefulness medi-
ates the relationship between voice cues, message interac-
tivity cues, emotional cues, and continued use intention.

Multiple group analysis

We used multiple group analysis in SmartPLS 3.2.8 (PLS-
MGA) to test whether the path coefficients differ signifi-
cantly between older and younger consumers (Mishra et al., 
2022). Multiple group analysis results show that age dif-
ferences moderate four relationships: voice cues → alle-
viation of loneliness (βdiff = 0.263, t = 2.340), emotional 

Fig. 2   Model results. *P < 0.05, **P < 0.01, ***P < 0.001, ns no significant

Table 5   Hypothesis test 
analysis results

*P < 0.05, **P < 0.01, ***P < 0.001

Hypothesized path Standardized path 
coefficient

T-value Results

H1a: Voice cues → alleviation of loneliness 0.361*** 5.124 Supported
H1b: Voice cues → perceived usefulness 0.305*** 3.748 Supported
H2a: Message interactivity cues → alleviation of loneliness 0.264*** 3.673 Supported
H2b: Message interactivity cues → perceived usefulness 0.360*** 5.136 Supported
H3a: Emotional cues → alleviation of loneliness 0.218** 3.118 Supported
H3b: Emotional cues → perceived usefulness 0.187* 2.530 Supported
H4: Alleviation of loneliness → continued use intention 0.385*** 5.064 Supported
H5: Perceived usefulness → continued use intention 0.373*** 5.351 Supported
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cues → perceived usefulness (βdiff = 0.300, t = 2.285), 
message interactivity cues → alleviation of loneliness 
(βdiff =  − 0.405, t = 3.002), and message interactivity 
cues → perceived usefulness (βdiff =  − 0.439, t = 3.600), 
while other relationship path coefficients have no significant 
difference between older and younger consumers. Therefore, 
H6a, H7b, H8a, and H8b are supported, while H6b and H7a 
are not supported. The PLS-MGA analysis results are shown 
in Table 7.

Discussion

Key findings

This study investigates the impacts of anthropomorphic 
features on consumers’ mind perception and continued use 
intention of AI voice assistants. Drawing upon the S–O-R 
model and mind perception theory, this study examines the 
role of three anthropomorphic features: voice cues, mes-
sage interactivity cues, and emotional cues. Furthermore, 
based on cognitive load theory, the study explores the dif-
ferential effects of these features on older and younger 
consumers. The findings affirm the support for 12 hypoth-
eses (H1a, H1b, H2a, H2b, H3a, H3b, H4, H5, H6a, H7b, 
H8a, and H8b) while rejecting two hypotheses (H6ba and 
H7a), leading to the following conclusions:

Firstly, the study reveals that voice cues, message inter-
activity cues, and emotional cues effectively mitigate con-
sumers’ loneliness, aligning with prior research findings 

(de Kervenoael et al., 2020; Fan et al., 2016; Go & Sundar, 
2019). This implies that AI voice assistants possessing a 
heightened level of anthropomorphism can augment the 
sense of social presence and engage in interactions with 
consumers, providing companionship and addressing their 
social needs while alleviating loneliness. Furthermore, in 
comparison to message interactivity cues and emotional 
cues, voice cues exert a more substantial influence on alle-
viating loneliness, indicating their potential as a pivotal 
anthropomorphic feature in mitigating consumers’ sense 
of isolation.

Secondly, voice cues, message interactivity cues, and 
emotional cues exert a positive influence on perceived 
usefulness, aligning with prior research findings (Fan 
et al., 2016; Go & Sundar, 2019; Moussawi & Benbunan-
Fich, 2021; Pelau et al., 2021). This discovery implies 
that AI voice assistants exhibiting a heightened degree of 
anthropomorphism can deliver more comprehensive and 
valuable information, thereby enhancing the efficiency 
and quality of human–computer interaction, ultimately 
bolstering users’ perceived usefulness. Notably, among 
the three anthropomorphic features, message interactiv-
ity cues exhibit a more pronounced impact on perceived 
usefulness, underscoring their pivotal role in augmenting 
consumers’ perceived usefulness.

Thirdly, the study finds that alleviation of loneliness and 
perceived usefulness promote consumers’ continued use 
intention of AI voice assistants, which is consistent with 
previous research findings (Ashfaq et al., 2020; Cao et al., 
2020; Mahapatra, 2019; Mishra et al., 2022; Moussawi & 

Table 6   Mediation effect results Path Total effect Indirect effect Boot SE Boot LLCI Boot ULCI Mediation type

VOC → LL → CUI 0.563 0.175 0.052 0.083 0.287 Partial
MIC → LL → CUI 0.465 0.161 0.047 0.078 0.264 Partial
EC → LL → CUI 0.555 0.174 0.052 0.083 0.288 Partial
VOC → PU → CUI 0.563 0.176 0.048 0.090 0.277 Partial
MIC → PU → CUI 0.465 0.169 0.043 0.086 0.257 Partial
EC → PU → CUI 0.555 0.174 0.047 0.090 0.274 Partial

Table 7   PLS-MGA analysis

*P < 0.05; **P < 0.01; ***P < 0.001

Hypotheses Standardized path coefficient Results

Older Younger Difference

H6a: Voice cues → alleviation of loneliness 0.485*** 0.222* 0.263* Supported
H6b: Voice cues → perceived usefulness 0.297** 0.204* 0.093 Not supported
H7a: Emotional cues → alleviation of loneliness 0.276** 0.127 0.149 Not supported
H7b: Emotional cues → perceived usefulness 0.357*** 0.057 0.300* Supported
H8a: Message interactivity cues → alleviation of loneliness 0.055 0.461***  − 0.405** Supported
H8b: Message interactivity cues → perceived usefulness 0.155* 0.594***  − 0.439** Supported
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Benbunan-Fich, 2021). Moreover, our study also finds that 
alleviation of loneliness and perceived usefulness mediate 
the relationship between the three anthropomorphic features 
and the continued use intention.

Finally, the study uncovers age differences in the impact 
of anthropomorphic features on consumers’ continued use 
intention of AI voice assistants. Considering diminished 
attentional resources and cognitive decline among older 
adults relative to younger adults (Ghasemaghaei et  al., 
2019), they encounter more challenges when engaging in 
high cognitive load tasks. Our findings indicate that mes-
sage interactivity cues containing substantial informational 
content exert a greater impact on alleviating loneliness and 
enhancing perceived usefulness for younger consumers com-
pared to older ones. Furthermore, we observe that voice cues 
possess a more pronounced effect on the alleviation of lone-
liness for older consumers than younger ones, whereas emo-
tional cues have a stronger influence on perceived useful-
ness for older consumers than younger ones. Notably, voice 
cues and emotional cues impose a lower cognitive load on 
consumers (Liew et al., 2020), enabling older consumers to 
better discern the positive effects of such cues compared to 
younger consumers. Despite our findings do not support H6b 
and H7a, in terms of the effect of voice cues on perceived 
usefulness, the coefficient is higher for older consumers than 
for younger consumers. In terms of the effect of emotional 
cues on the alleviation of loneliness, the coefficient is sig-
nificant for older consumers but not for younger consumers.

In summary, this study provides valuable insights into the 
impact of anthropomorphic features on consumers’ mind per-
ception and continued use intention of AI voice assistants, 
and it is pointed out that there are some differences in the 
impact of anthropomorphic features on mind perception and 
behavioral intention between older and younger consumers.

Theoretical implications

This study makes several theoretical contributions. Firstly, 
our study adds to the literature on the continued use inten-
tion of AI voice assistants. Prior literature on AI voice 
assistants mainly focuses on initial adoption (Cheng et al., 
2022; Liu & Tao, 2022; Mishra et al., 2022; Moussawi & 
Benbunan-Fich, 2021; Park et al., 2018; Pelau et al., 2021), 
rather than on the continued use intention (Ding, 2019; Pal 
et al., 2021). By focusing on the continued use intention of 
AI voice assistants, our research contributes to the long-term 
viability and sustainability of this technology, promoting 
continued use intention by consumers beyond their initial 
adoption (Lv et al., 2022; Pal et al., 2021).

Secondly, we explore the critical antecedents of AI voice 
assistants from the novel perspective of anthropomorphism. 
Although previous research on the continued use intention 

of AI voice assistants has predominantly investigated key 
antecedents from various perspectives, including per-
sonal traits (Lee et al., 2021), personal motivation (Cheng 
& Jiang, 2020), artificial autonomy (Hu et al., 2021), and 
human–computer interaction (Xie et al., 2023), the role of 
anthropomorphism remains underexplored in studies con-
cerning the continued use intention of AI voice assistants. 
Our study adds to the literature on the antecedents of AI 
voice assistants’ continued use intention by introducing a 
new perspective of anthropomorphism. Moreover, the paper 
offers a new framework for understanding the impact of 
anthropomorphic features of AI voice assistants by divid-
ing anthropomorphic features into three distinct dimensions: 
voice cues, message interactivity cues, and emotional cues. 
This approach is in contrast to prior studies that have treated 
anthropomorphism as a single variable (Liu & Tao, 2022; 
Mishra et al., 2022; Pelau et al., 2021), or only focused on 
its impact on consumer perception without examining its 
effect on behavior (Go & Sundar, 2019). By identifying and 
investigating the impact of different anthropomorphic fea-
tures on consumer behavior, this paper provides a valuable 
contribution to the existing literature.

Thirdly, we apply mind perception theory to operational-
ize the alleviation of loneliness and perceived usefulness as 
two basic dimensions inherent in the perception of human 
likeness in non-human entities and simultaneously investi-
gate the psychological mechanisms underlying the impact of 
anthropomorphic features on the continued use intention of 
AI voice assistants. Previous research on AI voice assistants 
has mostly focused on a single dimension, either warmth 
or competence (Lee et al., 2020). By expanding these two 
dimensions to AI voice assistants, this paper offers new 
insights into how consumers perceive and interact with 
anthropomorphic technology.

Finally, given the differences in attentional and cognitive 
abilities between older and younger people (Ghasemaghaei 
et al., 2019), the impact of anthropomorphic features on 
individuals’ perceptions may vary according to age differ-
ence. Based on cognitive load theory, this study improves 
our understanding of the role of age differences in the con-
tinued use intention of AI voice assistants, an area that has 
received limited attention in prior research (Guo et al., 
2016). Specifically, this study demonstrates that the effect 
of voice cues on the alleviation of loneliness is more pro-
nounced in older consumers, the effect of emotional cues 
on perceived usefulness is more pronounced in older con-
sumers, while the impact of message interactivity cues on 
loneliness alleviation and perceived usefulness is stronger in 
younger consumers. These findings highlight the importance 
of considering age differences when studying the impact of 
anthropomorphic features on consumers’ perceptions and 
behavior.
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Practical implications

Practically, this study holds significant implications for 
AI voice assistant developers, marketers, and consumers. 
Regarding product developers, it is essential to recognize the 
potential of the three anthropomorphic features examined in 
this research in fostering consumers’ continued use intention 
of AI voice assistants by alleviating loneliness and enhanc-
ing perceived usefulness. Consequently, developers should 
enhance the anthropomorphic features of AI voice assistants 
by refining voice cues, message interactivity cues, and emo-
tional cues. Additionally, developers must prioritize the two 
fundamental consumer needs of alleviating loneliness and 
enhancing perceived usefulness to promote the continued 
use intention of AI voice assistants. Our findings show that 
voice cues have the most significant impact on the allevia-
tion of loneliness, while message interactivity cues have 
the most significant impact on perceived usefulness. Thus, 
product developers can focus on enhancing certain aspects 
of anthropomorphic features based on consumers’ needs. 
Notably, the impact of anthropomorphic features on consum-
ers’ perception varies across different age groups. Therefore, 
according to our results, for older consumers, developers 
should concentrate on elevating the anthropomorphic qual-
ity of voice cues and emotional cues, employing friendlier, 
warmer, and more trustworthy voices, along with fostering 
positive emotional interactions. And for younger consumers, 
developers should ensure that AI voice assistants provide 
relevant replies, maintaining a high level of interaction and 
enabling consumers to engage in more profound and mean-
ingful dialogues.

For marketers, they should emphasize the three impor-
tant anthropomorphic features of AI voice assistants and 
highlight their usefulness and accompanying functions. 
They should implement different marketing strategies for 
older and younger consumers to effectively reach their tar-
get audience. Specifically, marketers should emphasize the 
importance of AI voice assistants’ voice cues and emotional 
cues to older consumers, e.g., emphasizing in advertisements 
that AI voice assistants have warm, friendly, and trustwor-
thy voices with human-like emotional interactions, while 
emphasizing the importance of message interactivity cues 
to younger consumers, e.g., emphasizing in advertisements 
that AI voice assistants have strong conversational interac-
tion and language understanding.

For consumers, this study provides evidence that AI voice 
assistants can alleviate consumers’ loneliness and help them 
carry out various task commands. Therefore, both older and 
young consumers experiencing high levels of loneliness and 
a desire to communicate with others could consider using an 
AI voice assistant to meet their social needs and accomplish 
their daily tasks.

Limitations and future research directions

Although this study has made many contributions, it still has 
some limitations that need to be further addressed in future 
research. Firstly, our research focuses on AI voice assistants 
without the screen, which means that the important dimen-
sion of visual cues in anthropomorphic features has not 
been considered in the research model. Future research can 
explore the impact of visual cues on consumer perception 
and behavioral intention. Secondly, this study only collected 
303 valid questionnaires, which is a relatively small sample 
size. Since the use of AI voice assistants by older consumers 
requires certain physiological, economic, and educational 
foundations, the sample size of older consumers collected 
in this study is small. Therefore, future research should 
increase the sample size to obtain more reliable results. 
Thirdly, due to the limited functions of current AI voice 
assistants in the markets, it is difficult to conduct empiri-
cal research on the impact of voice cues (such as different 
tones, intonations, and dialects) on consumer perception and 
behavioral intention. In the future, experimental research 
can be designed to investigate the impact of AI voice assis-
tants with the aforementioned features. Finally, this paper 
focuses on the positive effects of anthropomorphic features, 
however, previous scholars have also shown that anthro-
pomorphic features may have some negative effects (Kim 
et al., 2022; Troshani et al., 2021; Yam et al., 2021). Future 
research could include negative triggers caused by anthro-
pomorphic features in the research model and explore the 
boundaries of the effectiveness of anthropomorphic features.
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