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Abstract
Artificial intelligence algorithms have recently been applied to taphonomic questions with great success, outperforming pre-
vious methods of bone surface modification (BSM) identification. Following these new developments, here we try different 
deep learning model architectures, optimizers and activation functions to assess if it is possible to identify a stone tool’s raw 
material simply by looking at the cut marks that it created on bone. The deep learning models correctly discerned between 
flint, sandstone and quartzite with accuracy rates as high as 78%. Also, single models seem to work better than ensemble ones, 
and there is no optimal combination of hyperparameters that perform better in every possible scenario. Model fine-tuning 
is thus advised as a protocol. These results consolidate the potential of deep learning methods to make classifications out of 
BSM’s microscopic features with a higher degree of confidence and more objectively than alternative taphonomic procedures.
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Introduction

Bone surface modification (BSM) studies have long been 
at the core of the taphonomic discipline, since such traces 
represent some of the most direct evidence for interaction 
between hominins and their environment. Of all BSM, 
butchering cut marks found on fossilized bones have 
received the most attention because they provide evidence 
for meat processing using stone or metal tools. The discov-
ery of early butchering marks on animal bones has been 
claimed to be the first step in the cognitive evolution of the 
human lineage (Bello and Soligo 2008). The archaeological 
record may not always provide all the inferential steps neces-
sary to go from the traces themselves to the understanding 
of the contextual and behavioural processes that generated 
these traces. Following Gifford-Gonzalez’s (1991) terms, the 

effector may not always be present, so the traces (butcher-
ing marks) are often the only hint that can be used to infer 
agency, causality, and behavioural and ecological processes. 
In addition, the Palaeolithic archaeological record is limited 
in nature and is primarily composed of bones and stones 
(Domínguez-Rodrigo 2012). When one of these two types 
of components is missing, interpretations of site formation 
are even more challenging.

Among BSM, cut marks have been especially targeted by 
taphonomic research. Several studies have tried to identify 
the type of stone tools that generated marks through both 
quantitative and qualitative analyses of mark cross-section 
(e.g. Bello 2010; Bello et al. 2009; Bonney 2014; Galán and 
Domínguez-Rodrigo 2014; Merritt 2012) or mark micro-
morphology (e.g. Courtenay et al. 2017; Greenfield 1999, 
2006; Val et al. 2017). In contrast, studies addressing the 
impact of stone tool’s raw material on mark creation have 
been more limited in number.

The earliest works addressing the impact of tool raw 
materials on cut mark morphology focused on discerning 
between stone and metal tools (Walker and Long 1977; 
Olsen 1988; Von Lettow-Vorbeck 1998; Greenfield 1999). 
This has a rather limited application to the prehistoric record. 
Walker and Long’s work (1977), however, considered differ-
ent types of raw materials (i.e. chert and obsidian) in their 
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study, although their main interpretation was still focused 
on tool type more than raw material variability. More recent 
works tried to make these studies applicable to the pre-
metallic periods of prehistory by differentiating between 
different types of rocks through the study of the cut marks 
alone. Greenfield (2006) tried to differentiate between obsid-
ian, flint and quartzite with little success, being the width of 
the marks the only observable difference between different 
materials. Greenfield stated that “it is almost impossible to 
distinguish raw material purely on the basis of cut marks. 
There are too many variables” (Greenfield 2006, p. 155). 
Other studies have tried to approach this question by using 
geometric morphometrics (GMM). Maté González and his 
team were the first to develop a standardized methodology 
to apply GMM to cut marks (Maté González et al. 2015; 
Maté-González et al. 2016). In their work (Maté-González 
et al. 2016), they compared three raw materials and got an 
accuracy of 81.5%, 61.6% and 53% for flint, quartzite and 
metal respectively in the classification of their experimental 
cut marks. Courtenay et al. (2017) and Yravedra et al. (2017) 
expanded on this work by adding basalt to the study and 
managed to get an average of 60% correct identification for 
the different raw materials. Courtenay et al. (2017) report 
that the method works best in pairwise comparisons, where 
they achieve a 72% and 68% true allocation for basalt and 
metal, respectively.

When considering other types of raw materials, such as 
shells or bamboo, the differences are more marked, as would 
be expected considering the great difference between these 
two materials and stone. For cutting tools made of reworked 
shells, Choi and Driwantoro (2007) claimed to have defined 
qualitative criteria capable of discerning those tools from 
others made in stone, bamboo, bone and coconut. They used 
scanning electron microscope (SEM) images to look at the 
inner features of the marks. Bamboo is another material 
that has received some attention given its plausible use as a 
tool by Asian hominins. West and Louys (2007) compared 
CM imparted by flint and bamboo tools through the use of 
SEM images. They found that the main difference between 
stone and bamboo cut marks is that bamboo tends to cre-
ate an asymmetric V-shaped groove, in which only one of 
the walls has microstriations (West and Louys 2007). While 
these results are coherent with the morphology of bamboo 
tools, stone tools may as well produce asymmetric grooves 
(Walker and Long 1977), and several taphonomic processes 
(e.g. abrasion) may delete microstriae on one or both walls 
of the marks (Behrensmeyer et al. 1986; Pizarro-Monzo 
and Domínguez-Rodrigo 2020). Therefore, these variables 
must be carefully considered when used in archaeological 
scenarios.

Being able to identify the materials of the tools that were 
used when processing a carcass can be very informative, 
since it can be efficiently used to link archaeofauna and 

a portion of the lithic assemblage. This information cre-
ates new opportunities to better understand past hominin 
behaviours. For example, being able to confidently identify 
raw material from the analysis of cut marks can be used to 
determine if hominins were using specific tools/materials for 
specific meat processing activities (i.e. skinning, defleshing, 
disarticulation). A practical example of this was provided 
by Yravedra et al. (2017), when they analyzed cut marks 
from the 1.3 ma site of BK (Olduvai Gorge) and found out 
that most cut marks were made with quartzite flakes and not 
basalt implements. Given the documented mix of raw mate-
rials in the stone tools of Oldowan and Acheulian hominins, 
it would be important to determine if butchery was prefer-
entially done with one type of raw material/implement or 
another. For this reason, here we present a study aimed at 
applying computer vision algorithms to an experimental ref-
erence collection of butchery cut marks made with retouched 
flakes with the goal of assessing if cut mark microscopic 
features vary by raw material. The results of this study 
could open the door to the application of this method to 
archaeological BSM, with site-specific experimental mod-
elling using the same types of raw materials represented 
at archaeological sites. The study was made targeting dif-
ferentiation of raw materials in Palaeolithic contexts, where 
the stone tools are mostly flaked and detached artefacts. It 
also focused on slicing cut marks, as opposed to chopping 
or scraping marks also potentially generated through stone 
tool butchery. Therefore, when referring to lithic tools in 
our experiment, we will focus on defleshing detached stone 
tools, instead of chopping or bashing artefacts.

Materials and methods

The deep learning (DL) approach

Convolutional neural networks (CNN) are a type of DL 
model that try to imitate the mechanisms of a human brain 
by passing graphic information (in the form of pixels) 
through discriminant nodes (neurons) to produce responses 
in the form of a classificatory output (Schmidhuber 2015; 
Goodfellow et al. 2016). This is done through trial and error 
by backpropagating weight adjustment according to loss 
after each training epoch. It is not our intention to explain 
the basic functioning of CNNs, which has been abundantly 
explained in the literature (e.g. Adrian 2017; Ballard 2018; 
Chollet 2017), but to present how these algorithms can be 
applied to archaeological questions. DL and computer vision 
algorithms can be used to analyze graphic data in the form 
of images. The CNNs analyze the pixel data contained in the 
images by extracting recurrent features and pixel structures 
that may be useful to classify an image to any given group. 
These algorithms benefit from large amounts of data when 
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computing, and thus, large samples as well as several repeti-
tions over the training sample (epochs) are necessary.

When applying the CNNs to different questions, it is man-
datory to try different models since it is not common that 
the same algorithm will be the best option for every case 
scenario. This is known as the “No Free Lunch Theorem” 
(Wolpert 1996; Wolpert and Macready 1997), which advo-
cates for the use of multiple algorithms when addressing 
any given question. CNN algorithms can be fine-tuned to 
perform as best as possible by tweaking the hyperparam-
eters that rule how the algorithm will be computed. Of all 
the available hyperparameters (i.e. learning rate, number of 
epochs, batch size, activation function, optimizer dropouts, 
etc.), the activation function and the optimizer have the 
most weight when fine-tuning the model for performance 
(Domínguez-Rodrigo et al. 2021).

Normally, CNNs require hundreds or thousands of 
images to prove competent at any given classification test. 
This is because the feature extraction ability of the algo-
rithm improves when trained with a larger sample of images. 
Having these vast collections of images is something that 
is rarely possible in taphonomic research, even when car-
rying out experiments aiming to produce large amounts of 
marks. The intrinsic variability of the experimental context 
and the difficulty to adequately replicate specific types of 
BSM precludes obtaining these types of samples by nor-
mal means. To compensate for this, transfer learning can 
be used to re-train models that already have some training 
in feature extraction. Models in the ImageNet competition 
are trained upon thousands of images belonging to a wide 
range of categories (animals, objects, landscapes, etc.), and 
are publicly accessible. These models keep the variables that 
they use to extract the features of the images and to classify 
them (weights). Then, they can be re-programmed to keep 
those weights and use them to identify features for a dif-
ferent classification problem. By doing so, we can use the 
training they already have in feature recognition, and apply 
it directly to our classification problem, without the need for 
the algorithm to be trained to “see” features from scratch, 
which requires more time and larger samples. In our tests, 
transfer learning models outperformed models trained from 
scratch in every scenario because they were exposed to a 
larger dataset thanks to the weight transfer process men-
tioned above (Domínguez-Rodrigo et al. 2020; Jiménez-
García et al. 2020).

Finally, the last thing to consider when working with 
small sample sizes (i.e. hundreds of images) is the neces-
sity to avoid overfitting in the model. Training the model 
with a small sample will likely reduce the variability that the 
model associates with the different classes. This can impact 
the model’s ability to correctly classify new images into the 
classes that it has learnt, in case these new images show 
any variability to which the model has not been subjected 

before. To account for this variability, augmentation tech-
niques can be used to increase image variation and therefore 
improve the model’s ability to identify the key features in 
widely varying scenarios. These procedures rely on apply-
ing modifications to images randomly (i.e. rotation, crop, 
skew, horizontal/vertical displacement, horizontal flip, etc.) 
to widen the instances in which key features can be identi-
fied. In our tests, all the typical augmentation procedures 
were applied except rotation, which proved to be unneces-
sary to prevent overfitting, and reduced the accuracy results 
by approximately 10%.

To maintain control on how each model was perform-
ing, we used accuracy and loss metrics, and the F-1 scores. 
Accuracy and loss contrast the algorithm’s classification of 
the images against the expected one determined through the 
group labels. These two metrics are used by the model to 
guide weight alteration in the different iterations, and are a 
good way to live-control model performance. F-1 scores, on 
the other hand, compare the classification results for each of 
the classes in a confusion matrix and result from averaging 
the differential classification performance per group. This 
is helpful to determine if the model performs evenly on all 
classes, or if it obtains good results in some while unsuc-
cessful in others. With this method, model consistency and 
balanced accuracy can be controlled and accounted for.

The models used in this study were trained using grey-
scale images of the slice marks at 80 × 400 resolution 
in.bmp format. We also tried using resolutions of 224 × 224 
(ResNet50’s native resolution), and 64 × 64 (for reduced 
computation), but the results were lower in accuracy when 
compared to those obtained using a 80 × 400 resolution. The 
images were captured using a binocular microscope (Optika) 
at × 30 magnification, and an external 3 Mpx camera (Opti-
Cam B3). The database was composed of 574 images, with 
a balanced distribution between raw materials (200, 182 and 
192 images for sandstone, quartzite and flint, respectively). 
The training phase examined 70% of images for each class, 
while the remaining 30% of images not used for training 
were used for testing the model’s performance. Models were 
trained on batches of 32 images and updating the weights 
with backpropagation for 100 epochs each. The coding and 
training of the models were done in Tensorflow (v. 2.3.0) and 
Keras (v. 2.4.3), in a conda environment capable of CUDA 
computing with cuDNN (v. 11.2) (Chetlur et al. 2014).

Model architectures used

The model architectures used in this study are some of 
the best performing models in the ImageNet competition, 
trained on more than 1,000,000 images for the 1000-image 
category ILSVRC competition. This makes the use of trans-
fer learning more efficient since these models have been 
trained in feature extraction in widely different classes with 
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large amounts of data. The architectures selected for this 
study are ResNet50, VGG16, InceptionV3 and DenseNet 
(Fig. 1). These model architectures have been deeply cov-
ered elsewhere for its use in similar identification tasks, so 
for more information on these please refer to Domínguez-
Rodrigo et al. (2020) (ResNet50, VGG16 and InceptionV3) 
and Abellán et al. (2021) (DenseNet). Other models such 
as NasNet Large and Inception-resnet were tested, but their 
preliminary results were not as good as with the other so we 
did not use them any further.

Hyperparameters used

The two main hyperparameters that we altered to fine-tune 
the models were activation functions and optimizers. Acti-
vation functions are parameters that define whether or not 
a specific neuron will be activated by the input (i.e. pixel 
value). If the neuron is activated by the input, it will pass 
the information to the next layer, and if not, that specific 
information will be discarded and not used for that itera-
tion. Of all the different activation functions available, 
we selected because of their optimal performance: ReLU, 
Swish and Mish. ReLU (rectified linear activation) has 
become the main activation function because of its good 
overall performance (Chollet 2017; Ballard 2018). Swish 
is a recent activation function developed by Google’s Brain 
team (Ramachandran et al. Ramachandran et al. 2017a, b) 
since it is supposed to work better than ReLU on deeper 
architectures (> 40 layers). Mish is also a recent function 
that has been claimed to outperform ReLU and Swish while 

improving overfitting during training (Misra 2019). For fur-
ther information on the mathematical construction of these 
functions, refer to their original papers, or to the summary 
found on Domínguez-Rodrigo et al. (2021).

On the other hand, optimizers are algorithms used to 
control attributes of the CNN, such as the learning rate, in 
order to reduce the loss and get to the point of convergence 
(maximum accuracy) as fast as possible. Here we used two 
different optimizers (SGD and Adam) that proved to be 
the best in our preliminary tests. SGD (Stochastic Gradi-
ent Descent) is one of the most commonly used optimizers 
for its versatility and the ability to adjust learning rate and 
momentum to control how the model will adjust its weight 
during training. Adam is an optimizer based upon the AdaG-
rad algorithm that scales the learning rate and is supposed 
to work better with sparse gradients and large numbers of 
parameters (Kingma and Ba 2015). Further information on 
how optimizers work and which are available can be found 
at Keras Documentation webpage (https://​keras.​io/​api/​optim​
izers/) and in Domínguez-Rodrigo et al. (2021).

Ensemble learning

Ensemble learning is based on combining the weights of dif-
ferent models at the same time to improve classification. The 
rationale behind this is that different models may identify 
image features differently, and therefore, if we are able to 
merge all of them into one single model, this merged model 
should be the best performing since it results from combin-
ing all models´ predictions.

Fig. 1   Architectures of the four transfer learning models used in the study. Image of VGG16 is by Nshafiei and is licensed under CC BY-SA 4.0. 
Image of DenseNet is by Attallah (2021) licensed under CC BY 4.0

https://keras.io/api/optimizers/
https://keras.io/api/optimizers/
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To account for ensemble model performance, we car-
ried out two analyses using models of the four architec-
tures aforementioned (i.e. Resnet50; VGG16; InceptionV3; 
DenseNet). In the first analysis, we used the best performing 
model for each architecture, while in the second analysis, 
we compared only the most similar models in variance (the 
algorithms used for each test and their results can be found 
in Tables 3 and 4). To select which models had the most 
similar variance, a principal component analysis (PCA) was 
conducted using the weighted accuracy and the F-1 scores 
per class of all the different models (Fig. 2). The PCA and 
its plot were done in R (v.3.4.4).

The experimental sample

For this experiment, we used a reference collection of 702 
cut marks imparted on modern fresh bone still bearing some 
meat (Fig. 3). This reference collection was created for a 
previous experiment, and more information about it can be 
found in the original publication (Cifuentes-Alcobendas 
and Domínguez-Rodrigo 2019). To keep variability under 
control, we only used one type of stone tools to be able to 
confidently associate cut mark micro-morphology variation 
only to raw materials. We chose retouched flakes because 
they expand the diversity of shape and sizes of resulting 
cut marks. Since we targeted to provide a solid referential 

framework for categorizing cut marks, we opted for these 
instead of simple flakes, which produce a more limited 
range of variation. We standardized the size of each tool 
and carried out the retouch on one edge following the same 
protocol in every flake (Fig. 4). The stone raw materials 
used here were flint, sandstone and quartzite. To ensure that 
the edge of the tool underwent no attrition that could alter 

Fig. 2   PCA plot showing the variance in model performance accord-
ing to weighted accuracy and the F-1 scores per class of all the dif-
ferent models. The initials in the plot correspond to (Model) + (Acti-
vation function) + (Optimizer). Therefore, DRS stands for 
(DenseNet) + (ReLU) + (SGD). PC1 explains 87% of the variance 
while PC2 just accounts for 9%

Fig. 3   Examples of the CM images used to train the models

Fig. 4   Examples of the retouched flakes used to create the marks. The 
upper row corresponds to the dorsal view, while the lower row is the 
ventral views of the tools
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the micro-features of the marks, we limited the number of 
uses of each tool to 20 strokes. This is further supported by 
other studies that concluded that tool attrition is not linked 
to impacts on bone (CM), but to skinning and disarticulation 
processes instead (Braun et al. 2008). Further information on 
the stone tool collection can be found in the Supplementary 
Information.

Results

Table 1 presents the results for every model out of the 24 
model iterations run for this study using the three activa-
tion functions (i.e. ReLU, Swish and Mish) and both opti-
mizers (SGD and Adam). The best performing model was 
ResNet50, using SGD as optimizer and ReLU as activation 
function. The accuracy for this model reached 78%, while 
the loss was 0.56. ResNet50 with SGD and swish activa-
tion function scored second with 78% and 0.58 in accuracy 
and loss, respectively. After ResNet 50, DenseNet was the 
second most successful architecture achieving 75% accu-
racy and 0.40 loss with Adam and ReLU as hyperparam-
eters (Fig. 5). It is noteworthy that all the models using 
DenseNet’s architecture achieved results above 70% of 

correct classification while maintaining the lowest loss val-
ues among all the models (< 0.48).

When the F-1 scores and inter-class classification were 
examined (Table 2), some patterns became apparent. Marks 
created with flint flakes display the highest accuracy most of 
the time (reaching 81%), while marks imparted with sand-
stone flakes tend to yield the lowest accuracy scores (57% for 
the lowest scoring model). This means that flint-produced 
BSM tends to create distinctive patterns in the inner groove 
of the marks that allow the computer vision algorithms to 
confidently classify them. Meanwhile, sandstone and quartz-
ite marks tend to have more balanced classification rates, 
which is coherent with the fact that both raw materials share 
a similar grain size in their composition (see Cifuentes-Alc-
obendas and Domínguez-Rodrigo 2019).

The results of the ensemble learning models (Tables 3 
and 4) demonstrated that this approach is not effective for 
this specific question. Not only did the models not improve 
in their results, but the general results were worse both in 
total accuracy (Table 3B) and inter-class classification rates 
(Table 4). To test the efficiency of ensemble learning, we 
used four different algorithms (i.e. Logistic regression, Ran-
dom Forest, Extra Trees and Gradient Boosting Classifier). 
These ensemble learning algorithms were used on two sets 

Table 1   Accuracy, loss and F-1 
scores of all the models run for 
the study. For accuracy, higher 
is better while for loss, lower is 
better. The F-1 score must be 
similar to the accuracy value to 
prove that accuracy is balanced 
between classes

Model architecture Activation 
function

Optimizer Accuracy (%) Loss F-1 score

Resnet50 ReLU SGD 78 0.56 0.77
Swish SGD 78 0.58 0.77
Mish SGD 74 0.74 0.75
ReLU Adam 68 1.02 0.66
Swish Adam 72 0.86 0.72
Mish Adam 76 0.74 0.74

VGG16 ReLU SGD 70 0.48 0.71
Swish SGD 64 0.53 0.66
Mish SGD 63 0.58 0.65
ReLU Adam 68 0.56 0.71
Swish Adam 67 0.56 0.69
Mish Adam 65 0.58 0.66

InceptionV3 ReLU SGD 65 0.76 0.63
Swish SGD 64 0.83 0.64
Mish SGD 69 0.79 0.70
ReLU Adam 67 0.87 0.68
Swish Adam 64 0.88 0.63
Mish Adam 65 0.84 0.64

DenseNet ReLU SGD 71 0.39 0.73
Swish SGD 73 0.40 0.73
Mish SGD 72 0.45 0.74
ReLU Adam 75 0.40 0.76
Swish Adam 74 0.48 0.73
Mish Adam 74 0.48 0.74
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of models. The first one (variance model) was composed of 
the models that share a similar variance in both the general 
accuracy and F-1 scores (Fig. 2) for the different architec-
tures, while the second group (accuracy model) corresponds 
to the best scoring models. Despite this, we were able to use 
these results to demonstrate that ensemble learning methods 
work better when used with models that share similar gen-
eral accuracy and F-1 scores, instead of just using the best 
scoring ones (see Table 3). This is coherent with the fact 
that models that share similar results are probably using the 
same type of features to make classifications, while the other 
models underperform when merging very different types of 
classification features, even if they have better overall accu-
racies. Therefore, a reduced variance among models should 
be prioritized instead of just using the best performers when 
performing ensemble learning.

Discussion

The results presented here show that DL algorithms are 
not only capable of identifying raw material types through 
their impact on cut mark micro-morphology, but they pro-
vide overall better results with a greater degree of confi-
dence than GMM, involving low- and high-magnification 
approaches. Also, unlike these methods, DL and computer 

vision algorithms provide an almost fully objective and rep-
licable method since human input stops at image taking. All 
the processing done after the images are fed to the model is 
automated and fully replicable if the model’s parameters and 
hyperparameters are kept the same. Furthermore, the algo-
rithm’s ability to “learn” which features are the important 
ones to differentiate between classes, and how to identify 
those, allows for this “knowledge” (weights) to be saved 
and later applied to new cases without any alteration. In this 
sense, the ever present inter-analyst variability and research-
er’s inherent subjectivity are reduced to a minimum part of 
an actual BSM study (i.e. taking the images and selecting 
the hyperparameters). However, caution is still necessary, 
since subjectivity is still present in other parts of the process 
and can still affect the results of the study. Thus, researchers 
still need to be thoughtful about the experimental context 
when creating the reference collections necessary to train 
the algorithms. Also, the protocol for taking images must 
adapt to the specificities of the problem. For example, if 
the objective is to differentiate between classes based on 
the inner micro-features of marks, low to medium magni-
fication and an oblique light can help to accentuate these 
inner micro-morphologies. If the mark’s general shape or 
other features are going to be used for discrimination, the 
method should vary accordingly. In addition, the process to 
take images must be applied systematically without variation 

Fig. 5   Accuracy and loss 
graphics for the best scor-
ing ResNet50 and DenseNet 
models. Graphics contain both 
the training and validation 
accuracies and losses obtained 
during the 100 epochs of 
training. These can be used to 
assess that the models are not 
overfitting. It is interesting to 
note that DenseNet tends to 
generate more overall stable 
models, even if the best absolute 
result is obtained with ResNet’s 
architecture
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since doing otherwise could compromise the outcome. 
Finally, it is still the researcher’s responsibility to choose 
the model’s hyperparameters, and this could be consid-
ered subjective. Given the variability in the performance 

of different hyperparameters (especially activation func-
tions and optimizers) when applied to different problems, 
we suggest adhering to Wolpert’s (1996) “No Free Lunch 
Theorem” and testing out all the possible alternatives when 
doing hyperparameter optimization. This simple idea has 
proven effective to achieve the best results possible while 
keeping subjectivity under control in this study.

The analytical method used in the present work is based 
on clearly defined model architectures, which are standard 
if using transfer learning and, therefore, should be equally 
accessible to anybody with basic training in deep learning. 
Given that transfer learning enables the use of pre-trained 
architectures, the final training of the models does not 
require hard computation and can be carried out with low-
cost workstations. Definition of the models also allows rep-
lication fairly easily. Creation of BSM libraries, like the one 
used here, will also contribute to enhancing dissemination 
of the method and libraries through public repository access.

The results of this study provide useful insights in how a 
stone tool’s raw material can impact CM micro-morphology. 
In most of the models, flint was the material that produced 
higher correct classification rates, with 10% better accuracy 
when compared against quartzite and sandstone. Further-
more, these two later raw materials share similar accuracy 
scores in the tests. Upon closer inspection of the tools used, 
we concluded that these differences can be explained by the 
grain size of the raw materials. Flint has a micro-crystal-
line structure that creates a smoother surface on the tools 
when flaked to create an edge. This allows the tool to have 
thinner and sharper edges that logically create thinner and 
deeper grooves (Walker and Long 1977; Greenfield 2006; 
Maté-González et al. 2016; Yravedra et al. 2017), as well 
as distinctive micro-morphologies (i.e. microstriations) that 
allow the resulting slicing marks to stand out from the oth-
ers and to be more confidently classified. On the other hand, 

Table 2   Inter-class accuracy values for the three raw materials

Model architec-
ture

Activa-
tion 
function

Optimizer Raw material accuracy (%)

Sandstone Quartzite Flint

Resnet50 ReLU SGD 74 77 81
Swish SGD 70 80 82
Mish SGD 67 78 78
ReLU Adam 62 74 79
Swish Adam 66 69 62
Mish Adam 71 75 76

VGG16 ReLU SGD 69 67 76
Swish SGD 58 70 70
Mish SGD 62 58 72
ReLU Adam 65 72 74
Swish Adam 66 69 72
Mish Adam 59 69 70

InceptionV3 ReLU SGD 57 67 65
Swish SGD 58 69 65
Mish SGD 66 70 73
ReLU Adam 59 70 72
Swish Adam 61 68 61
Mish Adam 57 71 63

DenseNet ReLU SGD 67 72 80
Swish SGD 68 74 77
Mish SGD 65 75 81
ReLU Adam 70 75 82
Swish Adam 68 74 79
Mish Adam 68 75 79

Table 3   Tables containing the 
models used for both ensemble 
learning models (A) and the 
accuracy results of both models 
using different ensemble 
learning algorithms (B). In A, 
the variance model corresponds 
to the models selected because 
of their similar variance in the 
PCA (Fig. 2), and the accuracy 
model corresponds to the best 
scoring models. In B, the results 
(%) correspond to the accuracy 
of both models (indicated) when 
using each of the four different 
ensemble algorithms. In green, 
the ensemble algorithm used to 
see inter-class accuracy rates 
(shown in Table 4)

A
Variance model Accuracy model
Models Models
Resnet50_Mish_Adam Resnet50_ReLU_SGD
DenseNet_ReLU_SGD DenseNet_ReLU_Adam
VGG16_Mish_SGD VGG16_ReLU_Adam
InceptionV3_Mish_SGD InceptionV3_Mish_SGD
B
Variance model Accuracy model
Ensemble algorithm Results (%) Ensemble algorithm
Logistic regression 63–52 Logistic regression
Random Forest 65–67 Random Forest

Extra Trees 68–65 Extra Trees

Gradient Boosting Classifier 63–64 Gradient Boosting Classifier
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our sandstone and quartzite tools have similar grain sizes, 
which fits well with the more balanced accuracy rates these 
two materials obtained. Furthermore, similar grain sizes are 
likely to produce similar micro-morphologies. This helps to 
explain why these two materials are several points below 
in classification rates from flint: because these two share 
similar microstriation patterning due to grain size and lack 
defining the features of a smoother and thinner blade such 
as a flint made one. In addition, a closer inspection of the 
marks themselves also revealed that flaking is more common 
in coarser grain sizes (i.e. quartzite and sandstone). This, 
alongside microstriatiae patterning, seems to be driving the 
algorithm’s decisions. These interpretations are not new, 
since rock hardness and grain size are known to affect CM’s 
morphology (Braun et al. 2016), but this is the first time 
that these differences have been objectively quantified and 
proven reliable for sustained raw material identifications.

Another unexpected outcome of this study derives from 
the ensemble learning techniques. Ensemble learning meth-
ods use multiple learning algorithms to obtain better predic-
tive performance than could be obtained from any of the 
constituent learning algorithms alone (Rokach 2010). How-
ever, this study demonstrated otherwise, since the ensemble 
models were not able to outperform the individual models 
that they learnt from. Since inter-model variability was spe-
cifically avoided, this cannot explain why multiple models 
fail more than simple ones. Given that ensemble learning 
expect that the different models will add new features to 
make classification, this could mean there is little to no vari-
ation in the features that all four models used. Thus, the aver-
aging of all of them does not enhance the accuracy. Besides, 
we cannot rule out the possibility that ensemble learning is 
just not useful for the problem at hand. This is most likely 
because the sample’s variability is not as large as in image 
classification competitions, where images of vastly different 
objects are used.

Yravedra et al. (2017) used a geometric morphometric 
approach to the use of raw materials at the early Pleistocene 
site of BK (Olduvai Gorge, Tanzania), based on the analy-
sis of a sample of cut marks on bones. They succeeded in 
attributing most butchery to the use of quartzite, instead of 
basalt. This is supported by the overwhelming predominance 
of quartzite lithic artefacts at the site compared to basalt. 

In archaeological assemblages where there is a diversity of 
raw materials represented, the experimental combination of 
raw material-tool type should produce an adequate referen-
tial framework within which differences in cut mark micro-
morphology could be approached with the goal of detecting 
which tools/raw materials were used for butchery activities.

When compared to previous works, this method shows 
significant advantages both in simplicity and raw accuracy. 
First of all, since most of the computing for the classifica-
tion is done automatically, a lot of the subjective decisions 
that had to be done in previous methods are avoided (i.e. 
choosing where to put a landmark in GMM, selecting and 
quantifying which micro-morphological features should be 
used to make classifications, etc.). This allows this method 
to be used by different researchers without inter-analyst bias 
playing a major role. This is also intimately related to repli-
cability, since reducing the subjectivity bias to a minimum 
has a direct impact in the method being replicable, and thus 
scientific. Finally, even if training the algorithms require a 
basic knowledge on how CNNs work, once these models are 
trained the workflow becomes much simpler. To classify any 
given mark (in the form of an image), it is only necessary 
to load the image in the model, and run two lines of code to 
make a prediction and obtain the classification label for that 
mark. This two-button workflow is much simpler and faster 
than using any of the GMM, qualitative or quantitative meth-
ods previously described. Because of this, we believe that 
this method has the potential to be used, even by researchers 
who are not familiar with DL.

The results of this study show great potential to study 
BSM through deep learning algorithms. However, caution 
should still be advised when applying these methods to the 
archaeological record. To this moment, the experimental 
reference collections used to train these models are pristine 
in nature, that is, they have been analyzed without having 
suffered from any post-depositional processes. The objec-
tive of this work is to showcase the ability of these methods 
to accurately discern between different materials in stone 
tools, and this has been demonstrated so far. However, the 
archaeological application of these algorithms, as they are 
right now, is still limited to bones with good preservation 
where no post-depositional processes have altered the corti-
cal surface of the bones. For this method to be fully appli-
cable to the archaeological record, a reference collection of 
BSM affected by biostratinomic and diagenetic processes 
should be added to the training.

Conclusions

DL and computer vision algorithms outperform previous 
methods of identification of chipped stone tool raw mate-
rial through the analysis of the micro-morphology of the 

Table 4   Inter-class accuracy rates for each of the three raw materials, 
and the two ensemble models constructed (including the ensemble 
algorithm used)

Model Ensemble algorithm Raw material accuracy (%)

Sandstone Quartzite Flint

Variance model Extra Trees 67 70 68
Accuracy model Random Forest 58 72 70
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resulting cut marks imprinted on bone surfaces during 
butchery. Unlike previous methods, a DL approach allows 
classification to be backed with a degree of confidence that 
can also be used to further support any classification con-
ducted by the algorithm. Furthermore, since all the com-
puting and training takes place with little human involve-
ment, the results of the models can easily be replicated. In 
fact, the capability of these models to be used in different 
contexts without inter-analyst variance playing a large role 
makes them the first systematically objective method to 
be used in taphonomic analysis of butchery slicing marks. 
Simple models seem to work better than complex ensemble 
models for this specific question. However, further experi-
mentation is needed to assess if this remains valid when 
larger and more variable samples are taken into account. 
This work is merely a first step, and one that needs to be 
followed up by more experimental work that expands the 
control dataset. In this sense, more raw materials need to 
be considered (e.g. bamboo and shells), as well as different 
tool types (e.g. simple flakes and handaxes), and different 
biostratinomic and diagenetic processes. This work further 
strengthens the role that artificial intelligence can play, not 
only in taphonomic and prehistoric studies, but in general 
archaeological research. The ability to accurately identify 
the traces of different processes through computer vision 
could be used to address different manufacturing processes 
(i.e. ceramics, pigments, bone and antler crafting, etc.) and 
other traces that are present in the archaeological record 
from the Palaeolithic to our times. It is a method capable 
of approaching long-debated questions with greater cer-
tainty, as well as opening new areas of study.
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